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Abstract

Decision trees are widely-used in data mining and machine learning. They are easy to interpret and are key components of ensemble methods like random forests and gradient boosting decision trees. The main tasks of growing a decision tree include: scanning the data at each tree node, computing a class frequency-based metric to find the best splitting point, and splitting the node into child nodes. As multicore CPUs are commonly used nowadays, we investigate in this thesis various ways to parallelize the C4.5 decision tree algorithm to improve its running speed on multicore CPUs.

One challenge in parallelizing the growing of a decision tree is the difficulty to achieve efficient memory bandwidth utilization throughout the whole algorithm. This is due to the need to sort numerical attributes (i.e. attributes that potentially have continuous numerical values) in order to find the splitting point for each node. Another challenge is that tree nodes of different size favor different types of parallelism, which implies that the scheme of parallelism should be able to adapt to the growing of the tree dynamically to achieve high performance. Our goal is to address these two problems in decision tree parallelizing.

We start from a common approach, which pre Sorts numerical attributes once at the beginning (we call these algorithms sort-based algorithms). We study multiple ways to parallelize the sort-based algorithm and found that keeping numerical attributes sorted is expensive because different attributes have different sortings and this makes the splitting costly. To avoid pre-sorting, we implement a count-based algorithm that eliminates the need for keeping attributes sorted and makes the splitting cheaper. We parallelize the sequential count-based algorithm and use a highly tuned partitioning routine to fully use available memory bandwidth. Our experiments show that the use of partitioning leads to shorter execution time and better scalability.

On the high level, there are three types of parallelism that could potentially be employed: attribute-level, record-level and node-level parallelism. Through the growing of a tree, there are situations where only one of them is available. We hence need to express all of the three types of parallelism as much as possible. Thus, we further take advantage of a task parallelism scheme that utilizes a work stealing strategy to reduce barriers and employs different types of parallelism on the fly. This results in our fastest parallel algorithm, which achieves 10x speedup on a 16-core machine.
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Decision trees have many applications, from statistics to data mining and machine learning. This has been a field of many researches and applications. Microsoft’s motion controller Kinect [20], for example, uses a randomized decision tree bagging learned from over 1 million training examples to infer body parts. It is also common for biological studies like [18] to conduct analyses using decision tree models built from large datasets.

A decision tree (Figure 1.1) classifies data records based on their attribute values. Each non-leaf node represents a test on an attribute (e.g. whether the weather is sunny or not). Each leaf node represents a class label. When classifying, each data record walks through the tree from the root to a leaf according to the outcome of each test and is assigned to a class label in the end. Training a decision tree requires scanning and evaluating all the data at each node. If the training dataset is large, training a decision tree classifier from it could take a lot of time.

Figure 1.1: An example of a decision tree. Given certain weather conditions, this tree is used to predict whether a person would play golf or not.
CHAPTER 1. INTRODUCTION

It is therefore important to go beyond training decision trees with high accuracy, but also to train at a high speed. Since parallel hardware architectures are embraced by industry nowadays, quite a few efforts have been spent on training a decision tree by employing parallel approaches. Some perform parallelization techniques directly on the data [32, 22]. Some exploit the use of compact representations of the original data to accelerate the processing of numerical attributes [11, 14]. Others [34, 31], map the sections of the tree induction algorithm to a hardware architecture like GPU and FPGA.

A challenge of parallelizing decision tree algorithms is the way of handling numerical attributes, which is a key factor that determines the tree growing speed to a great extent. In order to find the splitting point for each node, numerical attributes have to be sorted so that we can sequentially scan the attributes and for each candidate splitting point, we compute the metric that is based on class frequency of records whose values are above the candidate splitting point. RainForest [11] uses compact representations to reduce the amount of data that needs to be sorted. Based on it, SPIES [14] parallelizes the growing of large nodes and further reduce data size by sampling. Some other algorithms uses techniques to accelerate the sorting itself, like [29] and [34].

Another challenge comes from the irregular structure of a tree. At top levels of the tree, data parallelism is preferred since there are just a few large nodes. As the tree grows, node-level parallelism becomes important, as it allows concurrent growing of small nodes. Thus, different types of parallelism are preferred in different parts of the tree. Amado et al. [3] proposed a hybrid algorithm which grows large nodes using data parallelism and for each small node, it lets a processor continue alone the construction of subtree rooted at the node. Aldinucci et al. [2] apply attribute-level parallelism on large nodes and node-level parallelism on small nodes dynamically, but they do not utilize record-level parallelism.

In this thesis, we explore different ways to parallelize the classic C4.5 decision tree algorithm on multicore CPUs, with the aim of achieving high growing speed without using any additional mathematical simplifications (e.g. estimators, sampling). We first investigate multiple parallelization methods of the sort-based algorithm. We then take advantage of the compact representations, known as the AVC-sets of numerical attributes [32] as well as a highly tuned partitioning routine [23] to achieve memory bandwidth efficiency. We also use task parallelism scheme [8] to reduce barriers and to allow dynamic employment of different types of parallelism. This algorithm is shown by our experimental results as the fastest parallel algorithm and achieves 10x speedup on sixteen cores, which is about 2 to 3 times faster than the parallel sort-based algorithm.

The rest of the thesis is organized as follows: In Chapter 2, we review the background and related work of the decision tree algorithms and its existing parallelization methods. In Chapter 3, we study and evaluate the performance of the sort-based tree induction algorithms. Chapter 4 describes the count-based algorithms as well as the use of the task parallelism scheme. After that, we give a performance evaluation of the count-based algorithms and compare them with the sort-based algorithms. We conclude with a summary in Chapter 5.
Chapter 2

Background and Related Work

In this chapter we cover relevant aspects of decision tree induction and the existing sequential and parallel approaches.

2.1 Decision Tree

Decision trees have been widely used for classification problems. When classifying a data records, it traverses the tree and at each node, makes decision on to which branch it is going based on its attribute values until it finally arrives at a leaf node and is assigned the corresponding class label. A decision tree consists of three elements: splitting nodes, branches, and leaves. The input data is usually stored in a relational database with rid (record id), attributes, and class as fields. In the rest of the thesis, we will use the word record to refer to a row in the database. A splitting node represents a test on one or several attributes, and a branch represents the outcome of the test.

Decision trees can also be used for regression problems. Regression trees are very similar to classification trees but the dependent variable takes continuous values. The predicted outputs of a regression tree are often the average values of the records at the leaf nodes.

2.2 Training a Decision Tree

To grow a decision tree, one starts from the root and scans the data to find an attribute value that, if used to split that node, gives the best score of some metric. This procedure is then recursively applied to each of the child nodes. Commonly used metrics include information gain, gain ratio and the Gini impurity (Definition 1-3). They are all based on the calculation of the frequency of each class at a node. Given a splitting node, we use $S$ to denote the dataset of that node and $f_i$ to
denote the frequency of class $i$. $A$ is the splitting attribute and $m$ is the number of different classes.

**Definition 1. Information gain**

\[
\text{InfoGain}(S, A) = H(S) - \sum_{v \in \text{Value}(A)} \frac{|S_v|}{|S|} H(S_v)
\]

\[
H(S) = \text{Entropy}(S) = -\sum_{i=1}^{m} f_i \log f_i
\]

**Definition 2. Gain ratio**

\[
\text{GainRatio}(S, A) = \frac{\text{InfoGain}(S, A)}{\text{SplitEntropy}(S, A)}
\]

\[
\text{SplitEntropy}(S, A) = -\sum_{v \in \text{Value}(A)} \frac{|S_v|}{|S|} \log \frac{|S_v|}{|S|}
\]

**Definition 3. Gini impurity**

\[
I_G(f) = \sum_{i=1}^{m} f_i(1 - f_i)
\]

Once a tree is generated, pruning techniques are sometimes applied to avoid the problem of overfitting. There are numerous tree pruning techniques, some of them are: reduced error pruning (used by C4.5), cost complexity pruning (used by CART), and minimum description length (used by SLIQ). The pruning phase is a well-studied problem and in most cases only takes a very small amount of the entire training time. Moreover, if the tree is built as a part of an ensemble model, the pruning phase is not always needed.

Records with missing values are typically not used in the induction of a tree. In the classification phase, the following approaches are commonly used to distribute these records to child nodes:

- Distributing them to all child nodes, but with diminished weights, which are proportional to the number of records from each child node.
- Use surrogates to distribute records to a child node, where surrogates are input features which resembles best how the test feature send data records to left or right child node.
- All the records go to the node which already has the most records.
- Distributing them randomly to only one single child node (often used for a faster running time).
2.3 Related Work

This section introduces related work of decision tree algorithms.

2.3.1 Sequential Algorithms

**ID3** The ID3 algorithm [26] only handles categorical attributes and uses a divide and conquer method to construct a tree recursively:

1) Begin with the original set \( S \) as the root node, check if the node is a leaf.
2) Calculate the entropy of every attribute using the data set \( S \).
3) Split the set \( S \) into subsets using the attribute \( A \) for which entropy is minimum.
4) For each value of \( A \), create a new child node.
5) Recurse on child nodes using remaining attributes.

**C4.5** The C4.5 algorithm [27] is an extension of the ID3 algorithm. The main improvement is that it handles both categorical and numerical attributes. Categorical attributes are processed using the same method as in ID3, numerical attributes are sorted and each possible split point (the smallest value of each interval \( \{ v_i, v_{i+1} \} \), where \( v_i \) and \( v_{i+1} \) are two adjacent different values of an attribute) is evaluated. Our work is based on this algorithm.

**CART** Classification and Regression Trees (CART) [16] processes numerical attributes the same way as C4.5 does. For categorical attributes, it considers every possible binary grouping of the attribute values.

**SLIQ** Both the C4.5 and the CART algorithm require repeated sorting of numerical attributes at each node of the tree, which is very expensive and not scalable for large dataset. Mehta et al. [22] proposed an algorithm called SLIQ that addresses this problem by performing pre-sorting at the beginning of the training phase. It then tracks the position of each record using a class list and grows the tree in a breadth-first manner (Figure 2.1). Although it outperforms C4 (the predecessor of C4.5) and CART, its scalability is limited by the size of the training set. Once the training set gets large, the class list can no longer fit in memory, which degrades the performance since the class list is frequently accessed and updated.
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SPRINT  Shafer et al. [32] proposed an algorithm called SPRINT which removes the memory restrictions of decision tree learning. It also uses strategies like pre-sorting and breadth-first growing like the SLIQ does, but the attribute lists are constructed in a way that each of them contains a class column (Figure 2.2), which makes it easier to scale to large dataset. However, the attribute lists need to be rewritten each time when splitting a node (Figure 2.3) and this takes more time. The authors showed that serial SPRINT has better performance than SLIQ when the input size is large enough, and it is also very easy to parallelize. We use a similar technique for the sort-based algorithms in Section 3.1

Table 2.1 summarizes the major sequential tree learning algorithms.

<table>
<thead>
<tr>
<th>Age</th>
<th>Class</th>
<th>rid</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>High</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>Low</td>
<td>4</td>
</tr>
<tr>
<td>43</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td>68</td>
<td>Low</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Car Type</th>
<th>Class</th>
<th>rid</th>
</tr>
</thead>
<tbody>
<tr>
<td>family</td>
<td>High</td>
<td>0</td>
</tr>
<tr>
<td>sports</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>sports</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td>family</td>
<td>Low</td>
<td>3</td>
</tr>
<tr>
<td>truck</td>
<td>Low</td>
<td>4</td>
</tr>
<tr>
<td>family</td>
<td>High</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 2.2: SPRINT-Attribute lists

Other methods  Other notable serial algorithms include: (1) RainForest [11], a framework that avoids the out-of-memory sorting of all the numerical attributes by summarizing the dataset into the so-called AVC (Attribute value, Class label) groups, which usually fit in memory. During the tree growing phase, only in-memory sort of AVC groups needs to be performed repeatedly. The
While growing the tree, the goal at each node is to determine the split point that "best" divides the training records belonging to that leaf. The value of a given node is the relative frequency of the divided data partitions.

Finding split points can be computationally expensive, especially for continuous attributes. To address this, various splitting indices have been proposed, including those based on the Gini impurity and the information gain. The Gini index, originally proposed in [3, 3], is calculated as

\[ G(X) = 1 - \sum_{i=1}^{c} p_i^2 \]

where \( p_i \) is the relative frequency of class \( i \). The advantage of this index is that its calculation requires only a set of statistics (mean vectors and covariance matrices) and uses it to generate splitting criteria.

In the context of sequential tree learning algorithms, Table 2.1 compares some classic algorithms:

<table>
<thead>
<tr>
<th>Name</th>
<th>Attribute type</th>
<th>Splitting metric</th>
<th>Splitting pattern</th>
<th>Growing strategy</th>
<th>Pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>categorical</td>
<td>information gain</td>
<td>multiple</td>
<td>depth-first</td>
<td>no</td>
</tr>
<tr>
<td>C4.5</td>
<td>numerical/categorical</td>
<td>gain ratio</td>
<td>multiple</td>
<td>depth-first</td>
<td>yes</td>
</tr>
<tr>
<td>CART</td>
<td>numerical/categorical</td>
<td>gini impurity</td>
<td>binary</td>
<td>depth-first</td>
<td>yes</td>
</tr>
<tr>
<td>SLIQ</td>
<td>numerical/categorical</td>
<td>gini impurity</td>
<td>binary</td>
<td>breadth-first</td>
<td>yes</td>
</tr>
<tr>
<td>SPRINT</td>
<td>numerical/categorical</td>
<td>gini impurity</td>
<td>binary</td>
<td>breadth-first</td>
<td>yes</td>
</tr>
</tbody>
</table>

These authors showed that these in-memory sorts are ten times faster than the initial creation of attribute lists in SPRINT. We also take advantage of the AVC groups for our AVC-based algorithms in Section 4.1, (2) CLOUDS [28] reduces computation and I/O complexity by sampling the splitting points for numerical attributes and using an estimation step to further narrow the candidate space of the best split point, (3) BOAT [10] combines decision tree learning with bootstrap sampling to yield a faster and accurate solution. It constructs an initial tree using small subsets of the training dataset and then refines it to the final tree, (4) SURPASS [17] summarizes numerical attributes into a set of statistics (mean vectors and covariance matrices) and uses it to generate splitting criteria. These statistical information can be gathered incrementally from the data, thus the memory bound is avoided. The author compared it to RainForest and showed that it achieves competitive accuracy.
and lower CPU time.

2.3.2 Parallel Algorithms

A variety of parallel decision tree learning algorithms have been proposed.

**Parallel SPRINT** The parallel version of SPRINT [32] partitions the data horizontally and gives each processor a part of each attribute list (Figure 2.4). For numeric attributes, each processor scans the sub lists it receives and calculates its own best split point for the node. All the processors then send the best split points to a coordinator to find the overall best split point. For categorical attributes, each processor builds a count matrix for the node while scanning the sub lists. The coordinator collects all the count matrices and sums them to get a global count matrix, which is then used to find the best split point. After splitting on the splitting attribute of a node, we need to split the data of the remaining non-splitting attributes. In order to do this, all processors need to communicate with each other and a hash table needs to be stored on every one of them which stores the rid (i.e. record ID) and the corresponding node ID to keep track of which node each record goes to. This means that SPRINT is not scalable in run-time as well as memory requirements.

Later, ScalParc [15] was proposed to further extend the scalability of SPRINT by applying a distributed hash table. It uses attribute lists and finds the best split point the same way as SPRINT does. In addition, all processors together maintain a global node table which indicates to which child node each record goes. The node table is distributed among all processors such that each processor only needs to store a part of it. When performing splitting, each processor first uses a hash buffer to update its part of the node table. After the updating of all processors are done, they can use enquiry buffers to retrieve information from the updated node table. This distributed hashing scheme reduces communication cost.

![Figure 2.4: Data distribution in parallel SPRINT](image-url)

<table>
<thead>
<tr>
<th>Processor 0</th>
<th>Processor 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td><strong>Car Type</strong></td>
</tr>
<tr>
<td>17</td>
<td>High</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
</tr>
<tr>
<td>23</td>
<td>High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Class</strong></th>
<th><strong>rid</strong></th>
<th><strong>Class</strong></th>
<th><strong>rid</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>1</td>
<td>High</td>
<td>0</td>
</tr>
<tr>
<td>High</td>
<td>5</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>High</td>
<td>0</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td>Low</td>
<td>4</td>
<td>Low</td>
<td>3</td>
</tr>
<tr>
<td>High</td>
<td>2</td>
<td>Low</td>
<td>4</td>
</tr>
<tr>
<td>Low</td>
<td>3</td>
<td>High</td>
<td>5</td>
</tr>
</tbody>
</table>
Implementations on MapReduce  Panda et al. [25] presented PLANET, a MapReduce framework for regression tree learning. Prior to the induction a MapReduce job is run on the dataset to compute approximate equidepth histograms for every numerical attribute. When evaluating splits on a numeric attribute, a single split point is considered from every histogram bucket of that attribute. Thus, splits are not evaluated between every pair of values of the attribute. To find the best split for a tree node, a MapReduce job is created and several such jobs are run in parallel. A mapper calculates the number and summation of the class (dependent) variables it receives. Each reducer then uses these information to calculate variance reduction and outputs what it considers to be the best split point of the node. In the end, a controller aggregates the split points from the reducers and chooses the best overall split for the node. In order to reduce the start-up cost of MapReduce, the authors introduced a forward scheduling trick. It uses the controller to run a background thread which keeps setting up MapReduce jobs. These jobs continuously wait for new node-split tasks from the scheduler. In order to reduce the tear-down cost, the controller runs a thread that periodically checks for the output files and processes them immediately.

A MapReduce-based implementation of C4.5 algorithm was described in [9]. It uses the same attribute list structure as the SPRINT does, and splits the dataset vertically before assigning the subsets equally among several nodes. The entropy of each attribute value is computed on a mapper and the reducers compute the gain ratio if splitting on that attribute value. This algorithm also maintains a hash table which records the mapping between the samples and the current nodes they arrive at. The algorithm grows the tree one node at a time, thus it does not have to let each record traverse through the current model each time when it splits a node, which also means that it loses the node-level parallelism.

There are some drawbacks of the MapReduce frameworks for decision tree learning: First, all these implementations require multiple MapReduce phases, which makes MapReduce start-up and tear-down costs the primary bottleneck of the systems performance. Although PLANET uses forward scheduling to mediate this problem, the forward scheduling of too many jobs can still result in waste of resources; Second, it is hard to achieve node-level parallelism while not having the entire training dataset traverse through the already-generated model.

Implementations on GPU  Several GPU-based parallel constructions of individual decision trees have been reported. Sharp [33] first implemented the evaluating and training of decision trees and forests entirely on a GPU and presented its usage in the context of object recognition. The algorithm used common features in computer vision as input data and received a speedup of 8x in the decision tree training phase over a standard CPU implementation. Nasridinov et al. [24] exploited parallelism of the ID3 algorithm for decision tree learning on GPU. The proposed solution grows the tree node-by-node recursively and allows for multi-way splits of a node. Parallel search for the best split point is combined with data partitioning on the GPU to achieve a speedup of 4x compared to the parallel Java open source project Weka [13] and lower energy consumption.

Chiu et al. [6] presented a CUDA implementation of a decision tree model based on the parallel
SPRINT algorithm. An extended version of it named CUDT was proposed by Lo et al. [19], where the CPU is responsible for flow control and the GPU is responsible for computation. It processes one tree node at a time and performs parallel search for the best split point by using divided attribute lists. Parallel primitives such as parallel sorting and reduction were leveraged, but the authors did not describe specifically the mapping between work and GPU threads. The results show that CUDT is 5 to 5.5 times faster than Weka and 18 times faster than the sequential SPRINT for numerical datasets.

A more recent complement and extension of the above algorithms is presented by Strnad et al. [34]. It implements a CART-like decision tree learning model with binary splitting. It maintains a task priority queue which sorts the current tree nodes to be processed based on the number of records in each of them to achieve load balance and then concurrently processes a batch of tree nodes at a time. Each GPU block is responsible for one attribute-node pair as illustrated in the Figure 2.5, where thread block (i,j) evaluates all possible splits of the j-th attribute for the i-th node. Thus, it achieves node-level parallelism on the horizontal dimension and attribute level parallelism on the vertical dimension. Further, it also leverages some parallel primitives like prefix-sum within each block to achieve split-level parallelism. The authors demonstrated a speedup of around 10x when compared with a multi-threaded CPU implementation running on an Intel quad-core CPU. The experimental results also show that memory latency is the bottleneck in this design.

One problem of this algorithm is that for datasets with a small number of attributes, the GPU grid size may be too small at top levels of the tree to provide enough resident blocks per streaming multiprocessor to hide the memory latency well. Another problem appears as the tree construction progresses, the amount of attribute-level parallelism remains constant, but node-level parallelism grows and split-level parallelism diminishes. This leads to larger grids but smaller blocks, which causes lower occupancy of the GPU. These problems appear because the work assignment on the GPU is limited to certain structures (i.e. blocks and grids), which are highly parallelized but somehow are not so flexible in load balancing. The authors proposed possible solutions to address these two problems, which are to use multiple blocks operating on a single attribute at upper levels of the tree and processing several attributes or nodes within larger thread blocks at lower levels of the tree.

A comparison of some recent parallel decision tree algorithms is given in table 2.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Architecture</th>
<th>Predecessor</th>
<th>Attribute type</th>
<th>Splitting pattern</th>
<th>Node parallelism</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLANET</td>
<td>MapReduce</td>
<td>regression tree</td>
<td>numerical/categorical</td>
<td>binary</td>
<td>yes</td>
</tr>
<tr>
<td>Dai et al.</td>
<td>MapReduce</td>
<td>C4.5</td>
<td>numerical/categorical</td>
<td>multiple</td>
<td>no</td>
</tr>
<tr>
<td>Nasridinov et al.</td>
<td>GPU</td>
<td>ID3</td>
<td>categorical</td>
<td>multiple</td>
<td>no</td>
</tr>
<tr>
<td>CUDT</td>
<td>GPU</td>
<td>SPRINT</td>
<td>numerical</td>
<td>binary</td>
<td>no</td>
</tr>
<tr>
<td>Strnad et al.</td>
<td>GPU</td>
<td>C4.5</td>
<td>numerical/categorical</td>
<td>binary</td>
<td>yes</td>
</tr>
</tbody>
</table>
Other methods Other notable parallel decision tree learning algorithms include: (1) The SPIES algorithm [14] combines AVC groups from RainForest with sampling to achieve memory-efficient processing for numerical attributes. Zaki et al. [35] presented a parallel decision tree learning algorithm on shared-memory multiprocessors. The method grows the tree level by level and uses attribute scheduling. It is then extended with task pipelining and dynamic load balancing to yield speedup, but there are still certain barriers at each level of the tree; (2) Ben-Haim et al. [4] proposed another algorithm for the classification of large dataset and streaming data. The algorithm uses data parallelism and each processor quickly constructs a histogram which can be seen as an approximate representation of the data subset it sees. Later, a master gathers this information from the processors to find the best split points of a tree node; (3) Giannella et al. [12] presented an algorithm that minimizes the number of messages transmitted when constructing a tree over heterogeneously distributed (i.e. vertically partitioned) data with only categorical attributes. It does so by approximating information gain using random projections and achieves 80% of the accuracy with 20% of the communication cost compared to centralized version.

2.3.3 Summary

The classic and widely-used C4.5 algorithm is the basis of many prior works. The key procedure of the algorithm is to decide how to split a node. In order to do this, all numerical attributes or some representations of the numerical attributes need to be sorted. Various algorithms have been proposed to handle this, which can be roughly grouped into three types of methods:

- Sorting the numerical attributes each time when growing a node. This is difficult to accommodate to large datasets and is rarely used now.
• Performing pre-sorting (sort-based algorithms) [32, 22]. All the attributes are sorted before the algorithm starts, and must be kept in order until the very end of the program. This requires data to be stored and kept in separate tables. Maintaining the sorted tables might generate additional cost.

• Constructing some condensed representations of the original data and then sorting the representations. This saves the time of pre-sorting but how to efficiently construct and sort the representations repeatedly is a challenge. The most renowned one of these structures is the AVC-group used by [11, 14]. We denote algorithms utilizing AVC-group as AVC-based algorithms.

While it is known that the first method takes the longest time among the three, it is not clear which of the other two performs better. In the next chapter, we explore the sort-based algorithms. Since there are already various existing parallel sorting algorithms, we will only focus on the tree growing part.
Chapter 3

Sort-based Decision Tree Induction

In this chapter, we present the sort-based decision tree induction algorithms that are explored in our work. Section 3.1 gives an overview of the basic sequential induction algorithm. Section 3.2 describes the parallelism types and tree growing patterns that are used in the project. Then we present in Section 3.3 how we parallelize the sequential algorithm by combining different parallelism types and growing patterns. The evaluation of performance is given in section 3.4.

3.1 Sequential Algorithm

Algorithm 3.0 demonstrates the basic C4.5-like sequential algorithm. Assuming our training dataset is the one as shown in Figure 3.1, we first store it in attribute lists (see Figure 3.2, we will take attribute Outlook and Temperature as examples). An attribute list has three fields: the record ID (rid), the attribute value and the class label. Record ID and class label are stored as integers, attribute value is stored as an integer (if the attribute is categorical) or a single-precision floating point (if the attribute is numerical). Each row in the attribute list corresponds to a record in the original table and numerical attribute lists are pre-sorted by value. The algorithm begins with an empty root node and attribute lists for the root. It first evaluates all the attribute lists and computes the information gain we can get if splitting on that attribute. In order to calculate the value of \( f_i \) in the formula of information gain, we use an assistant data structure, count matrix (shown in Figure 3.3), the same way as the SPRINT algorithm does. For a categorical attribute, the count matrix stores frequencies of different class labels with respect to the attribute values. For a numerical attribute, we evaluate each candidate splitting point in that attribute list. A point is a candidate splitting point if it has a different value than its successor (except for the last point), so the count matrix stores class frequencies both above and below a certain numerical point. Thus, after a scan over an attribute list, we know the information gain of this attribute. If the attribute is a numerical one, we will also know the best splitting point of that attribute.
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<table>
<thead>
<tr>
<th>rid</th>
<th>Outlook</th>
<th>Temperature</th>
<th>Humidity</th>
<th>Windy</th>
<th>toPlay</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Sunny</td>
<td>85</td>
<td>85</td>
<td>False</td>
<td>Don't play</td>
</tr>
<tr>
<td>1</td>
<td>Sunny</td>
<td>80</td>
<td>90</td>
<td>True</td>
<td>Don't play</td>
</tr>
<tr>
<td>2</td>
<td>Overcast</td>
<td>80</td>
<td>78</td>
<td>False</td>
<td>Play</td>
</tr>
<tr>
<td>3</td>
<td>Rainy</td>
<td>70</td>
<td>96</td>
<td>False</td>
<td>Play</td>
</tr>
<tr>
<td>4</td>
<td>Rainy</td>
<td>68</td>
<td>80</td>
<td>False</td>
<td>Play</td>
</tr>
<tr>
<td>5</td>
<td>Sunny</td>
<td>80</td>
<td>88</td>
<td>True</td>
<td>Play</td>
</tr>
</tbody>
</table>

Figure 3.1: An example of the dataset for training a decision tree model.

After the evaluation, the attribute with the highest information gain is chosen to be the splitting attribute. If it is a categorical one, the attribute lists will be split according to the distinct values of that attribute and the attribute will not be used in further splits. If it is numerical, the tree performs a binary split and the attribute will still be considered in the evaluation of the child nodes. Since attribute lists are linked only by the rids, we need to keep an array of integers, node_ids, which stores for each record, the ID of the child node to which the record should be going to. The
CHAPTER 3. SORT-BASED DECISION TREE INDUCTION

Figure 3.2: Attribute lists for the categorical attribute Outlook and the numerical attribute Temperature.

<table>
<thead>
<tr>
<th>Outlook</th>
<th>Temperature</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>rid</td>
<td>value</td>
<td>label</td>
</tr>
<tr>
<td>0</td>
<td>Sunny</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Sunny</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Overcast</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Rainy</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Rainy</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Sunny</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3.3: Use count matrices to evaluate categorical and numerical attributes.

node_ids is updated by going through the splitting attribute list once. If the splitting attribute is numerical, we compare each record’s attribute value with the splitting value. If it is smaller or equal than it, the record goes to the left child, otherwise it goes to the right child. If the splitting attribute is categorical, we assign each record to a child according to its attribute value.

After that, we split the current attribute lists into sub-lists for the child nodes according to node_ids (Figure 3.4). We scan the the attribute lists, and for each record with record ID rid, we consult the
3.2 Parallelism Types and Tree Growing Patterns

In this section, we introduce concepts that are used later in the description of our parallel algorithms. Parallelism types correspond to the parallelization techniques applied in each node. Tree growing patterns refer to the growing patterns of the whole tree.
3.2.1 Attribute-level Parallelization

Attribute-level parallelism splits the attribute lists vertically and distribute them among threads (Figure 3.5). When evaluating attributes, each thread is dynamically assigned to one or more attribute lists and computes the information gain of its own attribute(s). After the evaluation, each thread should have the information gain of what it sees is the best splitting attribute. Then one thread gathers the information gains from all other threads and finds the global best splitting attribute for the node. After that, the same thread goes on to update the node_ids array. In the end, each thread is again dynamically assigned to one or more attribute lists and splits the attribute list. There are two synchronizations in one such process (i.e. from the start of evaluation to the end of splitting): one after the evaluation and another one after the splitting.

<table>
<thead>
<tr>
<th>Thread 0</th>
<th>Outlook</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>rid</td>
<td>value</td>
<td>label</td>
</tr>
<tr>
<td>0</td>
<td>Sunny</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Sunny</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Overcast</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Rainy</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Rainy</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Sunny</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thread 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>rid</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.5: Attribute-level parallelism, each thread processes a whole attribute list.

3.2.2 Record-level Parallelization

In contrast to attribute-level parallelism, record-level parallelism (Figure 3.6) splits the attribute lists horizontally, and each thread gets a chunk (several rows) of all the attribute lists. We distribute the data in such a way that, if there are \( N \) records and \( m \) threads, each of the first \( m - 1 \) threads gets \( N/(m - 1) \) records, and the last thread gets all the rest of the records. Since different threads evaluate different chunks of data that have different initial values for the count matrices. A parallel prefix sum is used to calculate the initial values of count matrices for different threads. After that, each thread evaluates its own chunks of data and maintains its own best splitting attribute. This requires two scans of the data (one for prefix sum, one for evaluation), but allows full parallelization. Later a thread compares the information gains and determines the global best splitting attribute as well as updating the node_ids. There are three synchronizations in one process: one after the initialization of count matrices, one after the evaluation and one after the splitting.
3.2.3 Depth-first Growth

Depth-first growing refers to the case where a tree grows node-by-node in a depth-first and recursive way, i.e. all child nodes of a node are processed before processing another node. For example, the left tree in Figure 3.7 would grow in the following order: 0 → 1 → 4 → 5 → 2 → 3. This results in two (if applying attribute-level parallelism) or three (if applying record-level parallelism) synchronizations per node.

3.2.4 Breadth-first Growth

We use breadth-first growth to refer to the situation where a tree grows level-by-level. That is, rather than growing one sub-tree after another, it grows a whole level of the tree at a time. The growing order of the nodes of the right tree in Figure 3.7 would be 0→1,2,3→4,5. This approach synchronizes two or three times (depends on the parallelism type) per level. This is better than the depth-first growth when the tree is bushy.

3.3 Parallel Algorithms

To parallelize the Algorithm 3.0, we combined the above parallelism types and tree growing patterns, which gives us four different parallel algorithms (algorithm 3.1 to 3.4). Their characteristics are shown in Table 3.1.
Figure 3.7: Tree growing patterns. Depth-first growth synchronize per node, breadth-first growth synchronize per level.

Table 3.1: Parallel algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parallelism type</th>
<th>Growing pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>parallel_AD</td>
<td>attribute-level</td>
<td>depth-first</td>
</tr>
<tr>
<td>parallel_AB</td>
<td>attribute-level</td>
<td>breadth-first</td>
</tr>
<tr>
<td>parallel_RD</td>
<td>record-level</td>
<td>depth-first</td>
</tr>
<tr>
<td>parallel_RB</td>
<td>record-level</td>
<td>breadth-first</td>
</tr>
</tbody>
</table>

Assume that we have $n_{threads}$ threads in total. For parallel_AD (Algorithm 3.1), each thread will have what it considers to be the best splitting attribute and the information gain of it after the evaluation. Then one thread sequentially finds the best splitting attribute from the $n_{threads}$ best information gains coming from all threads. For parallel_AB (Algorithm 3.2), similarly, each thread will have what it considers to be the best splitting attribute for each node on the current level, and a thread finds the best splitting attribute for each node on the level. For both of the two algorithms, each thread is responsible for splitting one or several whole attribute list(s) so we keep one table of records per attribute per node.

For record-level algorithms, however, things are different. For parallel_RD (Algorithm 3.3), each thread is responsible for a part of each attribute list. When splitting the attribute lists, each thread will work on their own chunk of data and split it into two tables. Thus, we keep one table per
attribute per thread per node. It makes the data distribution and evaluation in the next call to growTree more complicated since threads may need to access to tables that come from a splitting performed by other threads in the previous splitting of the parent node. The same thing applies to parallel_RB (Algorithm 3.4).

<table>
<thead>
<tr>
<th>Algorithm 3.1 parallel_AD</th>
<th>Algorithm 3.2 parallel_AB</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>growTree(TreeNode n)</code></td>
<td><code>growTree(TreeNodeQueue Q)</code></td>
</tr>
<tr>
<td>if (n is a leaf):</td>
<td>=&gt; for each node n in Q do:</td>
</tr>
<tr>
<td>return</td>
<td>if (n is a leaf):</td>
</tr>
<tr>
<td>end if</td>
<td>return</td>
</tr>
<tr>
<td>for each attribute a ∈ A do in parallel:</td>
<td>end if</td>
</tr>
<tr>
<td>Evaluate a</td>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
<td>for each attribute a ∈ A do in parallel:</td>
</tr>
<tr>
<td>synchronize</td>
<td>Evaluate a</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td>Find the best splitting attribute</td>
<td>for each node n in Q:</td>
</tr>
<tr>
<td>Update nodes_ids</td>
<td>Find the best splitting attribute</td>
</tr>
<tr>
<td>for each attribute a ∈ A do in parallel:</td>
<td>Update nodes_ids</td>
</tr>
<tr>
<td>Split a by nodes_ids</td>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
<td>for each node n in Q do:</td>
</tr>
<tr>
<td>synchronize</td>
<td>Find the best splitting attribute</td>
</tr>
<tr>
<td></td>
<td>Update nodes_ids</td>
</tr>
<tr>
<td>for each child node c of n:</td>
<td>end for</td>
</tr>
<tr>
<td>growTree(c)</td>
<td>for each node n in Qc do:</td>
</tr>
<tr>
<td>end for</td>
<td>Split a by nodes_ids</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>synchronize</td>
</tr>
<tr>
<td></td>
<td>for each node n in Q do:</td>
</tr>
<tr>
<td></td>
<td>for each child node c of n do:</td>
</tr>
<tr>
<td></td>
<td>Qc.push(c)</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>growTree(Qc)</td>
</tr>
</tbody>
</table>
Algorithm 3.3 parallel_RD

growTree(TreeNode n):
    if (n is a leaf):
        return
    end if

    for each data chunk d do in parallel:
        for each attribute $a \in A$ do:
            Count class frequencies in $d_a$
        end for
    end for

    synchronize

    Calculate initial count matrices

    for each data chunk d do in parallel:
        for each attribute $a \in A$ do:
            Evaluate $d_a$
        end for
    end for

    synchronize

    Find the best splitting attribute

    Update nodes_ids

    for each data chunk do in parallel:
        for each attribute $a \in A$ do:
            Split $d_a$ by nodes_ids
        end for
    end for

    synchronize

    for each child node c of n do:
        growTree(c)
    end for

Algorithm 3.4 parallel_RB

growTree(TreeNodeQueue Q):
    for each node n in Q do:
        if (n is a leaf):
            return
        end if
    end for

    for each data chunk d do in parallel:
        for each attribute $a \in A$ do:
            Count class frequencies in $d_a$
        end for
    end for

    synchronize

    Calculate initial count matrices

    for each fun d do in parallel:
        for each attribute $a \in A$ do:
            Evaluate $d_a$
        end for
    end for

    synchronize

    Find the best splitting attribute

    Update nodes_ids

    for each node n in Q do:
        for each attribute $a \in A$ do:
            evaluate chunk $a_c$
        end for
    end for

    synchronize

    for each node n in Q do:
        for each attribute $a \in A$ do:
            Split $a$ by nodes_ids
        end for
    end for

    synchronize

    for each node n in Q do:
        for each child node c of n do:
            $Q_c$.push(c)
        end for
    end for

    growTree(Q_c)
3.4 Evaluation

This section evaluates the performance of the sort-based algorithms.

3.4.1 Experimental Set-up and Test Data

The experiments of the sequential algorithm are run on a machine with an Intel i5 CPU 750 @ 2.67GHz and 4GB RAM. It has Ubuntu 12.04 with Linux kernel version 3.2.0-23-generic as the operating system. For this evaluation, eight medium-sized datasets from the UCI repository\textsuperscript{1} are used. The characteristics of the datasets are summarized in Table 3.2. Ten-fold cross validation was applied to each of the datasets and each experiment was repeated 5 times. Results reported below are all average values, and the variance is very small so we do not show it in the plot.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of instances</th>
<th>Number of numerical attributes</th>
<th>Number of categorical attributes</th>
<th>Total number of attributes</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>abalone</td>
<td>4177</td>
<td>7</td>
<td>1</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>waveform-noise</td>
<td>5000</td>
<td>40</td>
<td>0</td>
<td>40</td>
<td>3</td>
</tr>
<tr>
<td>nursery</td>
<td>12960</td>
<td>0</td>
<td>8</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>magic04</td>
<td>19020</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>shuttle</td>
<td>43500</td>
<td>9</td>
<td>0</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>connect-4</td>
<td>67557</td>
<td>0</td>
<td>42</td>
<td>42</td>
<td>3</td>
</tr>
<tr>
<td>Skin_NonSkin</td>
<td>245057</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>covtype</td>
<td>581012</td>
<td>10</td>
<td>44</td>
<td>54</td>
<td>7</td>
</tr>
</tbody>
</table>

For the implementation of parallel algorithms, we have access to a server that has an Intel CPU Xeon E5620 @ 2.40 GHz and 264GB of RAM. We used one socket and up to 8 physical cores with hyperthreading disabled. Each core has a 256KB L2 cache and all eight cores share a 20MB L3 cache. It has Debian 8 with Linux kernel version 3.18.14-U as the operating system. The medium large dataset that was used for testing parallel algorithms is shown in Table 3.3.

\textsuperscript{1}http://archive.ics.uci.edu/ml/
Table 3.3: Test data for parallel algorithms

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of instances</th>
<th>Number of numerical attributes</th>
<th>Number of categorical attributes</th>
<th>Total number of attributes</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDD Cup</td>
<td>4000000</td>
<td>32</td>
<td>9</td>
<td>41</td>
<td>23</td>
</tr>
</tbody>
</table>

3.4.2 Sequential Algorithm

In order to check the quality of our sequential algorithm (Algorithm 3.0), we compare it with Christian Borgelt’s decision tree [5] implementation and the YaDT algorithm [30], both of which are publicly accessible.

To make our description easier, we divide the whole execution process into three parts: data loading, pre-sorting, and tree growing. Figure 3.8 and 3.9 show the relative error rate and relative total execution time (including data loading, sorting and tree growing) of different sequential algorithms. Here we refer to our sequential algorithm as sequential. The results show that our sequential algorithm is comparable with other sequential algorithms in terms of both accuracy and efficiency. This makes our sequential algorithm a sound basis for building a parallel one.

Figure 3.8: Relative error rate of sequential algorithms.
### 3.4.3 Parallel Algorithms

For parallel algorithms, we focus our analysis on the tree growing part. Although pre-sorting also takes an amount of time (we discuss where time is spent in more details below, Figure 3.12) that is not negligible, there are existing parallel sorting algorithms that may be applicable to optimize this, and it is not our premier intention to target at this. The speedup of tree growing time of different parallel algorithms (with respect to each single-threaded version) are shown in Figure 3.10 (a). The best result comes from parallel_AB which achieves x6.3 speedup when using eight threads. While there are some common problems for all algorithms, we will first discuss the specific problems that each algorithm has and come back to the common problems later.

We start the analysis by breaking the tree growing part into four phases:

- **Evaluation** - evaluation of attributes
- **Updating** - updating the position array `node_ids`
- **Splitting** - splitting the attribute lists into child lists
- **Others** - time consumed between calls to the `growTree` function. This includes: pushing parameters and return addresses onto stack, branching to destination functions, creating new stack frames, undoing the above at the end of the function and destroying local variables, etc

Time of different phases are measured by adding timestamps between functions. Time of the Others phase is calculated by subtracting the execution time of the other three phases from the total.
Figure 3.10: Speedup and tree growing time of sort-based algorithms.

**Depth-first vs. Breadth-first**
As shown in Figure 3.11, depth-first algorithms have a more prominent *Others* part than the breadth-first algorithms. This is because the depth-first algorithms call the `growTree` function once per node, whereas the breadth-first algorithms only call it once per level. This means depth-first algorithms need to do all the work in *Others* more times than breadth-first algorithms. Since the number of nodes in a tree is always larger than the depth of it, depth-first algorithms will always have this disadvantage over breadth-first algorithms. However, by comparing the single-threaded versions of parallel_AD and parallel_AB we can see that parallel_AD runs slightly faster than the single-threaded parallel_AB. This is because that we lose some locality when growing the tree in breadth-first order. When growing in depth-first order, we can use the data at a node for growing its subtrees if the node is small enough for the data to fit in cache. However, in breadth-first algorithms, we do not grow the tree recursively and thus lose this locality.

**Attribute-level vs. Record-level**
Figure 3.10 (b) shows the tree growing time of different parallel algorithms. We notice that the record-level parallelized algorithms take about 20% longer than their attribute-level parallelized counterparts. This is expected since horizontal algorithms are more complicated in terms of program structure, distributing data and finding the best splitting attribute (as discussed in Section 3.3). More importantly, we need to calculate the initial value of the count matrices for each differ-
ent threads, so that later each thread can evaluate on its own chunk of data independently. Even though we parallelized it by having each thread count its own chunk of data and adding the results one by one when all threads are done, it still requires an extra scan over all the numerical attribute

Figure 3.11: Breakdown of tree growing time of sort-based parallel algorithms.
lists compared to the attribute-level parallelized algorithms. Apart from that, if the distribution of the candidate splitting points of numerical attributes is heavily skewed, there would also be the case where a few threads need to evaluate a majority of the candidate splitting points while other threads have very few points to evaluate, which could cause load imbalance in the Evaluation phase. This problem might be solvable but since evaluation takes a modest amount of time, we did not address this issue.

Attribute-level parallelized algorithms, on the other hand, does not have the above problems. However, one potential drawback of it is that if the number of threads is larger than the number of attributes, some threads will go idle and do nothing, which makes it an inevitable bottleneck if we want to scale the algorithms on large-scale architectures.

Common problems

Figure 3.12 shows the breakdown of pre-sorting and tree-growing time of the sequential algorithm and different parallel algorithms run by one thread. We can see that the Splitting phase takes the majority of time in all algorithms compared to any other phases. The reason behind this is that in the Splitting phase, all algorithms need to access the node ids array that stores the child node ID for each record in the current table(s) by record IDs. For numerical attributes, this access is random because each numerical attribute is sorted differently and thus will access node ids in different orders. This could let the program suffer from poor spatial locality in cache.

![Figure 3.12: Breakdown of global time of sort-based algorithms run by 1 thread.](image)

In order to show this locality problem, we run a micro benchmark. Figure 3.13 and Algorithm 3.5 illustrate how the micro benchmark works. We use lists to simulate the attribute lists. Each
element in the list is a tuple with three integers: \( rid \), \( v \) and \( c \). The first integer, \( rid \), is a random number within the range of 0 to \( n - 1 \), where \( n \) is the size of node_ids. The other two integers, \( v \) and \( c \), are used to simulate attribute value and class label respectively. They are initialized to zeroes.

Recall that the Splitting phase has three steps: reading a record from an attribute list, fetching the child node id from node_ids according to the records \( rid \), and writing the record to the child table. To make the analysis simpler, we simulate the first two reading steps of the Splitting phase. The algorithm iterates over all lists. In each iteration, it scans all the elements in a list and accesses node_ids by the elements \( rid \). There are 40 lists in total and the experiment is run 5 times by one thread.

Figure 3.13: Micro benchmark for accessing node_ids, the node_ids array is accessed according to the random \( rids \) in list, the same way as our parallel decision tree algorithms do.

**Algorithm 3.5 Accessing node_ids**

1. Initialize lists, node_ids
2. for each list in lists do:
   1. for each element \( e \) in list do:
      1. \( nid = \text{node_ids}[e.\text{rid}] \)
   2. end for
3. end for

Figure 3.14 shows the L2 and L3 cache misses per element accessed as well as the access time as functions of the size of node_ids. It is clear to see that there is a leap in L2 cache misses when node_ids has size about 200KB, which is around the size of L2 cache. So when it grows larger and does not fit in L2 cache, random access to it results in a large number of cache misses, which also causes the access time to become longer. A similar scenario for L3 cache misses that occurs around the point where the size of node_ids is close to the size of L3 cache is due to the same reason, and causes an even more significant jump in the access time. Our large dataset has about 4.4M records, which means that the node_ids has size of 17.6MB and that is very close to the size of L3 cache. As a result, random access to it is expensive and causes the Splitting phase to be the most time-consuming part of the algorithms.
Apart from consuming a lot of time, the Splitting phase also does not scale very well. We approach this problem by running the above micro benchmark using eight threads in parallel (see Algorithm 3.6), so that each thread gets several lists and accesses node_ids in independent random orders. This is exactly how the parallel decision tree algorithms access the node_ids in the Splitting phase. Figure 3.15 shows the speedup and cache misses per element at different sizes of node_ids. We see that the speedup is very close to 8 until the point where the number of L3 cache miss starts to rise. After that it drops by about 10%. This indicates that the speedup of the Splitting phase is bounded by the performance of cache. As already mentioned before, the micro benchmark only simulates the reading process in Splitting. In the real decision tree algorithms, there is still a writing process (writing a data record to a child table) which would bring more data (i.e. the target child table to be written to) into cache and further degrade the performance.

Another problem that is worthy of attention is that all of the algorithms have the sequential Update.
In summary, the random access to node_ids results in increasing cache misses as the size of node_ids increases and deteriorates both the absolute running time as well as the speedup. It is necessary for sort-based algorithms since numerical attributes are pre-sorted and we need to keep them in order throughout the whole tree growing process. However, this is too expensive and limits the scalability of the algorithm. Thus, we investigate algorithms that do not require pre-sorting in the next chapter.

Figure 3.15: Performance of accessing node_ids (eight threads).
Chapter 4

Count-based Decision Tree Induction

This chapter presents the count-based decision tree induction algorithms. Section 4.1 introduces AVC-group and the naïve count-based algorithms. Section 4.2 describes the idea of partitioning and its application in our algorithms. Section 4.3 evaluates the performance of different count-based algorithms and compares them to the sort-based ones.

4.1 Count-based Algorithm

This section gives a fundamental introduction of the count-based algorithms.

4.1.1 AVC-group

The RainForest algorithm by [11] first proposed the method to use the frequency of (Attribute value, Class label) pairs to avoid pre-sorting of the numerical attributes, which makes the splitting phase very expensive. The AVC-set of a numerical attribute at a node is a table that summarizes all the distinct (Attribute value, Class label) pairs that appear in the original data and the frequency of each pair. Once we have the AVC-set and sort it by attribute value, we can go through the sorted AVC-set and evaluate each candidate splitting point as before. The AVC-set is a compressed representation of the original data that provides enough information needed for calculating the information gains at each candidate splitting points (see Figure 4.1 for an example). The AVC-group is defined as the set of all AVC-sets at a node.
4.1.2 Sequential Algorithm

Since the count-based algorithm does not need to sort the original data, the representation of the data becomes simpler than the sort-based algorithm. We no longer need to keep the record_id explicitly and the data is represented as the original relational table with each column as an attribute and each row as a record (Figure 3.1). The table is stored column-wise. This feature of not having to stay sorted also allows the access to the node_ids array in the splitting phase to be sequential.

Apart from that, the only difference between the count-based sequential algorithm and the sort-based sequential algorithm is the handling of numerical attributes. Unlike the sort-based algorithm, which first sorts the numerical attributes directly, scans the sorted attribute lists and evaluates each candidate splitting point, the count-based algorithm scans the unsorted data and constructs an unsorted AVC-set for the attribute. Later it sorts the AVC-set, scans it and evaluates each candidate splitting point. To evaluate one numerical attribute, the count-based algorithm requires one scan over the original data and one scan over the sorted AVC-set. Assuming that there are \( n \) records in the data and \( m \) elements in an AVC-set, the complexity of sorting the AVC-set and evaluating is then \( O(m \log (m)) + O(n) \). In contrast, the sorting and evaluation of an attribute in the sort-based algorithm has a complexity of \( O(n \log (n)) + O(n) \). In reality, \( m \) is very often less than \( n \) (see Table 4.1). Thus, the count-based algorithm typically has lower complexity than the sort-based algorithm.

4.1.3 Parallel Algorithm

We use the record-level parallelization scheme used in parallel_RD to parallelize the count-based algorithm (Algorithm 4.0). For each attribute, each thread scans a chunk of data and constructs a sorted AVC-set (if the attribute is numerical) or a count matrix (if the attribute is categorical). For the sake of concision, we use the term evaluation structure to denote either an AVC-set or a count matrix, as they are both used for the evaluation of an attribute. After that, we use a parallel reduction tree to merge all the evaluation structures. There is a synchronization at each level of
the reduction tree, which leads to a total $\log_2(n\_threads)$ synchronizations for the whole merging phase of one numerical attribute.

Now that we have the data structures that are needed for the evaluation, we can evaluate all the attributes and split the node. Each thread keeps a single table of the original records per attribute per node and the splitting is the same as the splitting in parallel RD algorithm. Once the splitting is done, the growTree() method is called on each of the children.

It can be easily calculated that there are $(2 + n\_numerical\_attributes \times \log_2(n\_threads))$ synchronizations for processing each node ($n\_numerical$ is the number of numerical attributes).

<table>
<thead>
<tr>
<th>Number of elements in an AVC-set</th>
<th>Number of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KDD Cup $n = 4\ M$</td>
</tr>
<tr>
<td>0̃10</td>
<td>1</td>
</tr>
<tr>
<td>10̃100</td>
<td>2</td>
</tr>
<tr>
<td>100̃1K</td>
<td>5</td>
</tr>
<tr>
<td>1K̃10K</td>
<td>19</td>
</tr>
<tr>
<td>10K̃100K</td>
<td>2</td>
</tr>
<tr>
<td>100K̃1M</td>
<td>3</td>
</tr>
</tbody>
</table>
Algorithm 4.0 parallel_AVCS

growTree (TreeNode n):
    if (n is a leaf):
        return
    end if

    for each numerical attribute \( a \in A \) do:
        for each data chunk \( d \) do (in parallel):
            Construct and sort AVC-set \( avc_d^a \)
        end for
    end for

    for each categorical attribute \( a \in A \) do:
        for each data chunk \( d \) do (in parallel):
            Construct count matrix \( mat_d^a \)
        end for
    end for

    synchronize

    mergeAVCSetsAndMatrices(\( \{ avc_{a_i}^t, mat_{a_j}^t \mid a_i, a_j \in A, t = 0,1, ..., n\_threads - 1 \} \))

    for each attribute \( a \in A \) do:
        Evaluate \( a \)
    end for

    Find the best splitting attribute
    Construct position array node_ids

    for each attribute \( a \in A \) do:
        for each data chunk \( d_a \) do (in parallel):
            Split \( d_a \) by nodes_ids
        end for
    end for
    synchronize

    for each child node \( c \) do:
        growTree(c)
    end for
Algorithm 4.0.1 mergeAVCSetsAndMatrices ( \{avc_{a_i}^t, mat_{a_j}^t \mid a_i, a_j \in A, \ t = 0,1, \ldots, n\_threads - 1\})

mergeAVCSetsAndMatrices ()
  for each numerical attribute \(a \in A\) do:
    step_size = 2
    while step_size <= n_threads do (in parallel):
      for \(i = 0, step\_size, step\_size + step\_size, \ldots\):
        Merge
      end for
    synchronize
    step_size = step_size * 2
  end while
end for

for each categorical attribute \(a \in A\) do:
  step_size = 2
  while step_size <= n_threads do:
    for \(i = 0, step\_size, step\_size + step\_size, \ldots\) do (in parallel):
      Merge
    end for
  synchronize
  step_size = step_size * 2
end while
end for
4.2 Count-based Algorithm Using Partitions

This section introduces partitioning and how it is applied to the count-based decision tree algorithms.

4.2.1 Partitioning

The challenge of the above count-based algorithm comes when the size of the AVC-group is large. Constructing and sorting large AVC-groups can be cache inefficient and limit parallel performance. In order to solve this problem, the SPIES algorithm [14] uses statistical sampling to obtain memory-efficient processing of numerical attributes. However, this approach requires another pass on the data if false pruning occurs. SPIES also only focuses on the growing of large nodes and stop growing a node if there is less than 1M records. To avoid the overhead of false pruning and focus on the growing of the whole tree, we propose an algorithm which combines the AVC-group idea and partitioning to achieve cache efficiency and requires only one scan of the original data.

The key of the new algorithm is the use of tuned partitioning routine (presented by [7, 21]) to distribute (Attribute value, Class label) pairs of numerical attributes to partitions. A partition is a set of (Attribute value, Class label) pairs. When scanning the data, a hash function is applied to each record’s (Attribute value, Class label) pair and the hash value is the index of the partition to which the record is going. For simplicity reason, we use the following commonly used hash function for pairs, where hash() is the C++ default standard hash function that is implementation dependent:

\[
\text{partition\_id} = (\text{hash(}\text{Attribute value}) \oplus \text{hash(}\text{Class label})) \mod (n_{\text{partitions}})
\]

Figure 4.2 gives an illustration of the partitioned Temperature attribute. When constructing an AVC-set, instead of keeping one AVC-set per attribute, we construct one AVC-set per partition, thus reducing the cache footprint required by each AVC-set.

4.2.2 Sequential Algorithm

Algorithm 4.1 shows the sequential version of the new algorithm. The algorithm consists of three parts:

- Processing numerical attributes. The processing of each numerical attribute contains four parts: Partitioning: scanning the attribute values and distribute each record to a partition according to the hash value of the records (Attribute value, Class label) pair; Constructing AVC-sets: after partitioning, an AVC-set is constructed from each partition. An AVC-set is constructed by scanning all the (Attribute value, Class label) pairs in a partition and count the
Figure 4.2: Illustration of a partitioning buffer for attribute Temperature. The partitioning buffer consists of an array of blocks (partitions) and a free pool. Each partition is a chain of fixed-size blocks and each entry inside the block is an (Attribute value, Class label) pair.

frequencies of each distinct (Attribute value, Class label) pair. The AVC-set is then sorted by attribute value; Merging AVC-sets: appending all sorted AVC-sets into one AVC-set; Evaluating: scanning the AVC-set and evaluate each candidate splitting point. The evaluation criteria is the same as the sort-based algorithm. Figure 4.3 shows an example of procedures 1) - 3).

Figure 4.3: Illustration of the handling of numerical attribute using partitioning buffers

- Processing categorical attributes. The number of distinct values of a categorical attribute is typically small. Thus, there is no need to use partitioning. Categorical attributes are evaluated in the same way as the sort-based algorithm. That is, for each attribute, scanning the attribute values whilst constructing the count matrix and evaluating the count matrix after the scan.
• Splitting. After getting the best splitting attribute, we scan the splitting attribute and construct the index array node_ids. Then the table at the current node is split into sub-tables according to this array.

Algorithm 4.1 sequential_AVC_P

growTree (TreeNode n):
if (n is a leaf):
    return
end if

for each numerical attribute \( a \in A \) do:
    Partition \( a \) into partitions of \((A, C)\) pairs: \( partition_0, \ldots, partition_{n\text{-partitions} - 1} \)
    Construct AVC-sets out of partitions: \( avc_{0, a}, avc_{2, a}, \ldots, avc_{n\text{-partitions} - 1} \)
    Merge AVC-sets to \( avc_a \)
    Evaluate \( avc_a \)
end for

for each categorical attribute \( a \in A \) do:
    Construct count matrix \( mat_a \)
    Evaluate \( mat_a \)
end for

Find the best splitting attribute
Construct position array node_ids

for each attribute \( a \in A \) do:
    Split \( a \) by node_ids
end for

for each child node \( c \) do:
    growTree(c)
end for

4.2.3 Parallel Algorithm

Data parallelism
Our first attempt to parallelize the sequential_AVC_P algorithm leads to a record-level data parallelism scheme.

The algorithm begins by partitioning each numerical attribute. The idea of record-level parallelism
introduced in Section 3.2 is used here. The partitionNumericalAttribute() method loops over all numerical attributes and for each numerical attribute, each thread handles a chunk of the attribute data and does the partitioning on its own. This produces \( n \) threads sets of partitions with \( n \) partitions each (Figure 4.4).

After partitioning, the constructAVCSetsAndMatrices() method constructs the evaluation structures. For a numerical attribute, each thread dynamically picks one set of partitions that have the same partition ID (Figure 4.4), scans the (Attribute value, Class label) pairs inside the partitions and constructs an unsorted AVC-set. After the scan is finished, it sorts the AVC-set. This produces \( n \) partitions AVC-sets in total for one numerical attribute.

The construction of the count matrices for the categorical attributes is very similar. For a single categorical attribute, each thread creates a count matrix for a chunk of data, which leads to \( n \) threads count matrices in total.

Algorithm 4.2 shows the parallel AVC_PD algorithm, there are \((3 + n_{\text{numerical}} \times \log_2(n_{\text{partitions}}))\) synchronizations per node.
Algorithm 4.2 parallel_AVG_PD

growTree (TreeNode n):
    if (n is a leaf):
        return
    end if

    partitionNumericalAttributes ()
    synchronize

    \( \{ ave_a^p, mat_a^p \mid a \in A, \ p = 0,1, ..., n\_partitions - 1 \} \) = constructAVCSetsAndMatrices ()
    synchronize

    mergeAVCSetsAndMatrices ( \( \{ ave_a^p, mat_a^p \mid a_i, a_f \in A, \ p = 0,1, ..., n\_partitions - 1 \} \) )

    for each attribute \( a \in A \) do:
        Evaluate \( a \)
    end for

    Find the best splitting attribute
    Construct position array node_ids

    for each attribute \( a \in A \) do:
        Split \( a \) by node_ids
    end for
    synchronize

    for each child node \( c \) do:
        growTree(c)
    end for
Algorithm 4.2.1 partitionNumericalAttributes ()

partitionNumericalAttributes ()
\begin{itemize}
\item for each numerical attribute $a \in A$ do:
\item \hspace{1em} for each data chunk $d$ do (in parallel):
\item \hspace{2em} Get thread id $t$
\item \hspace{2em} Partition $d$ into partitions of (Attribute value, Class label) pairs:
\item \hspace{3em} $partition_0^t, ..., partition_{n \text{ partitions } -1}^t$
\end{itemize}
\end{algorithm}

Algorithm 4.2.2 constructAVCSetsAndMatrices ()

constructAVCSetsAndMatrices ()
\begin{itemize}
\item for each numerical attribute $a \in A$ do:
\item \hspace{1em} for each set of partitions with the same partition id $p$ (i.e. $partition_0^p, ..., partition_{n \text{ threads } -1}^p$) do (in parallel):
\item \hspace{2em} Construct AVC-set and sort: $avc_a^p$
\item \hspace{1em} end for
\item \hspace{1em} end for
\item for each categorical attribute $a \in A$ do:
\item \hspace{1em} for each data chunk $d$ do (in parallel):
\item \hspace{2em} Get thread id $t$
\item \hspace{2em} Construct count matrix $mat^t$
\item \hspace{1em} end for
\item \hspace{1em} end for
\end{itemize}

return \( \{avc_{a_i}^p, mat_{a_j}^p \mid a_i, a_j \in A, p = 0, 1, ..., n \text{ partitions } -1 \} \)
Chapter 4. Count-based Decision Tree Induction

Task parallelism
There are potentially three types of parallelism that could be employed to the building of a tree: attribute-level parallelism, record-level parallelism and node-level parallelism. However, the structure of the tree is irregular and we need to exploit any subset of the three types of parallelism. Static scheduling is not flexible enough to achieve this goal, so we propose another parallel algorithm which is based on the parallel_AVC_PD algorithm but combines the record-level data parallelism with the task parallelism scheme provided by Intel TBB [8].

The idea of task parallelism is to express the whole algorithm as different tasks of about the same size and to execute them as concurrently as possible. The scheduler employs a technique of work stealing. Each thread maintains a deque (double-ended queue) of available tasks. When a task is spawned by a thread, it is added to the threads task deque. When a worker thread is available, it may run any spawned task, including unrelated tasks created by other threads. The details of the scheduling algorithm could be found on1.

Before going through the algorithm, we first introduce the terms that are used later in our description:

- block: a chunk of data, e.g. a subset of all the records of attribute temperature. This is the working unit of record-level parallelism.

- block_size: the pre-defined size of a block. It indicates the minimum amount of work required for the record-level parallelism to be employed, and stays the same throughout the algorithm. If the number of records at a node is smaller than block_size, there will be no record-level parallelism. If the number of records at a node is a multiple of block_size, the data is divided into equal-sized blocks. If it is larger than block_size but is not a multiple of it, the data is divided into blocks of block_size and a block that has less than block_size records. We use n_blocks to denote the number of blocks at a node, which is determined by the formula: $n_{\text{blocks}} = \lceil n_{\text{records}}/\text{block}_{\text{size}} \rceil$

- spawn: the action of spawning a created task. Threads do not have to wait for the spawned task to be finished to execute the following code unless wait_for_all is called.

- wait_for_all: wait for the previously spawned sub-tasks of the current task to be finished before continuing with the current task. Note that this is different from a barrier, because while waiting for a task to complete, the threads may work on other available tasks that are independent of the task that is waiting.

The algorithm (Algorithm 4.3) expresses the growing of the tree as several tasks of a minimum size. On the highest level, the growing of a tree is expressed as a set of ProcessNodeTasks. Each ProcessNodeTask is further divided into three major tasks:

- ProcessNumericalAttributeTask: create the AVC-set for a numerical attribute and evaluate

1https://software.intel.com/en-us/node/506295
that attribute. This includes: partitioning, constructing AVC-sets, merging AVC-sets and evaluating.

- ProcessCategoricalTask: create count matrix for a categorical attribute and evaluate that attribute. This includes: constructing count matrices, merging count matrices and evaluating.

- SplitAttributeTask: split an attribute

The dependencies of the major tasks are shown in Figure 4.5-4.6. The processing and splitting of

![Diagram of task dependencies]

Figure 4.5: Task dependencies in ProcessNodeTask. A task may start only when all of its parents (along directed edges) are finished. Gray nodes represent tasks further spawned by the current tasks.

attributes in parallel_AVC_PT algorithm is very similar to parallel_AVC_PD. It processes and splits attributes in the same way parallel_AVC_PD does except for the following aspects:

1) The block_size is a fixed value in parallel_AVC_PT. This allows the algorithm to dynamically determine which levels of parallelism to apply when processing a node. If the number of records is large, both record-level and attribute-level parallelism are applied. If the number of records is less than the block_size, all records will be handled by one thread and only attribute-level parallelism will be applied.

2) parallel_AVC_PT also explores the use of node-level parallelism. By spawning the tasks for processing child nodes at the end of each ProcessNodeTask, we have multiple nodes grown at the same time.
3) There is no global barriers in parallel_AVC_PT. This reduces the waiting time of threads.

4) In terms of the representation of the original data, parallel_AVC_PD keeps one single array per thread per attribute per node while in parallel_AVC_PT, we simplify this by keeping only one table per attribute per node. Thus, in the splitting phase, each thread needs to know to which positions it should write the records. For this purpose, we construct a 2d array, write_idx, before splitting in order to keep track of the correct writing positions in the sub-tables for each thread. The construction of write_idx is a parallel prefix sum. An illustration of it is given in Figure 4.7 Each thread scans a block of data and keeps n_children arrays of indices, where n_children is the number of children for the current node. For the tth block, the ith element in write_idx_c indicates the position to which the ith record in this block should be written if the record is going to child c. Note that the tth block needs to know the information in all the previous t − 1 blocks in order to calculate the exact writing positions (Figure 4.7 (c)). However, this does not have to be done explicitly. We let each thread start from position zero and count the number of nodes that go to each child. Later, these numbers are prefix-summed to get the position offsets for each block. In the splitting phase, these offsets are summed up with the write_idx (like the one in 4.7 (b)) to finally determine the actual writing positions.
Figure 4.7: Use prefix-sum to construct writing position indices \( write_{idx} \), assuming that there are two child nodes. (a) Each thread takes a data block. (b) Thread scans the data block and for each record, it increments the \( write_{idx} \) for the child to whom the record is going to (starts from position zero). (c) Prefix-sum \( write_{idx} \) arrays from different threads to get the actual writing positions.
Algorithm 4.3 parallel_AVC_PT

growTree (TreeNode root):
    spawn_root_and_wait (ProcessNodeTask (root))

ProcessNodeTask (TreeNode n):
    if (n is a leaf):
        return
    end if

    for each numerical attribute \( a \in A \) do:
        spawn (ProcessNumericalAttributeTask (a))
    end for

    for each categorical attribute \( a \in A \) do:
        spawn (ProcessCategoricalAttributeTask (a))
    end for

    wait_for_all

Find the best splitting attribute \( a_{split} \)

\( (node_{ids}, write_{idx}) = \text{constructIndexArrays} (a_{split}) \)

    for each attribute \( a \in A \) do:
        spawn (SplitAttributeTask (a, node_{ids}, write_{idx}))
    end for

    wait_for_all

    for each child node c do:
        spawn (ProcessNodeTask (c))
    end for

    wait_for_all
Algorithm 4.3.1 ProcessNumericalAttributeTask ($\alpha$)

ProcessNumericalAttributeTask ($\alpha$)
for each block $b$ do (in parallel):
    Partition $b$ to get partition $p$
end for

for each partition do (in parallel):
    Construct and sort AVC-set from $p$
end for

step_size = 2
while step_size <= n_threads do:
    for $i = 0, step_size, step_size + step_size, ...$ do (in parallel):
        Merge AVC-set pair
    end for
    step_size = step_size * 2
end while

Evaluate $\alpha$

Algorithm 4.3.2 ProcessCategoricalAttributeTask ($\alpha$)

ProcessCategoricalAttributeTask ($\alpha$)
for each block $b$ do (in parallel):
    Construct count matrix
end for

Aggregate count matrices
Evaluate ($\alpha$)

Algorithm 4.3.3 constructIndexArrays ($\alpha_{split}$)

constructIndexArrays ($\alpha_{split}$)
for each block $b$ do (in parallel):
    update node_ids and write_idx
end for
return (node_ids, write_idx)
4.3 Evaluation

This section evaluates the performance of parallel\_AVC, parallel\_AVC\_PD, parallel\_AVC\_PT and compares count-based algorithms to the sort-based ones.

4.3.1 Experimental Set-up and Test Data

We use three large datasets for our experiments, generated using a tool by [1]. The generator generates datasets with 6 numerical attributes, 3 categorical attributes and 2 classes. There are 10 generating functions and we choose to use function 1, 6, 7 (denoted as Func1, 6, 7 respectively). These functions have been used in [14] and produce trees with different sizes (see Table 4.2, 4.3 for tree features). Each dataset has 100 million records and the size of it is around 4GB. We use 90% of the data as training set and the remaining 10% as the testing set. Thus, the size of the actual training data is around 3.6GB with 90 million records. Experiments were run on a machine with an Intel Xeon CPU E5-2699 v4 @ 2.20GHz. It has Oracle Linux Server release 6.8 with kernel version 4.1.12-37.5.1.el6uek.x86_64 as the operating system. We used one socket and up to 16 physical cores with hyperthreading disabled.

Table 4.2: Features of trees created from different large datasets

<table>
<thead>
<tr>
<th>Function</th>
<th>Tree size</th>
<th>Tree depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Func1</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Func6</td>
<td>45691</td>
<td>25</td>
</tr>
<tr>
<td>Func7</td>
<td>243770</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 4.3: Distribution of the size of AVC-sets for Func1,6,7

<table>
<thead>
<tr>
<th>Number of elements in an AVC-set</th>
<th>Number of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0−10</td>
<td>2</td>
</tr>
<tr>
<td>10−100</td>
<td>0</td>
</tr>
<tr>
<td>100−1K</td>
<td>0</td>
</tr>
<tr>
<td>1K−10K</td>
<td>0</td>
</tr>
<tr>
<td>10K−100K</td>
<td>1</td>
</tr>
<tr>
<td>100K−1M</td>
<td>3</td>
</tr>
</tbody>
</table>
4.3.2 Results

Impact of $n_{\text{partitions}}$

Before presenting results from different count-based algorithms, we first evaluate the impact of $n_{\text{partitions}}$ for parallel\_AVC\_PD and parallel\_AVC\_PT. Figure 4.8-4.10 show this for all three Functions where $n_{\text{partitions}}$ is increased from 16 to 256.

We first look at the results of the single-threaded versions. For Function 1, we can see that the two algorithms both perform better when there are more partitions. This is because our primary goal of using partitioning is to achieve cache efficiency when handling large datasets. The more the partitions, the fewer the elements each partition contains, and the more efficient the constructing and sorting of AVC-sets are. However, partitioning brings benefit for large nodes but not for small nodes. The original data for a small node usually fits in cache and thus can be efficiently sorted directly. This means that partitioning becomes an additional overhead when growing small nodes. This is why the trend does not exist for Function 6 and Function 7, where the tree contains many small nodes.

We next look at the parallel performance. The results show that for parallel\_AVC\_PD, larger $n_{\text{partitions}}$ cause longer execution time, especially as the number of cores and the size of the tree increases. The reason is that for parallel\_AVC\_PD, the number of barriers depends on the number of partitions and the number of nodes in a tree. Recall that there are $(3 + n_{\text{numerical}} \times \log_2(n_{\text{partitions}}))$ barriers per node, so there are more barriers when using more partitions and growing larger trees. We can see that this is hardly an issue for parallel\_AVC\_PT, because there is no barriers in the algorithm. Thus, there is no penalty for using more partitions.
Figure 4.8: Impact of \textit{n\_partitions} on sequential and parallel performance, Func1

Figure 4.9: Impact of \textit{n\_partitions} on sequential and parallel performance, Func6
Figure 4.10: Impact of \textit{n.partitions} on sequential and parallel performance, Func7
Impact of `block_size`

We next examine how `block_size` affects the performance of `parallel_AVC_PT`. `n_partitions` was set to 256 for these tests. We present the results of experiments where `block_size` is equal to 10K, 25K, 50K, 100K, 1M and 60M. Results for these experiments are shown in Figure 4.11.

As can be expected, the execution time is longer when using small `block_size`. For small `block_size`, the granularity is finer and the overhead of task scheduling is greater. This is especially true when running on multiple cores since threads need to communicate to schedule tasks. On the other hand, if `block_size` is too large, we lose some parallelism when growing large nodes. This can be seen from the result of Function 1, where the tree is very small hence growing the tree is basically growing top-level large nodes. The difference is not so significant because there is still attribute-level parallelism. For Function 6 and Function 7, trees are large and growing large nodes no longer covers a large part of the total execution time. So even when `block_size` is large, the algorithm can still utilize other levels of parallelism to achieve good performance. We conclude that 1M is a good choice for `block_size`. 

Figure 4.11: Impact of block_size on parallel AVC_PT

(a)

(b)
Comparison of count-based algorithms

We compare all three count-based algorithms. We set $n_{\text{partitions}} = 16$ for parallel_AVC_PD and $n_{\text{partitions}} = 128$, $\text{block\_size} = 1M$ for parallel_AVC_PT. These parameters provide the best scalability performance for the corresponding algorithm. The relative and total response time for each algorithm are shown in Figure 4.12-4.14.

Immediately obvious is how poorly the one-threaded parallel_AVC performs relative to the one-threaded version of the other two algorithms. parallel_AVC does not use partitioning, thus the cost of constructing and sorting large AVC-sets is large due to inefficient memory usage. This makes parallel_AVC an unattractive method despite that it scales to some extent with multiple cores.

We next focus on the parallel performance. parallel_AVC_PD’s performance decreases as the number of nodes in the tree increases. This can be seen from the results of Function 6, where speedup ceases to increase at eight cores, and it is even more obvious for Function 7. This is as expected since synchronization becomes more of a significant factor of the overall response time when the tree gets larger. Also, whatever the number of partitions is, there will always be a fixed number of barriers per node for parallel_AVC_PD thus the scalability of parallel_AVC_PD is always limited.

Compared to parallel_AVC and parallel_AVC_PD, parallel_AVC_PT has shorter response time and scales fine. The drop in speedup on sixteen cores for Function 1 is due to the small size of the tree. parallel_AVC_PT employs all levels of parallelism (data level, attribute level, node level, task level) to the maximum extent. But for a small tree, there is a lack of node-level parallelism because there are only very few nodes. For this reason, load imbalance can happen at the end of growing a large node, and while there is not enough other nodes to work on, some threads have to wait and have nothing to do. Overall, we can conclude that parallel_AVC_PT can be used to classify large datasets.
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Figure 4.12: Speedup of count-based algorithms, Func1

Figure 4.13: Speedup of count-based algorithms, Func6
Figure 4.14: Speedup of count-based algorithms, Func7
Comparison with sort-based algorithm
Lastly, we give a comparison between the fastest count-based algorithm, parallel_AVC_PT and
the fastest sort-based algorithm, parallel_AB. The pre-sorting of parallel_AB is parallelized by
\_gnu\_parallel :: sort()\(^2\).

We first compare parallel_AVC_PT with parallel_AB on the KDD dataset (Table 3.3). The exper-
imental setup is the same as the one for the parallel algorithms in Section 3.4.1. The results in
Figure 4.15 show that the two algorithms are competitive to each other on this smaller dataset.

![Figure 4.15: Total execution time of parallel_AB and parallel_AVC_PT on the KDD dataset](image)

We next compare the two algorithms on the large datasets on 16 cores. The setup of this experi-
ment is the same as Section 4.3.1 describes. Figure 4.16 show the total execution time of the two
algorithms.

We initially focus on the single threaded versions. We see that parallel_AVC_PT is slower than
parallel_AB when running on a single thread for Func6 and 7, but is faster for Func1. Recall that
parallel_AVC_PT scans the data once to partition, and once to construct the AVC-sets from the
partitions. It then sorts and merges the AVC-sets, and scans the AVC-sets to evaluate an attribute.
In contrast, parallel_AB only scans the data once to evaluate an attribute. This means that compared
to parallel_AVC_PT, it saves one scan over the data, the sorting and merging of the AVC-sets, as
well as the final scan of the AVC-sets for each node. On the other hand, it requires pre-sorting
and has a more expensive splitting phase. But the pre-sorting and the splitting phase are not as
expensive as using partitioning and counting per node when there are a lot of nodes, in which case

we repeat the additional phases a lot of times and the cost of it overrides the benefit we get from partitioning and counting. But if there are only a few nodes, the count-based algorithm is still faster since there are not so much additional overhead and the cost of pre-sorting is more obvious for parallel_AB.

Although parallel_AVC_PT is slower on one thread for large trees, it is much better than parallel_AB in terms of scalability and raw performance when using multiple threads. As we can see, parallel_AB does not scale well for all three datasets. Note that the scalability shown here for parallel_AB is worse than the one shown in Figure 3.10. The reason for this could be that the sequential Updating phase for parallel_AB becomes more of a bottleneck when the dataset gets larger, for there are more records and it takes more time to update the position array. However, parallelizing it would have the same problem of random access since the position array is also randomly accessed in the Updating phase. And since random access would be a major bottleneck of the sort-based algorithms, we did not optimize our implementation further. Another reason for the difference in scalability of parallel_AB could be that the node_ids array is outside of cache more often for large datasets. However, more experiments need to be done to prove these statements.
Figure 4.16: Comparison of parallel_AVC_PT and parallel_AB
Chapter 5

Conclusion

We have implemented the C4.5 algorithm for decision tree induction, and parallelized it to run on multicore CPUs. We have investigated two types of algorithms, the sort-based algorithms and count-based algorithms.

The sort-based algorithm pre-sorts numerical attributes and keeps them in order throughout the growing process. We have demonstrated 4 ways to parallelize it but they all fail to scale well on eight-cores because keeping numerical attributes in order throughout the algorithm causes random access to the position array in the splitting phase, which in turn leads to cache inefficiency.

To improve cache efficiency, we took advantage of the AVC-sets which contain all the information for attribute evaluation but are only compact representations of the original data. This avoids pre-sorting and allows sequential access to the position array. In addition, we have combined the idea of AVC-sets with partitioning to further break large AVC-sets into small ones.

To reduce barriers and to best explore all potential parallelizations concurrently, we have employed the task parallelism scheme, which expresses tree building as tasks and allows different types of parallelization to be dynamically scheduled during the growing of the tree.

The count-based method seems promising, although it does not achieve completely linear speedup. One optimization would be that in the merging phase, instead of using a reduction tree and synchronizing on each level, one could merge two AVC-sets as soon as they are available. Another possible improvement would be to fuse the splitting of one node with the counting of its children, which could save the counting in the children. Future work can also be explored to port the algorithm to NUMA machines.
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