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Many robotic systems require a three dimensional map of the environment and knowledge of their position, orientation, and velocity within this map. This thesis advocates the use of visual (cameras) and inertial sensors (gyroscopes and accelerometers) for motion estimation and mapping. Its aim is to provide an in-depth understanding of important aspects to consider when combining data from these two sensing modalities. To this end, this thesis presents contributions in the design, characterisation, calibration, and application of visual-inertial sensor systems.

Mechanisms for the tight fusion of visual and inertial data can benefit from certain features in the sensing hardware such as time synchronisation. We therefore present the design of a novel visual-inertial sensor unit with the aim of maximising, at the hardware level,
Abstract

the benefits from the fusion of the two sensing modalities. The unit incorporates global shutter cameras, gyroscopes, and accelerometers; all selected specifically to address the requirements of robotic localisation and mapping systems. The rigid spatial alignment and the deterministic synchronisation between the sensors facilitate an optimal exploitation of all sensor measurements, and allows us to draw meaningful conclusions from experiments. Furthermore, the pre-calibrated unit facilitates research on visual-inertial sensor fusion at a low entry barrier and enables us to effortlessly equip robotic platforms with real-time localisation and mapping capabilities.

When combining measurements from different sources, accurate sensor models are crucial. To this end, we present a novel data-driven method which can automatically determine optimal noise model parameters for inertial sensors. The proposed method can identify stochastic model parameters for composite noise processes that span large time scales and magnitudes – as they often appear in micro electromechanical gyroscopes and accelerometers. Results for real data from several sensors of different technologies (micro electromechanical, fibre optic, and ring laser) show that the method performs well assuming that the model possesses sufficient expressive power. Furthermore, we observe that modern consumer chip inertial measurement units can outperform more expensive gyroscopes and accelerometers in terms of noise performance. This raises interesting questions regarding sensor selection and grows expectations for high performance, miniature visual-inertial sensor units in the future.

High sensor noise performance cannot be leveraged unless the translation and orientation between the sensors and the sensor intrinsic calibration parameters are known precisely. In addition, all measurements need to be accurately aligned in time, accounting for delays between the sensors and sensor internal delays. To address this, we present a batch optimal calibration routine which jointly estimates all calibration parameters using every available measurement. The estimator is simple to implement and requires – in contrast to
existing methods – no tuning parameters. The parameter estimates are asymptotically unbiased and attain the Cramér-Rao lower bound up to linearisation errors. We reach a precision of less than 1 mm in extrinsic translation, 1 mrad in orientation, and 10 μs in time shift. Detailed results from repeated calibration experiments highlight the scale of the intrinsic errors in commercial gyroscopes and accelerometers and the need to take them into consideration when designing low-cost, precision visual-inertial sensor units.

To conclude, we demonstrate the potential of visual-inertial sensor suites for real-world applications through field tests. We task an unmanned aerial inspection vehicle to navigate in the boiler unit of a thermal power plant relying on motion estimates from an on-board visual-inertial sensor unit – the first mission of its kind. The field tests reveal the motion estimation performance and the robustness that can be achieved under difficult environmental conditions using such a sensor suite and dedicated visual-inertial motion estimation algorithms.

**Keywords:** Visual-inertial sensor unit, calibration, maximum likelihood, noise model parameter identification, gyroscopes, accelerometers, cameras.
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Mechanismen zur engen Verknüpfung von visuellen und inertialen Messdaten können von bestimmten Eigenschaften der Sensorik
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Zukunft ermöglichen.
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This thesis is a cumulative dissertation. At its core are four self-contained publications which are included in this text in their full length. Chapter 1 introduces the topic of visual-inertial sensing. It outlines the scope and the aims of our work and presents the approaches we chose to address these aims. Chapter 2 summarises the contributions of this thesis to engineering in robotics. It discusses the context and the contribution of each publication and contains a list of related publications which resulted from our work. Chapter 3 briefly discusses future work in the field of visual-inertial sensing. The bibliographies of all chapters, including those of the publications, are combined in a single bibliography at the end of this text.
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STATE estimation and mapping are core problems in robotics: many robots require a map of the environment and they need to know their state within this map in order to operate. Numerous solutions to this problem were developed over the past century. Most of them relied on external infrastructure such as the global positioning system (GPS) and optical tracking systems. In contrast, Simultaneous Localisation and Mapping (SLAM) more broadly tackles the problem of mapping a previously unknown environment while at the same time estimating the robot’s state within this map. SLAM is ideally suited for applications where external infrastructure is not available – for example inside the boiler unit of a thermal power plant.

Many sensing technologies are used to provide measurements to these SLAM algorithms. Arguably the most prominent are range
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sensors such as 2D and 3D laser scanners, RGB-D sensors, wheel odometry, and ultrasonic range finders. Over the past decades, cameras gained in popularity due to their small form factor, their low price, and the massive amount of information they can provide for SLAM algorithms. The availability of sufficient computational resources on embedded platforms enabled their use for real-time SLAM and further advanced their deployment.

Cameras provide a projection of the three dimensional world into the camera’s two dimensional image plane. Structure can only be inferred from motion or from multiple, rigidly connected cameras. In turn, inferring motion from images requires visual texture in the environment, i.e. salient and distinctive regions in the images that can be tracked across camera frames over time. This makes the use of cameras for SLAM challenging and prone to failures when operated on dynamic robots in real, poorly textured environments. Additional challenges are posed by repetitive structures, motion blur, and poor illumination. Furthermore, processing camera images is computationally demanding which prohibits their use for low latency, high rate applications such as unmanned aerial vehicle (UAV) guidance and control or augmented reality (AR).

To mitigate the problem, camera systems are often augmented with supplementary sensors. Inertial measurement units – gyroscopes and accelerometers – are an ideal addition to cameras. They measure the robot’s angular velocity and the specific force, sensing modalities entirely different from images. Gyroscopes and accelerometers are interoceptive sensors, i.e. their measurements are independent of the robot’s environment: they function equally well in darkness, dust, and under rapid motion. They can aid the lower layer camera image processing and increase the robustness and accuracy of SLAM systems substantially. In addition, their high bandwidth and sampling rate enable low latency motion estimation at a high rate.

The recent appearance of small form factor, low cost microelectromechanical (MEMS) chip gyroscopes and accelerometers facilitates
the integration of inertial sensors into SLAM systems in countless applications. However, inertial sensors suffer from their own deficiencies. MEMS sensors in particular [47] are prone to noise as well as deterministic errors such as non-ideal scale factors or axes misalignment. If a tight fusion of their measurements with visual cues from cameras is desired, proper modelling and calibration of these sensors is vital.

Due to its potential impact in various fields visual-inertial motion estimation received considerable attention in industry and academia [52, 32, 89]. Nevertheless, certain aspects in the design of visual-inertial navigation solutions still remain poorly explored. For instance, the noise processes which should model inherent sensor noise are often inflated as a heuristic to capture errors due to wrong timing or insufficient calibration – with or without the knowledge of the engineer. Furthermore, inertial sensor intrinsic calibration, in contrast to camera calibration, is rarely addressed rigorously in the context of visual-inertial sensor systems. This is the case despite the fact that insufficiently calibrated inertial sensors invalidate any stochastic sensor model immediately. Another example of an only partially explored problem in visual-inertial navigation is the importance of temporal alignment between the visual and the inertial sensors which is only sparsely explored in existing literature. IMU intrinsic delays are usually disregarded which leads to suboptimal performance.

Furthermore, combined visual-inertial sensor units are, with a few exceptions, not readily available. This hinders research in visual-inertial state estimation and mapping and prohibits the wide-spread use of visual-inertial SLAM systems for robotic applications.
1.1 Aim and Scope

The primary aim of this work is to advance the development of visual-inertial sensor systems for robotic applications. To this end, this thesis contributes to key problems in the design, calibration, characterisation, and application of such systems and presents solutions to them. This facilitates an in-depth understanding of these topics and can guide the future design of visual-inertial sensor systems. The following sections outline the aims and the scope of this thesis. They are split into four parts, and each part will later be addressed by one of the publications included in this thesis.

We start by discussing a field test performed in a boiler unit of a thermal power plant in northern Spain. This field test motivated the subsequent development of a visual-inertial sensor unit and the methods to calibrate and characterise it. During these field tests, which are described in Paper IV, we realised the potential that visual-inertial sensor systems have for robot guidance and navigation under difficult conditions. We also became aware of the limitations that our collection of loosely assembled cameras, inertial sensors, and illumination modules had.

We then started to build a visual-inertial sensor unit targeted at robot state estimation and mapping applications. This led to the hardware design we present in Paper III. The unit was a key to facilitate further research in tightly coupled visual-inertial SLAM. The unit was deployed on a wide range of platforms.

The availability of this visual-inertial sensor system immediately raised the question of how to optimally calibrate it. Furgale, Rehder, and Siegwart [25] developed a continuous-time estimator to calibrate the relative transforms between the cameras and the IMU. Later on, we developed a discrete-time method for a full calibration of the sensor unit. The method is presented in Paper II. The calibration relies on sensor noise models in order to efficiently combine the measurements
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The scope of this thesis: Topics in the design, modelling, calibration, and application of visual-inertial sensor systems for robotics.

Figure 1.1: The scope of this thesis: Topics in the design, modelling, calibration, and application of visual-inertial sensor systems for robotics.

from all sensors and ultimately compute optimal calibration parameters. Parameter determination for the noise models is a difficult task and raised the question if an algorithm which can automatically determine noise models from data can be designed. Our findings on this problem are presented in Paper I.

In this thesis, the topics are presented in a logical rather than in a chronological order. Fig. 1.1 shows the core topics presented in this thesis and the corresponding papers which address them. The remainder of this section describes the aims in more detail and outlines the scope of each of these topics.

Inertial sensor noise models

Accurate sensor models are crucial for the design of consistent estimators – in the context of calibration as well as state estimation
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and mapping. The sensor error models usually consist of a stochastic (noise) and a deterministic part. In contrast to the often simple noise models associated with cameras, random errors in gyroscopes and accelerometers are usually described with more complex, continuous-time composite noise processes. The parameters of these models carry units such as rad/s² per $\sqrt{\text{Hz}}$, and are often difficult to infer unambiguously from sensor data sheets [4]. This can lead to error and often necessitates manual parameter tuning.

We aim at a method which can automatically infer the parameters of gyroscope and accelerometer noise models from data and thus limit the potential for errors. Furthermore, a rigorous probabilistic approach must be followed to maximise the validity of the model and ultimately to attain optimal calibration or motion estimation performance. We assume that the structure of the noise model itself is given, as it is the case in most applications. Automatic model selection is outside the scope of this thesis.

Extrinsic and intrinsic calibration

The best sensors are of limited use if their spatial and temporal alignment are not inferred precisely or if sensor intrinsic calibration is missing. If the sensor intrinsics are disregarded, overall performance can be far from the theoretically possible, noise-bounded performance. We aim to develop a routine that is capable of providing a full extrinsic and intrinsic calibration. The calibration routine should be conceptually simple, generic, and require a minimal number of design choices and user-defined parameters. In order to be widely applicable, the method should not rely on specialised equipment such as rate tables or tracking devices. Most importantly, the method must be subject to stringent probabilistic criteria.

We aim at offline calibration in a controlled environment. In order to be widely applicable the method should be agnostic to the motion that the sensor unit undergoes for calibration. This facilitates different
1.1 Aim and Scope

calibration procedures although the quality of the calibration depends on the motion. In our case, the sensor unit moves in front of a visual calibration target. Calibration based on natural landmarks is outside the scope of this thesis.

**Standardised visual-inertial sensor unit**

The most important aim of our work is to contribute towards accurate motion estimation and mapping solutions for robotics. In this regard, the goal of the development of a custom visual-inertial sensor unit is twofold: in practice, if a localisation and mapping framework is based on visual and inertial data, it requires a hardware sensor suite that can provide this data. Secondly, visual-inertial estimation frameworks can benefit from certain hardware features such as rigidly mounted sensor subsystems, deterministic temporal alignment, and a full pre-calibration of all subsystems.

To this end, we aim to provide a unified sensor hardware front-end and the corresponding interfaces to facilitate an effortless deployment of visual-inertial SLAM frameworks on any robotic system. This also enables research on visual-inertial state estimation or SLAM at a low entry barrier. Furthermore, we aim to give definite answers to questions related to sensor modelling and calibration. A custom sensor setup gives us full control over the hardware and allows us to draw rigorous conclusions.

**Applications**

We aim to validate our designs in realistic real-world scenarios to improve our developments and to assess their performance in real applications. This should result in a better hardware design, improved firmware, and more information for a proper sensor selection.

The scope of the application oriented part of this thesis is to further show how visual-inertial sensor systems can be used in demanding
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scenarios: payload restricted platforms, enclosed industrial environments, poor visual conditions (illumination and repetitive texture), and in cases where high navigation accuracy is required. The field tests should convince the reader that combined visual-inertial sensors are an ideal sensor suite for localisation and mapping in many demanding use-cases.

1.2 Approach

This section outlines the methods and techniques that are developed in this work to address the aims defined in Section 1.1. For a detailed description of the algorithms, system designs, and applications, the reader is referred to the articles which are included in this thesis (Paper I - IV). Corresponding references to the papers are made throughout this section.

Inertial sensor noise model parameter identification

The development of our automatic inertial sensor noise model identification method is guided by four principles:

1. the method must be automatic,

2. the method should depend on as few design parameters as possible,

3. the method must be optimal with respect to stringent probabilistic criteria,

4. the structure of the stochastic model is defined by the user.

In accordance with these principles we develop an estimator based on the maximum likelihood paradigm.
To successfully apply standard maximum likelihood estimation techniques to this problem, two simple but crucial elements are required. The straightforward approach would be to design an estimator which develops models that directly explain the noise in the gyroscope and accelerometer measurements. However, this turns out to be sub-optimal, and the reason is the following: the sensor measurement noise characteristics are dominated by effects which are irrelevant for the navigation states we are ultimately interested in for sensor fusion; the orientation, velocity, and position of the sensor unit. Device internal low-pass filters, for example, have a drastic effect on the gyroscope and accelerometer measurement noise but not on the integrated quantities we are interested in (the orientation, velocity, or position). An estimator which tries to explain measurement noise directly will use its expressive power to model these effects.

Weak, correlated bias fluctuations, on the other hand, have almost no effect on measurement noise, but a drastic impact on the integrated processes – yet they would likely not be modelled. We therefore design the estimator such that the effects are captured according to their impact on the integrated process. This results in a simple but crucial modification to the estimation problem as we outline in Paper I. By changing the objective in this fashion, the desired parameters are obtained immediately.

In addition, the integrated measurements are sampled logarithmically in time. In other words, we select logarithmically spaced samples instead of the most common choice of a regular sampling pattern. This comes with two advantages: i) the identified models are forced to be valid across all time-scales. And ii) the computational complexity is manageable for almost arbitrarily long data sequences without any additional pre-processing.

We use synthetic data to quantitatively compare the performance of the algorithm with competing approaches. To verify that the proposed estimator works on real sensor data we experimentally test it on data captured with a variety of different inertial sensors. The full
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estimator and detailed results can be found in Paper I.

**Discrete-time maximum likelihood calibration**

In order to address the calibration problem we regard the moving visual-inertial sensor unit as a continuous-time dynamic system that provides discrete-time measurements. We then treat calibration as a standard state and parameter estimation problem. To this end, we develop an estimator based on the maximum likelihood principle to jointly estimate the state and the calibration parameters. In other words, we determine the state trajectory and the calibration parameters such that the probability of observing the measurements we have observed is maximised.

All time varying quantities, such as the orientation, position, and velocity of the sensor unit, as well as varying sensor biases, are lumped into the system state. The extrinsic and intrinsic calibration quantities are considered to be fixed but unknown and treated as parameters.

The offline calibration procedure developed in this thesis relies on a visual calibration target (a checker board). The visual-inertial sensor unit is required to move in front of the target for calibration. The estimator then determines the full state trajectory of the sensor unit as well as the calibration parameters using all available measurements. Concretely, the value of the state is estimated at every time instance where a camera frame is captured. This is necessary since the camera observations depend on the value of the state (i.e. the pose of the sensor unit) at these time instances. In-between, the state and its covariance are integrated using a first order (Euler) method. This is in contrast to modern parametric methods such as [25] which represent the motion of the unit, as well as sensor biases, with a parametric representation (e.g. splines). We therefore refer to our method as “non-parametric” even though it can be argued that the term is not entirely correct. Paper II presents the method in full detail.

We test the estimator on real sensor data in order to quantify its
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Figure 1.2: Camera (left) and gyroscope (right) sensors on one of the visual-inertial sensor unit prototypes, the “P1”.

performance and assess its applicability for precise extrinsic and intrinsic calibration of visual-inertial sensor units. Parameter estimates from repeated experiments are then compared against ground-truth where available. In addition, we conduct a direct comparison with a state of the art parametric method.

Development of a visual-inertial sensor unit

We designed a custom visual-inertial sensor unit in order to i) gain full control over the hardware, ii) facilitate research on visual-inertial estimation at a low entry barrier, and iii) enable effortless deployment of these sensors on robots in order to equip them with robust real-time localisation and mapping capabilities.

The sensors we use were selected for properties that make them well suited for visual-inertial localisation and mapping applications. At the core of our module’s design is a Xilinx Zynq “System on Chip” (SoC), a combination of an industry standard dual-core ARM A9 CPU and FPGA fabric. It directly interfaces up to four global shutter, low light sensitive CMOS camera chips, shown in Fig. 1.2.
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The comparatively small form factor of the cameras enables the use of widely available 12mm S-mount lenses. The measurements of all sensors are synchronised relative to the center of the camera exposure times to enforce a more deterministic behaviour when the camera exposure times vary; a feature introduced by Rehder in [64]. All sensors are rigidly connected with each other in order to facilitate factory pre-calibration and a tight combination of visual and inertial cues without the need to track extrinsic calibration parameters.

One factory-calibrated IMU is integrated into the design to provide angular rate and acceleration measurements. The unit is pre-calibrated over a large temperature range and serves as a reference. In addition, commercial low-cost chip IMUs are mounted behind each of the camera chips. They were selected primarily for their superior noise performance in comparison with other sensors of the same class. They allow us to compare and contrast different sensors and to test our calibration mechanisms. Additionally, they enable non-rigid combinations of visual-inertial sensor modules if desired. In order to facilitate an effortless deployment on various platforms and systems, the sensor units are designed for automatic fabrication although still in a prototype stage. The reader is referred to Paper III for detailed information about the sensor unit.

Application

To assess the potential of our visual-inertial sensor unit for real applications we conduct field tests with an early prototype of the unit. A field test gives valuable feedback for design improvements and proves that the system actually works.

The use-case presented here was largely determined through our involvement in the Airobots project [57] and proved to be ideal for our cause. The scenario we address is the visual inspection of power plant boiler systems. Fig. 1.3 shows the site were we conducted the field trials – a thermal power plant in Narcea, northern Spain. The
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Figure 1.3: Top: Narcea thermal power plant, Spain. Bottom: View inside the boiler Unit II of the plant.

Field tests were conducted in the plant’s boiler unit II. These vast boiler chambers require planned and unplanned maintenance and repair. However, accessing them can be dangerous to humans and outage periods are extremely expensive. We had to undergo several days of safety training just to access the site.

For field testing, the visual-inertial sensor unit is mounted on a prototype unmanned aerial vehicle small enough to enter the boiler unit. The vehicle is fitted with two custom, high-power light-emitting diode (LED) modules that locally illuminate the boiler. The illumi-
nation modules are synchronised with the camera shutters to avoid excessive power consumption and thermal problems. If unsynchronised, i.e. permanently on, power used for illumination would amount to a significant portion of the power required for hovering.

Prior to flight an operator defines a set of trajectories which the vehicle must follow. A filter based visual-inertial motion estimation framework [87] is employed to provide state estimates to the aerial vehicle. Based on these state estimates, the UAV navigates from way-point to way-point and returns to its take-off position.

The performance of the navigation system is evaluated through flight tests and using a Leica “Total Station” TS-15 that tracked a prism mounted on a hand-held version of the visual-inertial sensor unit. A detailed description of the field trials and the evaluation are presented in Paper IV.

1.3 Thesis Outline

The remainder of this thesis is structured as follows: Chapter 2 presents the context and contribution of each paper included in this work. In addition, it provides a list of related publications and a list of graduate and undergraduate projects that contributed to this work. Chapter 3 gives an outlook on further research, engineering, and development which is required in this field from our perspective. Finally, the papers are included as Paper I to Paper IV at the end of this text.
CHAPTER 2

Contributions

This chapter summarises the contributions of this thesis. Section 2.1 puts the individual publications into context and highlights their role in achieving our objectives. The contribution of each paper is outlined in an overview for the reader. Publications which are not included but are related to this thesis are listed separately in Section 2.2. Many of our results were obtained in collaboration with graduate and undergraduate students. A list of corresponding technical reports that resulted from these projects can be found in Section 2.3 at the end of this chapter.
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2.1 Summary of Publications

This thesis discusses topics in the design, characterisation, calibration, and application of visual-inertial sensor units. To this end, we include four publications in this text each addressing one of these topics. Rather than chronologically, the publications are included in a logical order. Paper I presents a method that can automatically identify noise model parameters for inertial sensors from data. Paper II then proposes a method for extrinsic and intrinsic calibration of visual-inertial sensor systems that uses these models. Paper III presents the design of a custom visual-inertial sensor unit which we used for our research, experimentation, field testing, and deployment on different robotic platforms. The last publication we include in this thesis, Paper IV, presents field tests we conducted with an early prototype of this visual-inertial sensor unit.

Paper I


Context

Localisation and mapping systems require accurate sensor noise models for motion estimation as well as for calibration. This is particularly important when information from different sensing modalities is combined in a tightly coupled estimator. If the noise models are incorrect, calibration and motion estimation will be inconsistent and the results suboptimal. Parameters for noise models are often not available and difficult to obtain for inertial sensors. For this reason, Paper I develops a method that can automatically obtain such models from measurements.
2.1 Summary of Publications

Contribution
The contribution of this work is a method to determine noise model parameters for gyroscopes and accelerometers. In contrast to most existing procedures the method proposed in Paper I is automatic. The novelty of our method is its ability to provide inertial sensor noise model parameters which are optimal with respect to strict probabilistic criteria. The results show that the models obtained with our approach are similar to those which could be obtained with manual, Allan variance based methods by an expert in the field. This proves that our method is applicable in practice.

What makes the method unique is its ability to identify the model parameters in a direct maximum likelihood fashion. This leads to an estimator with good statistical properties. The paper presents a simple but crucial modification of the estimator’s objective function that allows us to do that. In addition, the paper introduces a novel logarithmic sampling strategy to ensure that the model is valid across all time scales. Furthermore, it presents simulations showing that the proposed method works well also for extreme composite noise processes such as the ones found in modern MEMS gyroscopes and accelerometers. The simulations show that competing methods fail in these cases. Repeated experiments on different devices from different device classes verify the findings from the simulations and prove that the method works well in practice and on real sensor data.

Paper II
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Context
A prerequisite for precise visual-inertial motion estimation and mapping is accurate calibration. Unless the spatio-temporal alignment between the sensors is known, the performance of the sensors cannot be leveraged. The same holds true for sensor intrinsic calibration. Paper II addresses this by proposing a batch type estimator for the calibration of camera-IMU systems. The estimator relies on the method developed in Paper I for obtaining optimal inertial sensor noise model parameters. It then jointly estimates the relative translation and orientation between the sensors (i.e. the extrinsics), sensor intrinsic calibration parameters such as scale factors and cross-axes sensitivity, and the temporal alignment between the sensors.

Contribution
Paper II presents an estimator for extrinsic, intrinsic, and temporal calibration of visual-inertial sensor systems. In contrast to existing calibration methods the estimator requires no tuning parameters. This eliminates the need for specifying and tuning parameters related to, for example, the sensor noise models. In contrast to established filtering approaches to calibration, we do not need to specify and tune initial state and parameter covariances or probabilistic models for the time evolution of calibration parameters which we know are fixed.

We treat calibration as a joint state and parameter estimation problem for a continuous-time system with discrete-time measurements. We then apply the maximum likelihood paradigm to estimate the state trajectory and the calibration parameters of the sensor unit in a batch fashion. This allows us to determine the calibration parameters in an almost optimal manner (in the maximum likelihood sense and up to linearisation errors).

Experimental results show that the estimator is well suited for the extrinsic and intrinsic calibration of visual-inertial sensor systems. It reaches a calibration precision of less than 1mm in extrinsic
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translation, less than 1 mrad in extrinsic orientation, and about 10 $\mu$s in time-shift. The results show that our relatively simple estimator is able to compete with modern parametric methods in terms of both accuracy and precision – without relying on a parametric representation of the state trajectory and the sensor biases. This insight is novel. Prior to our work, to the best of our knowledge, reaching such a high precision in time delay estimation with a non parametric method was not considered to be feasible.

Paper III


Context

Visual-inertial motion estimation and mapping solutions rely on sophisticated algorithms. These algorithms, in turn, can benefit from certain hardware features. Temporal alignment between camera and IMU, for example, can be estimated on-line and in software, or fixed in hardware. Some aspects are particularly difficult to solve with commodity, off the shelf hardware components. Precise temporal alignment, for example, cannot be achieved but only emulated in software.

Our field tests in Spain revealed the necessity for a fully synchronised, rigidly combined multi camera-IMU setup. Such setups are not readily available, and those solutions which do exist are closed source, which often makes them difficult to use in research projects. In addition, a standardised hardware setup would facilitate easy re-use of visual-inertial odometry or SLAM frameworks across projects and
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platforms. These aspects motivated the development of the visual-inertial sensor unit described in Paper III.

Contribution

Paper III contributes with the design of a prototype visual-inertial sensor unit for motion estimation and mapping applications. The unit supports estimation frameworks which seek a tight combination of visual and inertial cues by providing high quality, synchronised sensor data. The novel hardware module is comprised of up to four CMOS, global shutter, low resolution “navigation cameras” and a combination of several MEMS gyroscopes and accelerometers. The sensors are carefully selected and address the needs of high performance visual-inertial motion estimation frameworks.

All sensors are interfaced through an industry standard ARM-FPGA combination. Their measurements are pre-processed and available at a high rate over a standard interface (Gigabit Ethernet). The unit is an ideal platform for prototyping visual-inertial estimation algorithms.

Paper IV


Context

SLAM frameworks that rely on cameras and IMUs can be robust, accurate, and well suited for employment in real world applications. Paper IV highlights this by reporting on field tests conducted inside the boiler unit of a thermal power plant. The field tests were conducted in the framework of the Airobots project [57]. Our task was to assess to possibility to perform visual inspection tasks using an unmanned
aerial inspection vehicle which enters the boiler unit and conducts a series of manoeuvres within close proximity to the boiler surface. If such a system could be deployed to localise broken pipework, for example, it would reduce the situations where humans have to enter these structures at a risk to their personal safety.

Installing external infrastructure such as laser trackers or optical tracking systems for navigation purposes is a difficult, time-consuming, and dangerous task in these environments – and is not an option. A system that carries its navigation solution on-board is therefore required.

Paper IV presents a prototype navigation module which was designed exactly for this purpose. It was these field tests that later led to the development of more advanced visual-inertial sensor systems and calibration routines. The paper presents detailed results and a critical assessment of the field tests.

**Contribution**

Paper IV presents a micro unmanned aerial system (UAS) capable of navigating in enclosed industrial environments. The vehicle is fitted with a prototype visual-inertial sensor unit, including two global shutter navigation cameras and a custom inertial measurement unit. All sensors are hardware synchronised. In addition, active illumination in the form of high-power LED modules provides on-board illumination capabilities.

The vehicle then relies on a visual-inertial state estimator [87] in conjunction with a model predictive controller [12] to follow a pre-defined trajectory in close proximity with the boiler surface; the first experiment of its kind. The paper demonstrates that such semi autonomous operations of UAVs within this challenging environment are feasible, and show what a high level of navigation and flight performance can be reached.
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2.2 List of Publications

This section provides a list of relevant papers that were published during this dissertation or are under review for publication. The first four publications are an integral part of this thesis and are included in their full length.

Publications included in this thesis


Related publications

2.2 List of Publications
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2.3 Supervised Student Projects

Many students contributed significantly to this research with their knowledge, engineering skills, and hard work. Below is a list of projects that students conducted in collaboration with the author sorted by the type of project. B.Sc. theses that were combined with a “Studies on Mechatronics” are listed under the bachelor theses.

**Master Thesis**

An M.Sc. thesis corresponds to a six months full time research project.


2.3 Supervised Student Projects


Master Semester Project

An M.Sc. semester project is a semester long part time research project.
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Bachelor Thesis

A B.Sc. thesis is a semester long part time research project.


B.Sc. Studies on Mechatronics

A Studies on Mechatronics consists of a semester long literature study and review.
2.3  Supervised Student Projects


In this dissertation we presented the prototype of a novel visual-inertial sensor unit for robot localisation and mapping. We demonstrated the importance of sensor intrinsic calibration, particularly for device internal delays: if the timing is incorrect, calibration of other intrinsic parameters is futile. We developed an estimator which is able to determine the extrinsic, intrinsic, and timing parameters of visual-inertial sensor units without the need for specialised calibration equipment – arbitrary device motion in front of a visual target sufficed. The estimator, based on stringent probabilistic considerations, produced accurate calibration results and can compete with modern parametric methods. In addition, we presented an algorithm that can reliably determine noise model parameters for gyroscopes and accelerometers from data. This eliminates the need for manual
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procedures that require expert know-how.

The field tests we conducted in a power plant demonstrated the performance that visual-inertial navigation systems can offer in terms of accuracy and robustness. The test results proved that combined visual-inertial sensor systems are well suited for robot navigation and mapping, and showed that such systems have a large potential in future applications.

The contributions of this thesis are a small step towards a robust, accurate, and reliable device for robot guidance and mapping in real, challenging applications. Several questions remain unanswered, and a number of improvements to the existing designs and algorithms are possible. To this end, the remainder of this chapter is structured as follows: future directions in the area of calibration and identification are outlined in Section 3.1. Improvements and new ideas for the design of visual-inertial sensor units are presented in Section 3.2.

3.1 Calibration

Many topics in calibration and sensor modelling with application to visual-inertial SLAM have not been addressed adequately to date. We highlight some of these topics in this section.

Continuous self calibration

Sensor calibration is only useful if the calibration is valid under the conditions encountered during the deployment of the sensor unit. An accurate calibration that was conducted under room temperature, for example, may well be inaccurate under the actual operating temperature. Furthermore, the calibration can suffer if the sensor unit is exposed to mechanical stress, shock, or vibration. In addition, sensor intrinsic calibration parameters may be subject to ageing. Calibration
may therefore change over time even in the absence of external influences. For large multi camera - IMU systems, such as cars and trucks, even stable extrinsic calibration parameters may not be guaranteed.

Some form of self calibration mechanisms are therefore unavoidable. A periodic re-calibration that requires infrastructure, even if it is just a visual calibration target, is likely not an option in many applications. Even infrastructure-less procedures, if they require some form of user interaction, can be impractical. Natural landmark based, automatic calibration algorithms that incorporate temperature related effects will therefore be required in the future.

**Extended inertial sensor models**

The models we used in this thesis to describe visual-inertial sensor setups assume that the accelerometers have one common origin. The axes may be misaligned, but they are located in one single point. This should be extended to more generic configurations, which in turn requires a mean to estimate angular velocity and angular acceleration, since our non-parametric approach does not immediately give access to these quantities. One option could be to include angular velocities and angular acceleration into the state, for example with an angular acceleration random walk model.

Once the noise performance of consumer MEMS gyroscopes and accelerometers improves, modelling these sensors properly will become more and more important. In this thesis we used simple, generic models without any physical basis. Models from first principle may lead to better results, and this should be considered in future work. Also, lumping all dynamic effects of the inertial sensors into one single time delay parameter is suboptimal.

Furthermore, if the performance of consumer MEMS gyroscopes continues to improve, visual-inertial gyrocompassing might become feasible. This would allow one to align not only relative to the gravity vector, but also to true north – without relying on magnetometers.
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The recent availability of vast computational resources on embedded platforms, miniature global shutter camera modules, and the ever-increasing performance of MEMS inertial sensors is giving rise to small, affordable visual-inertial sensor platforms with integrated computational resources: “SLAM in a box”, one of the holy grails of robotics, is becoming a reality. A number of issues can be addressed in this context.

Sensor selection

We elaborated in detail on the importance of precise time-synchronisation and sensor intrinsic modelling. However, the influence of sensor noise characteristics on navigation performance remains largely unexplored in the current literature. As soon as visual cues are incorporated, this question immediately becomes difficult to answer, and more research is needed in this domain to facilitate informed choices when it comes to sensor selection. The same holds true for the parameters of the visual subsystem: the influence of camera resolution, sensitivity, field-of-view, frame rate, and camera arrangement needs further investigation.

Hardware design

The industry will certainly continue to miniaturise visual-inertial sensor systems, which will include computational resources, and reduce their cost. However, these solutions may or may not be suitable for field robotic applications. The current prototype of our visual-inertial sensor unit also lacks features that prevent its use for real field robotics. A proper housing should protect it from dust, humidity, and shock. An option to synchronise individual visual-inertial sensor units over longer distances would also be useful and eliminate the
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need for inter-module synchronisation in software. For applications that require a very high precision, integrating higher quality inertial sensors could also be considered.

Furthermore, for those use-cases which require active illumination because sufficient ambient light cannot be guaranteed, an integrated solution for active illumination would be useful and reduce platform integration efforts. The active illumination should tightly integrate into the system, and the link between motion estimation, exposure control, and illumination should be closed. In addition, since we have full control over the hardware, sophisticated exposure control mechanisms that operate on the frames in an interleaved fashion (i.e. tracking different exposure set points on alternating frames) are conceivable. This could result in a form of “soft high dynamic range (HDR)” mode – possible since, with our setup, all elements throughout the visual-inertial SLAM chain have access and control over these settings.

Several applications not only require a sparse map and the robot pose within this map, but ultimately a high quality, coloured dense map or images (e.g. for inspection). The integration of additional camera chips which are tailored for this, rather than for navigation, would be useful.
Abstract

Accurate visual-inertial localization and mapping systems require accurate calibration and good sensor error models. To this end, we present a simple offline method to automatically determine the parameters of inertial sensor noise models. The proposed methodology identifies noise processes across a large range of strength and time-scales, for example weak gyroscope bias fluctuations buried in broadband noise. This is accomplished with a classical maximum likelihood estimator, based on the integrated process (i.e. the angle, velocity, or position), rather than on angular rate or acceleration as is standard in the literature. This trivial modification allows us to capture noise processes according to their effect on the integrated process, irrespective of their contribution to rate or acceleration noise. The cause of the noise is not discussed in this article.
The method is tested on different classes of sensors by automatically identifying the parameters of a standard inertial sensor noise model. The results are analysed qualitatively by comparing the model’s Allan variance to the Allan variance computed directly from sensor data. A simulation that resembles one of the devices under test facilitates a quantitative analysis of the proposed estimator. Comparison with a competing, state-of-the-art method shows the advantages of the algorithm.
1. Introduction

Inertial sensors are employed in countless applications, ranging from consumer electronics to autonomous vehicles and unmanned aerial systems. Many different types of sensors are used, from low-cost, multi-axis microelectromechanical systems (MEMS) devices with a footprint below 20 mm$^2$, to ring laser gyroscopes (RLGs). In order to understand the characteristics of these sensors, both stochastic ("noise") and deterministic (sensitivity, axes misalignment, etc.) errors have to be considered.

When inertial measurements are combined with data from other sensors, such as precise landmark observations from a camera system,
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for example, an accurate model for the different sources of error in the inertial sensor data is vital. Such a model facilitates the optimal design of an estimator, and allows us to verify the proper operation of all software and hardware components.

A good sensor model often incorporates stochastic as well as deterministic components, as illustrated in Fig. 1. The stochastic part of the model includes errors such as broadband noise, or a slowly (randomly) varying bias, and describes them in a probabilistic sense. These errors can not be calibrated for, and limit the performance of the device fundamentally.

The instrumental noise figures are usually identified under static mechanical (i.e. non moving) and thermal conditions [4]. The stochastic model then provides an upper bound on the sensor performance, and crucial parameters for an estimator (i.e. noise densities).

This work focuses on how to identify such noise models automatically (for low-cost devices), since deriving a good noise model for an inertial sensor can be a difficult task for a non-expert. However, we also emphasise the importance of a good deterministic sensor model, since a stochastic model alone usually leads to over-confidence in the inertial data, especially when using uncalibrated sensors.

1.1 Existing Methods

Section 2 reviews the most commonly used stochastic models for inertial sensors. The Allan variance (AV) [3] and the non-parametric power spectral density (PSD), the classical tools to describe noise in inertial sensors, are revisited.

In practice, the noise model parameters are usually determined manually by “fitting” noise processes to estimates of the AV or the PSD. A detailed description of these procedures is provided, for example, in the Appendix of the IEEE standard 952-1997 [38]. These procedures are reliable, particularly those based on the Allan variance. Computing the sample based AV is standardized, and by the nature of the AV, the
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Fitted noise models will be valid across the desired noise strength- and time-scales. The technical note [92], which is critical about applying classical automatic noise modelling techniques to inertial sensor data, presents convincing arguments for using this manual “AV method”.

However, these manual procedures require expertise to map the sample-based AV to parameters of a model which is useful for sensor fusion algorithms. The “Kalibr” toolbox\(^1\) for spatial and temporal calibration of visual-inertial systems [25], for example, requires the user to specify the parameters of a particular inertial sensor noise model. An automatic method could eliminate the need for a manual identification of these noise model parameters.

Several methods were proposed for automatic identification of

---

\(^1\)Kalibr is available at www.github.com/ethz-asl/kalibr (2016).
inertial sensor noise model parameters in the literature. The approach in [85] address the problem with a method that computes the theoretical covariance of the AV (given a model hypothesis), and then uses an optimal linear estimator to derive the parameters of a model whose AV matches the AV computed from measurement data. The method is intuitive and inherits the desirable properties of the manual AV method. It was developed in [85] for a model that incorporates white noise and a random walk process, and was tested on MEMS gyroscope and accelerometer data. In contrast to this method, the algorithm we propose does not aim to identify model parameters such that the model’s AV resembles the sample-based AV of the observed measurements.

The “Generalized Method of Wavelet Moments” (GMWM), proposed in [29], can be viewed as a generalization of this approach. Instead of the Allan variance, it uses a wavelet basis (“wavelet variance”), in which the sensor measurements are decomposed across different time-scales. Model parameters are then identified such that the model’s wavelet variance optimally matches the wavelet variance computed from the observed measurements. This state-of-the-art method was specifically developed for the identification of various noise processes in inertial sensors, and applied extensively for this purpose in [78]. An implementation of the method was provided by its developers, and we compare the performance of the method proposed in this article with the GMWM in Section 5.

[60] presents an innovation-based adaptive estimator for INS/GPS applications. A Kalman filter estimates the system state, while a maximum likelihood method uses a block of data to independently update the process and measurement covariance matrices. This results in a significant performance increase of their INS, and the method is suitable for on-line applications. In contrast, our method provides a full maximum likelihood estimate of the noise model state and its parameters, and is intended for offline usage.
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1.2 Automatic Noise Model Parameter Identification

Section 3 develops a conceptually simple method to automatically identify the parameters of an inertial sensor noise model. A small change in the identification problem allows us to successfully apply classical maximum likelihood estimation to identify the parameters of the noise model. The method performs well for composite noise processes that span many strength- and time scales, such as weak MEMS gyroscope bias fluctuations buried in broadband noise.

In contrast to existing algorithms, the estimator we present works on the integrated process (i.e. the angle or velocity), rather than on the rate or acceleration measurements directly. The integrated process is an entirely different process, but arguably more relevant in sensor fusion applications, where information is often fused at an attitude, velocity, or position level. Noise processes which contribute to rate or acceleration noise only marginally may have a drastic effect on the integrated process, and vice versa. The proposed method exploits this by identifying the noise model parameters such that the resulting noise model is accurate for the integrated process, and captures noise processes even if their contribution to rate or acceleration noise is negligible. The algorithm is therefore called the “integrated maximum likelihood estimator”, ML\textsubscript{i}. Model selection is not discussed.

1.3 Deterministic Errors and Calibration

The deterministic part of the inertial sensor model captures non-random effects such as scale factor errors, axes misalignment, or frequency response. These non-idealities can, to some extent, be calibrated for, which often requires a per-device (factory) calibration across temperature, or on-line calibration mechanisms [55]. Different deterministic models of varying complexity are used in practice, depending on the type of sensor and application requirements. A
simple model is used in Section 5 to briefly quantify deterministic error sources. A dedicated experiment with a visual-inertial sensor setup highlights the uncomfortable fact that, particularly for uncalibrated low-cost devices, a sensor error model which is based on static sensor data alone, captured at constant temperature, does not capture inertial measurement errors well under realistic operating conditions (i.e. when the sensor undergoes motion, or the temperature varies).

For accurate visual-inertial localization and mapping systems, precise time-synchronization of cameras and inertial sensors is essential. Both software and hardware mechanisms exist to achieve this. We highlight the phase delay that a sensor internal decimation stage, a common feature in MEMS inertial sensors, can introduce. This is often overlooked in practice, but becomes apparent immediately when considering the entire “data acquisition process”, illustrated in Fig. 2. Sophisticated software-synchronization methods [25, 54] will automatically compensate for this, but hardware-synchronized systems will not.

1.4 Experiments

Section 5 tests the proposed method on sensor data from different device-classes, and verifies the identified noise models qualitatively using the classical Allan variance and the PSD as a reference. Additional tests show that the method is repeatable, and reliably captures the relevant noise processes. The accuracy of the proposed method is analysed quantitatively, using a simulation that resembles one of the devices under test. The method is also compared to a competing, state-of-the art method (GMWM).

We show the limitations of purely stochastic sensor models, whose parameters were identified from static sensor data alone, in a dedicated experiment with a visual-inertial sensor system.
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The stochastic part of the sensor model captures errors which are considered random, and describes them in a probabilistic sense. Good examples of random errors are wideband “electronic noise”, originating from transducer and amplifier stages, or fluctuations in drive frequency that result in slowly varying, random gyroscope bias errors in MEMS devices [47]. Note that our aim here is not to link the noise model to a physical model of the sensor, but merely to derive generic, simple noise models which are suitable for sensor fusion applications, based on measurements.

This section summarizes the most important concepts in the description and analysis of noise processes in inertial sensor measurements, as far as they are relevant for the derivations that follow. The reader is referred to [58] for an excellent in-depth treatment of stochastic processes in general, and to [38] for a detailed collection of random processes that are useful to model noise in inertial sensors.

2.1 Spectral Density and Allan Variance

At first, we restrict our attention to zero-mean, stationary Gaussian processes. This excludes, for example, quantization and flicker noise [48], for the benefit of tractability. We denote the random process that describes the sensor noise as \( z \). Depending on the context, \( z \) refers to the random process, or to a particular realization (a sample path) of it.

The correlation of the process \( z \) is defined as

\[
\psi_{zz}(t_1, t_2) = E[z(t_1)z(t_2)] = \psi_{zz}(\tau)
\]

where \( E[\ldots] \) denotes expectation. Since the process is Gaussian, \( \psi_{zz} \) fully characterizes it, and due to the processes stationarity, \( \psi_{zz} \) is a function of the time difference \( \tau = t_1 - t_2 \) only. The variance (power)
of the process is given by $\psi_{zz}(0)$ [39]. A noise process that fluctuates rapidly, such as wideband “electronic noise”, has a “peaked” correlation (i.e. a short correlation time). A process that varies slowly, for example a gyroscope bias drift, has a “broad” correlation. Figure 3 illustrates this.

2.1.1 Power Spectral Density

The power spectral density is a standard tool for the description of stationary stochastic processes, and it is commonly used to characterize noise processes in gyroscopes and accelerometers [4, 38]. The power spectral density is a standard tool for the description of stationary stochastic processes, and it is commonly used to characterize noise processes in gyroscopes and accelerometers [4, 38]. The PSD
of a process is its correlation, expressed in the frequency domain (Wiener-Khinchin):

\[
\Psi_{zz}(f) = \int_{-\infty}^{\infty} \psi_z(\tau)e^{-i2\pi f \tau} d\tau \tag{2a}
\]

\[
\psi_{zz}(\tau) = \int_{-\infty}^{\infty} \Psi_{zz}(f)e^{i2\pi f \tau} df. \tag{2b}
\]

Similar to the Fourier transform of a deterministic signal, it expresses (noise) power per frequency band (therefore the name power spectral density, and the unit “per Hz”). It is an intuitive quantity. A rapidly fluctuating noise process with a “peaked” correlation has a broad power spectrum (i.e. the noise power is spread across a large frequency range), whereas the power of a slowly varying process is concentrated around the lower frequencies, see Fig. 3. If the noise model and its parameters are known, the correlation and the PSD can be computed using (1) and (2).

A number of non-parametric methods exist to compute the PSD from sampled data. A classical example is Welch’s method [90]. A good example for a parametric method is the identification of an autoregressive (AR) model by solving the Yule-Walker equations, based on sample covariance matrices.

Such classical methods struggle to capture weak processes with long correlation times, when they are buried deeply in broadband noise processes – a typical case in MEMS devices (see [92, 91] and Section 4.3). The Allan variance is a tool that is particularly well suited to handle exactly such cases.

2.1.2 Allan Variance

The Allan variance [3], originally developed to characterize the frequency stability of oscillators, addresses these issues and is an important tool in practice. Many manufacturers of inertial sensors include it in the device datasheet (see e.g. [16]), and engineers deduce key
noise parameters from it. It is often simply denoted as $\sigma_z^2(\tau_A)$. The AV (or its square-root, the Allan deviation) is a time-domain method, intuitive to interpret, and in contrast to the PSD there is a standard procedure to compute it from sampled data (with small variations). The Allan variance is briefly reviewed here, since it is an important tool for characterizing noise in inertial sensors, and since it is used to qualitatively assess our method in Section 5. The reader is referred to [38] and the references therein for a more detailed treatment.

The AV of a random process $z$, $AV_z(\tau_A)$, is a function of the integration time $\tau_A$. In words, it describes how much the integrated process “varies” as a function of the time-difference $\tau_A$. Formally, the AV is computed as follows: $z$ is integrated over blocks of length $\tau_A$. The mean of the variances of successive blocks is then the Allan variance for this particular integration time $\tau_A$ [3]. This can be written concisely as follows:

$$\bar{z}_k(\tau_A) = \frac{1}{\tau_A} \int_{k\tau_A}^{(k+1)\tau_A} z(t)dt$$

$$AV_z(\tau_A) = \frac{1}{2} E\left[(\bar{z}_{k+1}(\tau_A) - \bar{z}_k(\tau_A))^2\right].$$

Heuristically, the AV of a white noise process decreases with increasing integration time $\tau_A$, since the means $\bar{z}_k$ are estimated more accurately – and therefore the variance between successive estimates decreases. Correlated processes result in distinct Allan variances, depending on the properties of the process. A comprehensive list of noise processes and their corresponding AV can be found in [38].

The AV can be determined from discrete samples of $z$, i.e. angular rate or acceleration measurements, by computing the sample mean of each segment $\bar{z}_k(\tau_A)$, and the sample variance of successive segments – exactly the procedure used in this work. The AV can also be deduced from the spectral density of a process, using the following relationship
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from [38] (Appendix C.1):

\[
AV_z(\tau_A) = 4 \int_{0}^{\infty} \Psi_{zz}(f) \frac{\sin^4(\pi f \tau_A)}{(\pi f \tau_A)^2} df.
\]  

(4)

Examples are given in the next section.

2.2 The Standard Noise Model

We now describe one of the most commonly used inertial sensor noise models – the same model whose parameters we identify in Section 5. The model combines “white noise”, capturing rapidly fluctuating noise processes, with an exponentially time-correlated process that captures slowly varying noise processes (biases). In engineering notation, we write:

\[
\begin{aligned}
    z &= x + v \\
    \dot{x} &= -\frac{1}{\tau_b} x + w
\end{aligned}
\]  

(5a) (5b)

where \( z \) is the modelled noise process, corrupting rate and acceleration measurements. \( v \) represents the white noise component of the model. \( x \) is the slowly varying (bias) process with correlation time \( \tau_b \), “driven” by the white noise process \( w \). \( w \) and \( v \) are independent, zero mean, white Gaussian noise processes of strength \( \sigma_b \) and \( \sigma_w \). Formally:

\[
\begin{aligned}
    \mathbb{E}[w(t_1)w(t_2)] &= \sigma_b^2 \delta(t_1 - t_2) \\
    \mathbb{E}[v(t_1)v(t_2)] &= \sigma_w^2 \delta(t_1 - t_2)
\end{aligned}
\]  

(6a) (6b)

where \( \delta(\cdot) \) denotes the Dirac delta function.

The model is popular due to its relatively large expressive power despite the small number of parameters \( \theta = \{\sigma_w, \sigma_b, \tau_b\} \). It can be incorporated into state estimation frameworks efficiently due to its
Gauss-Markov properties. It is for example used to model gyroscopes and accelerometers in a GPS aided INS [17], or in the context of a sun-sensor aided EKF attitude estimator in [84] (modelling noise in the gyroscopes, although with $\frac{1}{\tau_b} = 0$, i.e. a “pure” random walk bias model). [32, 52, 55] employ it in the context of visual-inertial simultaneous localization and mapping (SLAM).

2.2.1 Terminology

$\sigma_w$, the strength of the rate or acceleration white noise process, is often termed “angular/velocity random walk” (ARW/VRW). IEEE standard [38] denotes $\sigma_w$ as $N$, and device datasheets often refer to it simply as (rate or acceleration) noise density (see e.g. [16]). Sometimes, the noise density that corresponds to the single-sided PSD is reported (twice the double-sided density). To be sure to interpret the indicated values correctly, measuring is often unavoidable.

$\sigma_b$, the strength of the white noise process $w$ that drives the bias fluctuations, is termed “bias diffusion” in this report. [38] uses $K$ for this quantity when $\frac{1}{\tau_b} = 0$, and $q_c$ otherwise. This is not equivalent to the “bias (in)stability”, which is used to parametrize flicker noise [37]. $\sigma_b$ is rarely reported in device datasheets. Table 1 summarizes the terminology.

2.2.2 PSD and AV of the Standard Noise Model

The PSD of the noise process $z$ is the superposition of the PSD of the white noise process $v$ and the time-correlated bias process $x$. The PSD of $v$ is a constant,

$$\Psi_{vv}(f) = \sigma_{w}^2$$  \hspace{1cm} (7)

and the Allan variance of $v$ is:

$$AV_v(\tau_A) = \frac{\sigma_{w}^2}{\tau_A}.$$  \hspace{1cm} (8)
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Table 1.: Parameters of the standard inertial sensor noise model (5): terminology and units.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_w$</td>
<td>(rate or acceleration) noise density, white noise density, angular or velocity random walk (ARW/VRW)</td>
<td>rad/(s $\sqrt{\text{Hz}}$)</td>
</tr>
<tr>
<td>$\sigma_b$</td>
<td>bias diffusion, bias noise, random walk</td>
<td>rad/(s$^2$ $\sqrt{\text{Hz}}$)</td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>bias correlation time</td>
<td>s</td>
</tr>
</tbody>
</table>

The PSD of the exponentially correlated bias process $x$ (5b) can be found as the Fourier-transform of its autocorrelation (2). To find the autocorrelation, we note down the state-transition of the bias model:

$$\Phi(t + \tau, t) = \exp \left( -\frac{1}{\tau_b} |\tau| \right).$$

We can now formally write

$$\psi_{xx}(\tau) = \mathbb{E}[x(t + \tau) x(t)]$$

$$= \mathbb{E} \left[ \left( \Phi(t + \tau, t) x(t) + \int_t^{t+\tau} \Phi(t + \tau, s) w(s) ds \right) x(t) \right]$$

$$= \Phi(t + \tau, t) \mathbb{E}[x(t) x(t)]$$

$$= \exp \left( -\frac{1}{\tau_b} |\tau| \right) \frac{\sigma_b^2 \tau_b}{2}.$$
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\( \psi_{xx}(0) \) is the expected steady-state variance of the process. Hence,

\[
\Psi_{xx}(f) = \frac{\sigma_b^2 \tau_b^2}{(2\pi \tau_b f)^2 + 1},
\]

(11)

For long correlation times, \( \lim_{\tau_b \to \infty} \Psi_{xx}(f) = \frac{\sigma_b^2}{(2\pi f)^2} \). The process is in this case referred to as “Brownian motion”, a “Wiener process”, or often simply as an (unbounded) random walk.

The AV of \( x \) is ([38], Table B.1):

\[
AV_x(\tau_A) = \frac{\sigma_w^2 \tau_b^2}{\tau_A} \times
\left[ 1 - \frac{\tau_b}{2\tau_A} \left( 3 - 4 \exp\left(-\frac{\tau_A}{\tau_b}\right) + \exp\left(-\frac{2\tau_A}{\tau_b}\right) \right) \right].
\]

(12)

For \( \tau_A \ll \tau_b \), \( AV_x \) is similar to the AV of a random walk, and

\[
AV_x(\tau_A) \approx \frac{\sigma_b^2}{3} \tau_A.
\]

(13)

Figure 4 shows the power spectral density and the Allan deviation for the standard noise model, in log-log scale.

2.2.3 Discretization

We briefly discuss the discretization of the standard noise model (5), since it involves a simple, but crucial assumption. We first determine the discrete-time equivalent of the bias process (5b), i.e. a discrete-time model which has exactly the same properties as the continuous-time model at the sampling instances \( k\Delta t \). In continuous-time, the bias process formally evolves from \((k-1)\Delta t\) to \(k\Delta t\) as follows:

\[
x(k\Delta t) = \Phi(\Delta t)x((k-1)\Delta t) + \int_{(k-1)\Delta t}^{k\Delta t} \Phi(k\Delta t, s)w(s)ds
\]

(14)
Figure 4.: Power spectral density (top) and Allan deviation (bottom) of the standard noise model (5). Under certain conditions, the model parameters can be read off the sample based PSD and AV plots directly, as explained in Section 2.3.
with $\Phi(\Delta t) = \Phi(k\Delta t,(k - 1)\Delta t)$. A discrete-time equivalent is then found as:

$$x_k = \exp\left(\frac{-1}{\tau_b} \Delta t\right) x_{k-1} + w_k \quad (15a)$$

$$E[w_k w_k] = -\frac{\sigma_b^2 \tau_b}{2} \left[ \exp\left(\frac{-2\Delta t}{\tau_b}\right) - 1 \right] = \sigma_{bd}^2 \quad (15b)$$

where $w_k$ is a zero-mean, discrete-time white Gaussian noise process of strength $\sigma_{bd}^2$. If the bias correlation time is large compared to the sampling time ($\tau_b \gg \Delta t$), $\sigma_{bd}^2 \approx \Delta t \sigma_b^2$.

Discretization of the formal, infinite variance continuous-time “white noise” component $w$ of the standard model requires more care. If one argues that $w$ is ideally band-limited to $\frac{1}{2\Delta t}$ before sampling, then

$$E[w_k w_k] = \frac{1}{\Delta t} \sigma_w^2 = \sigma_{wd}^2 \quad (16)$$

and

$$z_k = x_k + v_k \quad (17)$$

where $v_k$ is discrete-time, zero mean white Gaussian noise of strength $\sigma_{wd}^2$. The argument that $w$ is integrated in-between samples would lead to the same result. If the measurements are simply subsampled without prior filtering, scaling $\sigma_w^2$ with $\frac{1}{\Delta t}$ is not correct. In other words, what should determine $\sigma_{wd}^2$ is the bandwidth of $w$ (determined by a correctly configured device-internal decimation stage, see Fig. 2), and not the sampling rate. Algorithm 1 summarizes the discrete-time equivalent implementation of the standard noise model. $w \leftarrow \mathcal{N}(0,\sigma^2)$ denotes a zero-mean, normally distributed random variable with variance $\sigma^2$. 
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Algorithm 1 Discrete-time equivalent of the std. noise model (5).

\[
\begin{align*}
\text{init:} & \\
\sigma_{wd}^2 & \leftarrow \frac{1}{\Delta t} \sigma_w^2 & \text{\Comment{assuming } } \nu \text{ \ is \ band-limited \ to } \frac{1}{2\Delta t} \\
\sigma_{bd}^2 & \leftarrow \Delta t \sigma_b^2 & \text{\Comment{assuming } } \tau_b \gg \Delta t \\
\Phi_d & \leftarrow \exp\left(-\frac{1}{\tau_b} \Delta t\right) \\
x_0 & \left\{ \begin{array}{ll}
0 & \text{if } \frac{1}{\tau_b} = 0 \text{ (by definition)} \\
\mathcal{N}\left(0, \frac{\sigma_b^2 \tau_b}{2}\right) & \text{otherwise}
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
& \text{for } k \leftarrow 1 \text{ to } n \text{ do} \\
& \quad w_k \leftarrow \mathcal{N}\left(0, \sigma_{bd}^2\right), \nu_k \leftarrow \mathcal{N}\left(0, \sigma_{wd}^2\right) \\
& \quad x_k \leftarrow \Phi_d x_{k-1} + w_k \\
& \quad z_k \leftarrow x_k + \nu_k
\end{align*}
\]

2.3 Manual Identification

The parameters of the standard noise model (5) can be directly read off of an Allan deviation plot under two conditions: a.) the noise can be approximated with the standard model, and b.) the noise is dominated by white noise at \( \tau_A = 1 \text{s} \). If these conditions are met, \( \sigma_w \) corresponds approximately to the Allan deviation at \( \tau_A = 1 \text{s} \) (see (8)). \( \sigma_b \) can be read off at \( \tau_A = 3 \text{s} \), as is clear from (13), and illustrated in Fig. 4. [21] describes manual procedures to identify other common noise processes, such as flicker noise (bias instability). The advantage of such manual procedures is that one can identify the characteristics of the noise process, and immediately see if the model fits the data well in terms of the Allan deviation.
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Obtaining the noise model parameters from the Allan variance or the PSD involves manually “fitting” graphs that correspond to known noise processes to the AV or the PSD that was computed from sensor data. This requires expertise. A method which can automatically identify the noise statistics will require less know-how, is less prone to error, and provides model parameters which are optimal with respect to probabilistic criteria.

The concept of maximum likelihood (ML) is well suited for problems that involve joint state, model, and noise statistics estimation, and is adopted here. ML estimators are asymptotically unbiased and attain the Cramér-Rao lower bound, even for problems that include the estimation of noise densities (discussed in detail in [68]).

3.1 The Integrated Noise Process

We propose one simple but crucial modification to the parameter identification problem. This modification allows us to apply classical maximum likelihood to identify typical noise processes in inertial sensors. Instead of estimating the parameters such that the model explains noise in the measurements directly (angular rate or acceleration), we identify the parameters such that noise in the integrated process is explained. This allows us to identify composite noise processes that span large strength- and time-scales, such as weak bias fluctuations “buried” deeply in broadband noise (a common case in MEMS inertial sensors, see [92] for a critical review of existing automatic methods). While some noise processes contribute to noise power in acceleration or rate only marginally, they can have a drastic effect on the - arguable more relevant - integrated process (i.e. the velocity, position, or angle).
3. Automatic Model Identification

3.2 Augmented Noise Model

To identify the integrated noise process, the noise model is augmented with an integrator. This increases the dimension of the model by one, but only for identification purposes. The final noise model will have the desired structure again.

We will derive the likelihood function using a continuous-time formulation of the noise model, which allows us to think about the diffusion and the correlation of the bias processes in a natural way; in terms of noise power per unit of frequency and in seconds. Our attention is restricted to linear Gaussian noise models. We formally define the augmented noise model as follows:

\[\dot{x}(t) = F(\theta)x(t) + Gw(t)\]  (18a)
\[\bar{z}(t_i) = Hx(t_i).\]  (18b)

\(\bar{z}(t_i)\) denotes the integrated measurement process (sampled at time \(t_i\)), \(x\) denotes the state of the model, \(F\) is the continuous-time “system matrix” (the desired noise model, augmented with an integrator), and \(w\) is a continuous-time Gaussian “white noise” process of strength \(Q\), \(E[w(t_i)w^T(t_j)] = Q\delta(t_i - t_j)\). \(H\) denotes the 1-by-\(p\) “measurement matrix”, and \(G\) maps the driving noise \(w\) on the state \(x\). The parameters of the model are summarized in \(\theta\) and include, in particular, also the noise densities \(Q\). Note that the standard noise model (5) can be cast into this form.

3.3 Maximum Likelihood Estimator

If the model parameters \(\theta\) were known, estimating the state trajectory \(X_m = \{x(t_0), x(t_1), \ldots, x(t_i)\}\) could be done efficiently due to the independence and the Gaussian assumption on \(w\). A Kalman filter [42] would in this case provide a sub-optimal solution for \(X_m\), and a smoother would give the optimal solution, given all measurements.
Jointly estimating the states $X_m$ and the parameters $\theta$ is more complex, but a known problem as well. [27] and [76] apply the method of Expectation Maximization (EM) to parameter estimation in general linear systems. This involves a forward-backward Kalman smoothing step to obtain estimates for $X_m$ and its covariances, followed by a simple update of the model parameters. The two steps are then iterated.

However, this method is not applicable here, since we usually require the model to have a specific form (e.g. $F$ has a specific structure, or $Q$ is diagonal, etc.). We therefore resort to the classical “innovations likelihood” formulation as used by, for example, [30].

Due to the Markov and independence properties of the model, we can write the likelihood function in innovations form as

$$p(\bar{Z}_m|\hat{\theta}) = \prod_{i=0}^{m} p(\bar{z}(t_i)|\bar{Z}_{t_{i-1}}, \hat{\theta})$$

(19)

where $\bar{z}(t_i)$ denotes the value of the integrated noise process at time $t_i$, and

$$\bar{Z}_{t_i} = \{\bar{z}(t_0), \bar{z}(t_1), \ldots, \bar{z}(t_i)\}.$$  

As we will see later, $\bar{z}$ need not be uniformly sampled in time, hence $\Delta t_i = t_i - t_{i-1}$ is not necessarily constant. For the ML log method, the measurement sequence is divided into $m$ logarithmically increasing time-steps such that the entire sequence of $n$ measurements is spanned.

Evaluation of (19) requires an expression for the conditional expectation of the mean and the covariance of each $\bar{z}(t_i)$. Given the model parameters $\theta$, they can be computed exactly. From time $t_{i-1}$ to $t_i$, $\bar{z}(t)$ formally evolves as follows:

$$\bar{z}(t_i) = H\mathbf{x}$$

$$\left[\Phi(t_i, t_{i-1})(\mathbf{x}(t_{i-1}) - \Delta \mathbf{x}(t_{i-1})) + \int_{t_{i-1}}^{t_i} \Phi(t_i, s)w(s)ds\right]$$

(20)
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where

$$\Phi(t_i, t_{i-1}) = \exp(F \Delta t_i)$$ \hspace{1cm} (21)

is the state transition matrix, and \( \Delta x(t_{i-1}) = E[x(t_{i-1})| \tilde{Z}_{t_{i-1}}] - x(t_{i-1}) \)
denotes the difference between the true state \( x \) and our estimate \( \hat{x} \) at time \( t_{i-1} \).

Since the expectation of the stochastic integral in (20) is zero, the expected value of \( \tilde{z}(t_i) \) is

$$\hat{\tilde{z}}_i = E[\tilde{z}(t_i)| \tilde{Z}_{t_{i-1}}, \hat{\theta}] = H \Phi(\Delta t_i) \hat{x}(t_{i-1}).$$ \hspace{1cm} (22)

For the covariance, we find

$$E[\Delta \tilde{z}(t_i)] = H \Phi(\Delta t_i) E[\Delta x(t_{i-1}) \Delta x^T(t_{i-1})] \Phi^T(\Delta t_i) H^T +$$

$$H \int_{t_{i-1}}^{t_i} \Phi(t_i, s) E[w(s)w^T(s)] \Phi^T(t_i, s) ds H^T$$

$$= H (P_{t_{i-1}|t_{i-1}} + Q_d(\Delta t_i)) H^T$$

$$= B(t_i)$$ \hspace{1cm} (23)

where

$$\Delta \tilde{z}(t_i) = \tilde{z}(t_i) - \hat{\tilde{z}}(t_i)$$ \hspace{1cm} (24)

is the “prediction error”, and \( P_{t_{i-1}|t_{i-1}} = E[\Delta x(t_{i-1}) \Delta x^T(t_{i-1})] \) denotes
the covariance of the state at time \( t_{i-1} \), given all \( \tilde{Z}_{t_{i-1}} \). \( Q_d(\Delta t_i) \), the uncertainty in \( x(t_i) \) introduced through \( w \) since \( t_{i-1} \), is written as

$$Q_d(\Delta t_i) = \int_{t_{i-1}}^{t_i} \Phi(t_i, s) E[w(s)w^T(s)] \Phi^T(t_i, s) ds.$$ \hspace{1cm} (25)

Due to the properties of our model (linearity) and the assumptions on \( w \), all \( \Delta x(t_i) \) and \( \Delta \tilde{z}_i \) are normally distributed. The negative logarithm of the integrated process (19), the negative log-likelihood function, can therefore be written as

$$L(\hat{\theta}) = \frac{1}{2} \sum_{i=0}^{m} \left( \log B(t_i) + \Delta \tilde{z}^2(t_i) B(t_i)^{-1} \right) + c$$ \hspace{1cm} (26)
where $c$ captures terms that do not depend on $\hat{\theta}$.

The $\hat{\theta}$ which minimizes (26) is then the maximum likelihood estimate of $\theta$. Minimization is performed iteratively, where each iteration requires a filtering step using the current estimate $\hat{\theta}$. Given $\hat{\theta}$, all terms in (26) can be computed recursively using the Kalman recursions. Additional methods are proposed in [30].

In classical state and parameter estimation problems, $\log B(t_i)$ would be considered constant, and minimization of the log-likelihood would not depend on it. This is not the case here. Indeed, $\log B(t_i)$ appears naturally, and penalizes “model complexity”.

### 3.4 Implementation

To obtain $\bar{z}$, $Z_n$ (the $n$ raw, i.e. not integrated rate or acceleration measurements) are integrated numerically:

$$\bar{z}(k\Delta t) = \bar{z}((k-1)\Delta t) + \Delta tz_{k-1}$$ (27)

where $z_{k-1}$ is the $k$-th raw measurement sample and $\bar{z}(0) = 0$. Integration is performed only once, but at the base sampling rate $\Delta t$.

The “sampling pattern”, the points in time $t_i$ where $\bar{z}$ is evaluated, is a design choice. We chose a logarithmic pattern ($\Delta t_i$ increases logarithmically), but one could also argue for a uniform pattern where $\Delta t_i$ is constant. A logarithmic pattern ensures that the noise characteristics of the sensor are well modelled at any time-scale, and that the computational complexity is reasonable for long experiments. Note that only the complexity of the numerical integration of $Z_n$ depends on the number of raw measurements $n$. One evaluation of the likelihood $\tilde{L}$ has complexity linear in $m$, the number of samples in the sampling pattern, and $m \ll n$ for a logarithmic sampling pattern. For all our experiments, we chose $m = 1000$. Algorithm 2 summarizes the proposed method.

When computing $\Phi(\Delta t_i, \hat{\theta})$ and $Q_d(\Delta t_i, \hat{\theta})$, it is important to consider that the strengths and correlation times of noise processes in
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typical MEMS inertial sensors span several orders of magnitude. The broadband noise processes have short correlation times \( \ll 1 \text{s} \), while bias fluctuations often have correlation times larger than 100s. The first-order approximation, \( \Phi \approx I + F \Delta t_i \), is therefore not applicable here, since the integration time \( \Delta t_i \) can be long compared to the (broadband) dynamics in \( F \). For the same reason, the common approximation \( Q_d \approx \Delta t_i G Q G^T \) is not valid. If the order of the model is small (\( \leq 2 \)), or the model has a special structure, \( \Phi \) and \( Q_d \) can be computed analytically. Otherwise, \( \hat{\Phi}(\Delta t_i, \hat{\theta}) \) can be approximated in many ways [61], and we use a scaling and squaring method to compute it.
Algorithm 2 ML_i algorithm for automatic inertial sensor noise model parameter identification. Corresponding equations for implementation are given in brackets.

**input:** raw gyroscope or accelerometer measurements in rad/s or m/s² (unfiltered, at sampling rate) → $Z_n$

**procedure** $\text{ML}_i (\text{model}, \hat{\theta}_{\text{init}})$

1. integrate $Z_n$ numerically → $\bar{z}(k\Delta t)$  
   ▶ (27)
2. select sampling pattern (e.g. “log”) → $\Delta t_i$  
   ▶ 3.4
3. augment noise model with an integrator → F

**minimize** log-likelihood $\bar{L}$ numerically

   for $i \leftarrow 0$ to $m$ do
      1. compute state transition $\Phi(\hat{\theta}, \Delta t_i)$  
         ▶ (21), (28)
      2. compute $Q_d(\hat{\theta}, \Delta t_i)$  
         ▶ (28)
      3. compute prediction error $\Delta \bar{z}(t_i)$  
         ▶ (24)
      4. compute prediction error cov. $B(t_i)$  
         ▶ (23)
   end for

4. compute log-likelihood $\bar{L}$  
   ▶ (26)

**end**

verify model (PSD, AV)  
▶ 2.1

return $\hat{\theta}$

**end procedure**

To compute $Q_d$, the variance induced into the model from $t_{i-1}$ to $t_i$ through the integral in (25), we make use of the following relationship from [86]:

$$\exp \left( \begin{bmatrix} -F & GQG^T \\ 0 & F^T \end{bmatrix} \Delta t_i \right) = \begin{bmatrix} B & \Phi(\Delta t_i)^{-1}Q_d \\ 0 & \Phi(\Delta t_i)^T \end{bmatrix}.$$  

(28)

$Q_d$ can then be extracted from the r.h.s. of (28). Important: The expression on the l.h.s. of (28) needs to be balanced before exponentiation (for long integration times $\Delta t_i$).
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We now demonstrate that the proposed method accurately identifies noise models for different inertial sensors. Section 4.1 describes the experimental setup. In Section 4.2, noise model parameters are automatically derived from real sensor data. The identified models are analysed qualitatively, using the classical Allan variance as a reference. The performance of the proposed method is then quantified in Section 4.3, using a simulation that resembles the behaviour of one of the devices under test. The method is then compared to a competing, state-of-the-art method for noise process identification in inertial sensors. Section 4.4 assesses the validity of the models under real operating conditions.

4.1 Experimental Setup

To acquire sensor data for the experiments, the devices under test (DUTs) were attached to a rigid, non-moving object. Some of the experiments were conducted while the DUTs were mounted on a rate table, with all table axes and the temperature control equipment switched off entirely, to prevent spurious vibrations. Other sources of vibration, such as the laboratory power supply that was used to power the DUTs, were separated from the setup to prevent vibrations.

Since even a small temperature change can cause a large variation in the sensor bias (up to 100°/(h K) for low-cost MEMS devices), the experiments were conducted in a room with minimal variation in ambient temperature, although not temperature-controlled. Sensor data was only used for evaluation after a device warm-up time of ≥ 1 h. Temperature was monitored with three temperature sensors (type: MCP9804, accuracy: ±0.25°C, resolution: 0.0625°C), and recorded at a rate of 1 Hz. Sensor internal temperature, if available, was recorded along with the ambient temperature. Figure 5 shows the devices used for the experiments.
Figure 5.: Devices and laboratory equipment used during the experiments.
1. BMX055 MEMS IMU evaluation kit, 2. MTI100 MEMS IMU, 3. visual-inertial sensor unit (3a. ADIS16448, 3b. MPU9150), 4. inertial sensor assembly (4a. GG1320AN RLG, 4b. readout electronics), 5. DSP3000 FOG, 6. laboratory power supply used to power the devices under test.

All sensors we tested have a digital interface, and a maximum sampling rate of $\geq 100$ Hz. For a precise characterization of slower noise processes, the experiment durations were always $> 10$ h. Raw data was recorded without any device external decimation (i.e. at sampling rate). Device-internal settings, such as range and bandwidth, were stored along with the raw data. IEEE standard 1554-2005 [70] provides additional useful recommendations on how to design experiments involving inertial sensors in general.

4.2 Models Derived from Real Sensor Data

We now apply the ML method, proposed in Section 3, to identify noise models for real gyroscopes. We show that the automatically derived
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models are realistic by comparing their Allan variance and PSD – the classical tools in the analysis of inertial sensor noise characteristics – with the AV and non-parametric PSD computed directly from sensor data.

We employ the standard noise model (5), with the addition of a fixed, but unknown “turn-on” bias. This is important since in many low-cost MEMS gyroscopes, the turn-on bias (in the order of 1°/s) is much larger than the random bias variations that occur during operation. An alternative would be to remove the sample mean from the raw data prior to processing, as it is done in [29].

For our gyroscope at rest, we therefore derive the following model from the standard noise model:

\[
\begin{align*}
\tilde{\omega}(t) &= b(t) + v(t) + b_{on} \\
\dot{b}(t) &= -\frac{1}{\tau_b} b(t) + w(t)
\end{align*}
\]  

(29a) (29b)

where \(\tilde{\omega}\) denotes the measured angular rate, \(b\) is the sensor bias, and \(b_{on}\) models the unknown turn-on gyroscope bias. \(v\) and \(w\) are white Gaussian noise process of strength \(\sigma_w^2\) and \(\sigma_b^2\), respectively, modelling broadband noise and driving bias fluctuations. Except for the turn-on bias \(b_{on}\), the model is identical with the standard model. Figure 6 presents the gyroscope model as a block diagram.

This model can be cast in the standard integrated form (18) as follows:

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} -\frac{1}{\tau_b} & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 1 \\ 0 & 0 \\ 1 & 0 \end{bmatrix} w(t) \\
\bar{z}(t) &= \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} x(t)
\end{align*}
\]  

(30a) (30b)

where \(\bar{z}\) corresponds to the integrated rate measurement (i.e. the angle \(\hat{\Omega}\)), \(x = \begin{bmatrix} b & b_{on} & \hat{\Omega} \end{bmatrix}^T\), and \(w = \begin{bmatrix} v \ w \end{bmatrix}^T\). The model parameters are \(\theta = \{\sigma_w, \sigma_b, -\frac{1}{\tau_b}\}\). \(b_{on}\), the turn-on bias, is a nuisance parameter.
Figure 6.: Block diagram of the standard gyroscope sensor noise model for a single sensor axis (29), derived from the standard model (5). \( \tilde{\omega} \) denotes the measured angular rate, \( b \) the slowly fluctuating gyroscope bias, \( b_{on} \) a fixed but unknown turn-on bias, and \( w \) and \( v \) are white Gaussian noise processes.

### 4.2.1 Long Term Experiment

We now apply the proposed integrated maximum likelihood estimator (MLI) to > 100h of data captured with the \( z \)-gyroscope of a BMX055 MEMS inertial measurement unit (IMU) from Bosch [8]. At a sampling rate of 400 Hz, this amounts to approximately \( n = 150 \) M samples. The number of samples at which the integrated process is evaluated, \( m \), is set to 1000. The model parameters are coarsely initialized to

\[
\hat{\sigma}_b = 0 \quad (31a)
\]
\[
\frac{1}{\tilde{\tau}_b} = 0 \quad (31b)
\]
\[
\hat{\sigma}_w = \left[ \frac{1}{n} \sum_{k=0}^{n-1} (z_k - \mu_z)^2 \Delta t \right]^{\frac{1}{2}} \quad (31c)
\]
where $\mu_z$ is the sample mean of $Z_n$. In other words, the broadband noise strength is initialized with the continuous-time equivalent of the sample standard deviation of the measurements, and the initial strength of the bias process is set to zero. The same initialization procedure was used for all experiments.

Figure 7 shows the results. The non-parametric standard Allan deviation, computed directly from $Z_n$, is shown in grey. The Allan deviation corresponding to the identified model was computed analytically, and is shown in black (solid). It consists of the white noise process $\nu$ (dotted), and the exponentially time-correlated bias process $b$ (dashed).
Qualitatively, the model captures the noise characteristics at any time-scale > 0.1 s. The model does not have enough expressive power to capture the non-white process visible at $\tau \approx 2$ s, in addition to the slow bias variations at $\tau > 1000$ s. Identification of the integrated noise process ensures that the processes which are most relevant for angle noise power are captured, even if they cause less rate noise power.

Note that the bias diffusion parameter $\sigma_b$ is exceptionally small for a low-cost MEMS gyroscope (no other sensor from this class showed a better bias stability in our tests). This means that the bias fluctuations are “buried” particularly deeply in the broadband noise floor in this device. We found that the $x$ and $y$ gyroscopes of the BMX055 (not shown) perform worse than the $z$ axis (in terms of noise), due to a different, out-of-plane implementation. Table 2 summarizes the results.

Table 2.: ML$_i$ estimator results for the long term experiment with the BMX055 $z$-gyroscope.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device</td>
<td>BMX055 $z$-gyro</td>
<td>–</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>400</td>
<td>Hz</td>
</tr>
<tr>
<td>Device-Internal LPF</td>
<td>47</td>
<td>Hz</td>
</tr>
<tr>
<td>Experiment Duration</td>
<td>120</td>
<td>h</td>
</tr>
<tr>
<td>Model Parameters (ML$_i$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White Noise Strength</td>
<td>$\sigma_w$</td>
<td>20.57 $^\circ/(h \sqrt{\text{Hz}})$</td>
</tr>
<tr>
<td>Bias Diffusion</td>
<td>$\sigma_b$</td>
<td>$1.20 \times 10^{-6}$ rad/(s$^2 \sqrt{\text{Hz}}$)</td>
</tr>
<tr>
<td>Bias Correlation Time</td>
<td>$\tau_b$</td>
<td>659.02 s</td>
</tr>
</tbody>
</table>

Remark: Given the model parameters, we can compute the rate
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Table 3.: Summary of repeated experiments with the BMX055 z-gyroscope, processed with ML. The statistics are computed from ten 12h datasets.

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Noise</td>
<td>$\sigma_w$</td>
<td>21.66</td>
<td>0.66</td>
</tr>
<tr>
<td>Bias Diffusion</td>
<td>$\sigma_b$</td>
<td>$1.26 \times 10^{-6}$</td>
<td>$0.15 \times 10^{-6}$</td>
</tr>
<tr>
<td>Bias Corr. Time</td>
<td>$\tau_b$</td>
<td>530.51</td>
<td>73.90</td>
</tr>
</tbody>
</table>

Noise power generated by the band-limited white noise and the bias noise process. Assuming a bandwidth of 47Hz, broadband noise accounts for $2 \cdot 47\text{Hz} \cdot (9.97 \times 10^{-5} \text{rad}/(\text{s} \sqrt{\text{Hz}}))^2 = 9.35 \times 10^{-7} \text{rad}^2/\text{s}^2$, or 0.0554°/s RMS. The bias fluctuations account for only $\frac{\sigma_b^2 \tau_b}{2} = 4.76 \times 10^{-10} \text{rad}^2/\text{s}^2$, or 0.0012°/s RMS rate noise. This corresponds to a broadband to bias rate noise power ratio of $\approx 2000 : 1$, or 33dB.

4.2.2 Repeatability

To confirm that the proposed method is repeatable, we applied it to ten datasets from the same device. The duration of each dataset is 12h.

Figure 8 shows the results. The sample based Allan deviations are shown in grey, and those corresponding to the identified models are shown in black (solid). Qualitatively, the resulting models have similar characteristics across the entire time-scale. The flickering tendency at long integration times cannot be captured with the model. The estimates of the broadband noise strength ($\sigma_w$) are more repeatable than the estimates of the parameters related to the slow bias fluctuations ($\sigma_b$ and $\tau_b$).

$\sigma_b$ and $\tau_b$ are inherently more difficult to estimate, since the likelihood function has a “flatter optimum” with respect to these param-
Figure 8.: Repeatability: Allan deviations of ten 12h datasets captured with the z-gyroscope of the BMX055 IMU. Grey: non-parametric estimates of the Allan deviations. Black: Allan deviations corresponding to the models that were automatically identified using $ML_i$.

eters, even for long observations. In other words, a larger range of parameters explains the long-term behaviour of the observed sample path well. The best point estimate is therefore more sensitive to the specific realization of the noise process that was observed. The sample-based Allan deviation also suffers from this, as Fig. 8 shows. Table 1 summarizes these results. Note that the statistics of the parameter estimates that are indicated are computed using estimation results from different datasets. $ML_i$ itself does not provide estimates of parameter uncertainties.
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4.2.3 Testing with Different Devices

The proposed estimator was tested on different gyroscopes, again using the standard noise model (29). Figure 9 shows the Allan deviation for one of the axes of each of the devices under test. For multi-axes devices, the axis which is perpendicular to the device footprint (typically \( z \)) is shown. This is important since for single chip MEMS devices, in contrast to e.g. the ADIS16448 or the MTI100, the performance between in-plane and out-of-plane axes often varies. Table 4 lists the identified parameters (for all axes).

Qualitatively, in terms of the Allan deviation, \( \text{ML}_1 \) captures the noise processes well, considering the expressive power of the standard model. With one exception: the noise governing the GG1320AN dithered ring laser gyroscope [26] can not be adequately modelled with the standard noise model (since it is dominated by white angle noise at the time-scale of interest). This shows that the method can only be used for a fair comparison of inertial sensor noise performance if the assumed noise model structure is applicable.

4.2.4 Noise Processes near the Sampling Frequency

Many MEMS inertial sensors have device-internal, digital filtering and sub-sampling stages that \textit{decimate} the measurements before readout, see Fig. 2. The decimation stage is often configurable, and allows the engineer to select a combination of bandwidth and output sampling rate. This has two important implications: a.) a significant \textit{delay} can be introduced, depending on the selected bandwidth and filter architecture. An extreme bandwidth setting of 12Hz, for example, can introduce a delay > 30ms. If the inertial data is combined with e.g. precise 2D landmark observations from a camera system, this needs to be accounted for. b.) The decimation stage introduces additional dynamics in the noise processes (close to the sampling frequency). An automatic noise model parameter estimation mechanism that works on rate or acceleration directly will aim to model these dynamics –
Figure 9.: Allan deviations of different gyroscopes under test (for multi-axes devices, only the gyroscope z-axis is shown). The sample based Allan deviations are shown in pastel, with an overlay of the Allan deviations that correspond to the identified standard noise models (ML_i).

since it is designed to explain rate or acceleration noise power. As a result, the method may quickly fail to capture weak bias fluctuations, even though they contribute more significantly to noise in the integrated process. In contrast, ML_i copes well with such cases, since it
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Table 4.: Parameters of the standard noise model (5), identified with the proposed ML estimator, for different devices.

<table>
<thead>
<tr>
<th>Device</th>
<th>Axis</th>
<th>$\sigma_w$ (rad/(s $\sqrt{\text{Hz}}$))</th>
<th>$\sigma_b$ (rad/(s$^2 \sqrt{\text{Hz}}$))</th>
<th>$\tau_b$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPU9150</td>
<td>x-gyro</td>
<td>$7.28 \times 10^{-5}$</td>
<td>$1.25 \times 10^{-5}$</td>
<td>$4.9 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>y-gyro</td>
<td>$7.47 \times 10^{-5}$</td>
<td>$8.73 \times 10^{-6}$</td>
<td>$6.6 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>z-gyro</td>
<td>$5.83 \times 10^{-5}$</td>
<td>$3.25 \times 10^{-6}$</td>
<td>$2.3 \times 10^3$</td>
</tr>
<tr>
<td>MPU6500</td>
<td>x-gyro</td>
<td>$1.42 \times 10^{-4}$</td>
<td>$5.66 \times 10^{-6}$</td>
<td>$1.7 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>y-gyro</td>
<td>$1.08 \times 10^{-4}$</td>
<td>$1.09 \times 10^{-5}$</td>
<td>$6.0 \times 10^2$</td>
</tr>
<tr>
<td></td>
<td>z-gyro</td>
<td>$1.12 \times 10^{-4}$</td>
<td>$1.42 \times 10^{-5}$</td>
<td>$5.9 \times 10^3$</td>
</tr>
<tr>
<td>BMX055</td>
<td>x-gyro</td>
<td>$1.24 \times 10^{-4}$</td>
<td>$1.65 \times 10^{-6}$</td>
<td>$5.4 \times 10^2$</td>
</tr>
<tr>
<td></td>
<td>y-gyro</td>
<td>$1.99 \times 10^{-4}$</td>
<td>$2.41 \times 10^{-6}$</td>
<td>$2.4 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>z-gyro</td>
<td>$9.97 \times 10^{-5}$</td>
<td>$1.20 \times 10^{-6}$</td>
<td>$6.6 \times 10^2$</td>
</tr>
<tr>
<td>MTI100</td>
<td>x-gyro</td>
<td>$1.49 \times 10^{-4}$</td>
<td>$2.78 \times 10^{-5}$</td>
<td>$1.5 \times 10^2$</td>
</tr>
<tr>
<td></td>
<td>y-gyro</td>
<td>$2.16 \times 10^{-4}$</td>
<td>$1.06 \times 10^{-5}$</td>
<td>$2.1 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>z-gyro</td>
<td>$1.54 \times 10^{-4}$</td>
<td>$1.26 \times 10^{-5}$</td>
<td>$3.1 \times 10^2$</td>
</tr>
<tr>
<td>DSP3000</td>
<td>–</td>
<td>$1.56 \times 10^{-5}$</td>
<td>$2.01 \times 10^{-7}$</td>
<td>$3.1 \times 10^3$</td>
</tr>
<tr>
<td>ADIS16448</td>
<td>x-gyro</td>
<td>$1.75 \times 10^{-4}$</td>
<td>$1.55 \times 10^{-5}$</td>
<td>$4.0 \times 10^2$</td>
</tr>
<tr>
<td></td>
<td>y-gyro</td>
<td>$1.64 \times 10^{-4}$</td>
<td>$1.27 \times 10^{-5}$</td>
<td>$2.9 \times 10^2$</td>
</tr>
<tr>
<td></td>
<td>z-gyro</td>
<td>$1.73 \times 10^{-4}$</td>
<td>$1.61 \times 10^{-5}$</td>
<td>$5.0 \times 10^2$</td>
</tr>
</tbody>
</table>

tries to explain the integrated process itself.

Figure 10 shows the PSD of the BMX055 z-gyroscope measurements close to the sampling frequency. A non-parametric estimate of the PSD, computed using Welch’s method [90], is shown in grey for
frequencies from 1 Hz to 200 Hz (half the sampling frequency). The effect of a decimation stage, with a cut-off frequency setting of 47 Hz, is clearly visible; it limits the bandwidth of the broadband noise. If required, these processes can be identified using any of the classical methods. Once the model parameters are identified, the exact PSD of the process generated by the model can be computed. The PSD corresponding to the identified model of order one and two are shown in black.

Since the dynamics of these processes are usually faster than the rate at which information from an aiding sensor, e.g. a camera, is incorporated, they are usually not part of an inertial sensor model.
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4.3 Simulations

This section uses simulated data to analyse the proposed estimator quantitatively. The simulation resembles, to some extent, the noise characteristics of one of the devices analysed in Section 4.2: the z-gyroscope of the BMX055 MEMS IMU. The standard model (29) is used, with parameters drawn according to the values reported in Table 1. In contrast to the experiments in the previous sections, we now have access to the true noise model parameters $\theta$.

4.3.1 Comparison with Direct Methods

Figure 11 shows the statistics of the bias diffusion strength $\sigma_b$ (top) and the bias correlation time $\hat{\tau}_b$ (bottom) estimates, for different estimators. The bias diffusion strength $\sigma_b$ was varied in order to emulate increasing levels of bias fluctuation, while $\sigma_w$ and $\tau_b$ were held constant. The lowest $\sigma_b$ of $1.15 \times 10^{-6}$ rad/(s$^2$ $\sqrt{\text{Hz}}$) corresponds approximately to the bias diffusion of the BMX055 gyroscope (see Table 1) – a small value for this class of sensors and this level of broadband noise.

For high levels of bias diffusion, all methods perform well, including classical maximum likelihood on uniformly sampled rate noise (ML uniform). Once the bias fluctuations approach realistic values, identification of the integrated (angle) noise process (ML$_i$) has an advantage. The logarithmic sampling strategy of the ML$_i$ log estimator, favouring models which represent the noise characteristics at any time-scale, leads to accurate estimates of the bias diffusion strength and the bias correlation time at all levels of bias diffusion. The characteristics of the broadband noise processes were estimated accurately in all configurations (not shown).

4.3.2 Comparison with other Methods

We now compare the proposed estimator with the state-of-the-art “Generalized Method of Wavelet Moments” (GMWM), developed
Figure 11.: Estimated sensor bias diffusion ($\hat{\sigma}_b$) and correlation time ($\hat{\tau}_b$) for classical (ML) and integrated (ML$_i$) maximum likelihood methods, using uniform (uniform) and logarithmic (log) sampling schemes, for varying levels of bias diffusion.
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specifically for the identification of such noise processes [29], and applied extensively to inertial sensor noise modelling [78]. GMWM provides models which are accurate across all time-scales by decomposing the measurements in a wavelet basis. It can also be used to identify more complex noise processes, such as quantization noise and bias instability (flickering), something our method is not capable of.

GMWM requires the selection of a specific wavelet basis, and the choice has an influence on the resulting parameter estimates. Our method, on the other hand, requires the selection of a sampling pattern. The pattern also has an influence on the parameter estimates, since it will ultimately determine the time-scales at which the model is forced to represent the observed (integrated) noise process well.

Figure 12 shows a comparison of the two methods, again using a simulation of the standard model (29) with parameters derived from Table 1. Both methods were employed on ten simulated datasets with a length of 12 h each. The resulting estimates are shown in grey (ML_i) and white (GMWM).\(^2\)

The broadband noise strength \(\sigma_w\) is estimated accurately by both methods. The bias diffusion \(\sigma_b\) is generally estimated less accurately, and the estimates provided by the GMWM appear slightly biased. The bias correlation time \(\tau_b\), a difficult parameter to estimate for this noise process (see Section 4.3), is estimated to within approximately \(\pm 120\) s of \(\tau_b = 530\) s.

4.4 Device Characteristics under Normal Operating Conditions

Two important questions remain unanswered:

1. Do the noise models still capture the sensor errors well enough

\(^2\text{An implementation of GMWM [29] was provided by the “Geodetic Engineering Laboratory” (Ecole Polytechnique Fédérale de Lausanne).}\)
under normal operating conditions, i.e. when the sensor is in motion?

2. Can we actually achieve the performance predicted by the noise model, with and without device calibration?

To address these questions, a series of experiments were conducted, with the aim to give a qualitative insight into the different sources of error in low-cost inertial sensors.

4.4.1 Devices under Motion

We first conduct an experiment where the sensors undergo arbitrary motion. The experiment relies on our visual-inertial sensor unit [64], shown in Fig. 4. The unit incorporates several MEMS IMUs, synchro-
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The IMUs were sampled at 200Hz, the cameras at 20Hz. The cameras were calibrated intrinsically prior to the experiments, using Kalibr. Target observations with the camera system then provided a noisy, potentially biased through inaccuracies in camera in- and extrinsics, but error-bounded ground-truth for the orientation and the position of the sensor unit with respect to the target, at a rate of 20Hz.

Figure 1 shows a schematic overview of the experimental setup. To make a precise statement about the accuracy of the inertial sensor data under motion, the following parameters have to be estimated:

\[ p_B(t), q_B(t), v_B(t) \]

Pose and velocity of the sensor units (body) frame \( B \), expressed in an inertial frame of reference \( I \). \( B \) coincides with the input reference axes of the IMU.

\[ b_{PC}, q_{CB} \]

Camera \( C \) to IMU transformation.

\[ q_{TI} \]

The orientation of the calibration target \( T \) with respect to the gravity vector \( g \) (two degrees of freedom).

\[ t_{BC} \]

A fixed time-difference between the cameras and the IMUs (IMU internal delays).

\[ C_I \]

IMU intrinsic calibration parameters (scale factors, axes misalignment).

\[ b_g(t), b_a(t) \]

Gyroscope and accelerometer biases.
All of these states and parameters were estimated using a classical, discrete-time maximum likelihood (batch) estimator. The estimator incorporates all measurements (i.e. every sample from the gyroscope and the accelerometer, and all undistorted 2D camera observations of corners in the visual target). The states were estimated at each time-instance at which a camera frame was captured. The parameters, such as the camera to IMU extrinsics or the IMU calibration parameters, were assumed fixed but unknown, and estimated at the same time. Up to linearisation, and under the assumption that the sensor models that were used are correct, this estimator is asymptotically optimal. The details of the estimator are not discussed in this report.

Figure 15 shows the difference between the gyroscope integrated attitude, and the attitude which was estimated using only observations from the cameras. Following the “full batch” estimation, outlined above, the state of the system was fixed at $t_0$ to the estimate from the full batch estimator (at $t_0$). The initial covariances of the sensor biases were obtained from the respective elements of the inverse information matrix of the estimator [41]. The state was then integrated using only inertial measurements (from the gyroscopes and accelerometers). The orientation of the cameras with respect to the target (computed using the cameras only) was transformed using the estimated parameters of the camera-IMU extrinsics, time delay, and orientation of the target.
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Figure 14.: Schematic overview of the experiment involving the visual-inertial sensor unit and the calibration target. Once the setup is accurately calibrated, errors in the (moving) inertial sensors can be quantified.

with respect to gravity. Shown in Fig. 15 is the square root of the variance of the rotation (magnitude) between the two frames.

Also shown is the uncertainty as predicted by the automatically identified IMU noise model (dashed). The variance of the model was computed numerically (to first order). The predicted uncertainty is composed of a.) an angular random walk component due to the white noise part of the model, b.) the integrated bias processes, and c.) uncertainty in the state (biases) of the model at $t_0$, the beginning of integration.

The square root of the variance of the integrated attitude for the uncalibrated device (averaged over five experiments) is larger than predicted by the model. This indicates that the pure noise model is too optimistic, and does not account for errors that are introduced once the uncalibrated device is in motion. This is not surprising, considering the scale of the deterministic errors that are present in a sensor of this class. Gyroscope axes misalignment angles, for example, were estimated to be in the order of $0.5^\circ$. In other words, even a small rate
Figure 15.: Attitude error (RMS) for five experiments with the visual-inertial sensor unit in motion. Black (dashed): predicted square root of the integrated attitude error, computed using the automatically identified gyroscope noise models. Grey: differences between the integrated attitude (calibrated and un-calibrated) and the attitude estimated with the camera system. \( \hat{\sigma} \): approximate uncertainty in the transformed camera attitude estimates (determined from this figure).

on one axis may cause an almost instantaneous apparent “bias” on on other axis which, considering only the static noise model, would be very unlikely to occur. Clearly, the errors introduced through deterministic errors depend on the motion.

Also shown are the results from the same experiment, but incorporating IMU intrinsic calibration terms in the integrator (scale factors and misalignment). This leads to a better agreement between predicted (model) variance and measured variance. Indeed, the performance of the gyroscopes are in the order of the performance predicted by the static noise model.
4. Experiments

4.4.2 Temperature

The results presented above suggest that IMU intrinsic calibration reduces the deterministic errors in the inertial data. Indeed, a low-cost MEMS IMU IC outperformed a factory-calibrated IMU that consists of several single-axis (MEMS) gyroscopes and accelerometers – simply due to better noise performance. It is crucial to note, however, that the experiments were conducted at constant temperature (and no temperature-cycles in-between experiments), and with smooth motion (no vibrations). In practice temperature may vary rapidly, not only due to changes in ambient temperature, but also due to device internal temperature changes.

Temperature plays an important role in MEMS inertial sensors, and its influence can quickly invalidate the noise model. We show this with the example sensor sensitivity changes as a function of temperature. To this end, we conducted experiments on a three-axis rate table with a temperature chamber [1]. Temperature was ramped from room temperature to approximately 65 °C, while 42-element motion profiles (based on the classical 18-element sequence proposed in [15]) were executed repeatedly. The total experiment duration is below 1 h per three axis device (either angular rate or acceleration, since the motion profile is not the same). Extrinsic (IMU input reference axes to rate table) and IMU intrinsic calibration parameters were jointly estimated.

Figure 16 shows the change in the scale factor (the sensitivity) of one of the MEMS gyroscopes we tested [8]. This particular device showed a change in the scale factor with temperature of up to 150 ppmK⁻¹. In the same sensor, a gyroscope bias temperature sensitivity of up to 40°/(h K) was registered (not shown). For typical operating conditions, such temperature induced bias changes can easily outweigh the random bias variations captured with the noise model. This is one of the reasons why low-cost inertial sensor noise model parameters are often considered “tuning parameters”. It is also
apparent that device calibration, if performed at constant temperature, is only valid for this temperature range, and may even increase error if applied at a different operating temperature. [55] addresses this (in a visual-inertial SLAM context), by tracking IMU intrinsic model parameters (scale factors, misalignment, and g-sensitivity) on-line.

5. Conclusion

This report presented a method to automatically identify the parameters of inertial sensor noise models. By identifying noise processes according to their contribution to the integrated process, processes that span many time- and strength scales were easily captured with
Acknowledgements

A classical maximum likelihood estimator. The resulting models are accurate at an attitude, velocity, or position level, and are therefore appropriate for usage in sensor fusion applications.

A qualitative analysis of the method on different devices showed that it performs well on real sensor data. An experiment involving a visual-inertial sensor unit demonstrated the usefulness of the method for practical applications. And a quantitative analysis, based on simulated data, highlighted the capability of the method to accurately characterize challenging composite noise processes.

We also concluded that the derived error models are too optimistic for uncalibrated devices under real operating conditions. A useful extension of this work would therefore be to automatically tune noise model parameters under these conditions. In a visual-inertial estimation context, for example, a joint optimization of deterministic and stochastic model parameters is possible – in principle.
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Non-Parametric Extrinsic and Intrinsic Calibration of Visual-Inertial Sensor Systems
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Abstract

This article presents a solution for extrinsic and intrinsic calibration of visual-inertial sensor systems. Calibration is formulated as a joint state and parameter estimation problem of a continuous-time system with discrete-time measurements. A maximum likelihood estimator is derived to estimate the transform between cameras and inertial sensors, temporal alignment, and inertial sensor intrinsic parameters such as scale factors, axes misalignment, and sensor noise characteristics. The estimator is simple to implement, consistent, and asymptotically attains the Cramér-Rao lower bound. In contrast to existing methods it requires no tuning parameters. Detailed results from repeated calibration experiments with a camera-IMU system are reported, and compared with results obtained from a modern, parametric method. We reach a precision of less than 1 mm
in extrinsic translation, 1 mrad in orientation, and 10 μs in time shift – within a calibration window of 20 s.
1. Introduction

Visual-inertial sensor units are a popular choice for localisation and mapping systems since the combination of these complementary sensing modalities leads to increased robustness and accuracy. However, calibration is required to optimally leverage the measurements of all sensors. Exact knowledge of the transform between the sensors is vital [52]. Most precise systems also align the sensor data temporally to compensate for camera exposure time and inertial measurement unit (IMU) intrinsic delays [25].

While most visual-inertial localisation and mapping frameworks employ an intrinsic calibration for the camera, intrinsic calibration for the inertial sensors is rarely considered in this context (with some notable exceptions, e.g. [54]). To mitigate the problem, factory calibrated IMUs are used [64], or the inertial sensor noise model parameters are tuned to account for unmodelled effects in the gyroscopes and accelerometers [89].

Many modern localisation and mapping systems employ low-cost, micro electromechanical (MEMS) chip gyroscopes and accelerometers. Due to the technologies used, these can exhibit significant scale factor (sensitivity) and misalignment errors (in the order of 1% and 1°, respectively), see [47]. Once the sensor unit undergoes motion, these terms cause correlated errors which quickly render a purely stochastic sensor model invalid. This leads to errors in the extrinsic calibration and to suboptimal performance.

Our contribution is a probabilistic framework for the joint estimation of sensor extrinsic and IMU intrinsic calibration parameters. Including IMU intrinsic parameters into the entire calibration procedure improves the quality of the calibration, and allows us to achieve an overall performance which is limited largely by the sensor’s noise performances alone. The novel method we present requires no tuning parameters and is optimal with respect to stringent probabilistic
criteria. The specification of probabilistic models for those calibration parameters which are considered constant is not necessary.

Instead of exposing the sensors to a precise motion profile, for example on a rate table, calibration is performed using a visual calibration target and arbitrary motion of the sensor unit. Calibration is then treated as a state and parameter estimation problem of a continuous-time, non-linear system with discrete-time, noisy measurements. We develop an estimator based on the maximum likelihood (ML) principle to jointly compute the state trajectory, extrinsic calibration parameters, IMU intrinsic calibration parameters, and sensor time delays. This batch type estimator uses all available measurements and is optimal in the ML sense up to linearisation errors.

Quantitative results from repeated experiments provide an insight into achievable calibration accuracy, and show the typical range of deterministic errors in consumer MEMS gyroscopes and accelerome-

Figure 1.: Visual-inertial sensor system in front of a visual calibration target. The camera C and the IMU are rigidly attached to the sensor unit’s body frame $B$, which coincides with the IMU’s input reference axes. Gyroscopes and accelerometers measure the unit’s angular rate and acceleration, while the camera observes target points $L_m$ from target $T$. 
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2. Related Work

Calibration of camera-IMU systems is receiving considerable attention, mostly due to their use in modern localisation and mapping frameworks. Accordingly, this section presents an overview of existing calibration algorithms with a focus on methods that go beyond the calibration of the relative position and orientation of the sensors. The approaches can be distinguished in terms of i) the type of estimator, e.g., recursive or batch ii) calibration parameters: extrinsics, intrinsics, temporal alignment iii) parametric or non-parametric representations of the sensor unit’s motion and bias processes iv) on-line...
or off-line methods v) calibration infrastructure: natural landmarks, visual calibration target, and other equipment.

Early works by Alves et al. [5] and Lobo et al. [56] rely on dedicated hardware (a pendulum and a rate table, respectively) to determine the relative pose (position and orientation) between a camera and an IMU, and IMU intrinsic parameters. The different calibration parameters are estimated independently in both approaches, which is suboptimal. In contrast, the method we present requires only a visual calibration target (a checkerboard, for example), which simplifies the calibration process.

Mirzaei et al. [59] present a calibration method based on an extended Kalman filter (EKF), using a visual calibration target and handheld motion. The calibration parameters (extrinsics) are incorporated into the system state and estimated along with the pose, velocity, and sensor biases. An extension to a full batch solution is also proposed but does not include sensor intrinsic parameters. Kelly et al. [46] present a similar approach using an unscented Kalman filter. In addition, they propose an extension by using only natural landmarks, without the need for a calibration target. Zachariah et al. [93] use a sequential linear filter based on a sigma point Kalman filter and additionally track IMU intrinsic calibration parameters. Li et al. [55] recently proposed an EKF based method to estimate a multitude of calibration parameters of a rolling-shutter camera-IMU setup. Li includes IMU and camera intrinsics, as well as time delays into the system state. This filter based method works on-line and requires no calibration infrastructure.

These methods require the specification of initial uncertainties for the state of the sensor unit as well as the calibration parameters. This is not required for our method. In addition, probabilistic models that describe the evolution of the calibration parameters in time need to be specified and tuned in these works. This is the case since even those calibration parameters which are assumed to be fixed are part of the state. In contrast, our method allows for parameters to be
considered “fixed but unknown” and does not require the specification of a probabilistic model for these parameters.

In contrast to these recursive methods, Hol et al. [33] treat calibration as a gray-box system identification problem. A full state and state covariance of the system are propagated using the IMU, and a linearised cost function with visual residuals (from checker board observations), weighted according to their predicted covariance, is minimised with respect to the camera-IMU extrinsic calibration parameters. This approach is similar to our method, but it does not include IMU intrinsic parameters.

Furgale et al. [25] propose a full maximum likelihood estimator to determine sensor extrinsics and a time delay between camera and IMU. The method uses a parametric representation of the unit’s motion and its sensor biases (B-splines). This enables sophisticated calibration features and direct computation of inertial measurement residuals. We will refer to this method as Kalibr, since a corresponding toolbox was released under this name\(^1\). Krebs [50] extends this work by including IMU intrinsic calibration parameters and is similar to our work in terms of sensor modelling. Rehder [71] pushes further to leverage the parametric spline representation of the sensor unit’s trajectory to determine the position of individual accelerometers. In contrast to [71], we cannot estimate the position of individual accelerometers. We do not estimate angular accelerations which renders our method unsuitable for the estimation of such parameters. However, extensions to our method to address this are feasible.

These parametric methods require that the sensor unit’s trajectory and the sensor biases are well approximated with the selected basis functions. They also require the specification of a knot density which in turn depends on the motion. This is not the case for the method presented here. In addition, our method has the advantage that “inertial residuals” are only computed at time instances where visual

\(^1\)Kalibr is available at www.github.com/ethz-asl/kalibr (April 2016).
target points are detected and inertial measurements are integrated in-between.

3. The Visual-Inertial Sensor System

A typical visual-inertial sensor system is comprised of one or more cameras $C_i$ which are rigidly connected to a strapdown IMU. We define a moving body coordinate frame $B$ on the sensor unit such that it coincides with the IMU’s input reference axes (IRA). Fig. 1 illustrates the sensor system in front of the calibration target $T$. The corresponding notation is briefly introduced in Section 3.1. As the sensor unit moves, the camera observes points from the calibration target through a projection onto its camera image plane, where the observations are corrupted by noise. The corresponding camera measurement model is summarised in Section 3.2. At the same time, the noisy gyroscopes and accelerometers measure the sensor unit’s angular rate and acceleration. The corresponding gyroscope and accelerometer sensor models are described in Section 3.3.

3.1 Notation

We denote a vector $\overrightarrow{CL}$, expressed in $B$, as $Bp_{CL}$. The vector $Bp_{CL}$ is transformed to an other coordinate frame $I$ as follows

$$I p_{CL} = C_{IB} B p_{CL}$$

(1)

where $C_{IB}$ is the direction cosine matrix that transforms vectors from $B$ to $I$.

We use Hamiltonian unit quaternions $q$ for a non-minimal but singularity free representation of rotations:

$$q = \begin{bmatrix} q_w & q_x & q_y & q_z \end{bmatrix}^T = \begin{bmatrix} q_w / q \end{bmatrix}$$

(2a)
where $q_w$ denotes the real and $\bar{q}$ the imaginary part of $q$. The direction cosine matrix $C(q)$ is computed from $q$ as follows

$$C(q) = q_w^2 I_{3\times3} + 2q_w [\bar{q} \times] + [\bar{q} \times]^2 + qq^T \quad (3)$$

where $[\cdot \times]$ denotes the skew-symmetric operator [84]:

$$[\bar{q} \times] = \begin{bmatrix} 0 & -q_z & q_y \\ q_z & 0 & -q_x \\ -q_y & q_x & 0 \end{bmatrix} \quad (4)$$

### 3.2 Camera Measurement Model

The target points (e.g. checker board corners) $T p_{Tlm}$, or $T p_{Lm}$ in short, $m = 1, \ldots, M$, are given in the target’s reference frame $T$. The transform between $T$ and the “world” frame $I$ is fixed, but unknown. The translational part is unobservable and hence we set the origin of $T$ to coincide with $I$. $I$ is aligned with gravity, and the orientation of $T$ with respect to gravity (the nuisance parameter $q_{TI}$) is included in the estimation problem to avoid a precise, manual alignment of the calibration target.

For the observation of the $m$th target point in the unit image plane of the camera at time-step $k$, $z_{km} \in \mathbb{R}^2$, we write:

$$z_{km} = h(x_k, \theta) + v \quad (5a)$$

$$= \pi(C p_{Lm}) + v \quad (5b)$$

$$= \pi(C_{CB}(C_{BI}(C_{IT}T p_{Lm} - I p_B) - B p_C)) + v \quad (5c)$$

where $h(\cdot)$ denotes the camera measurement function, $x_k$ is the system state at time $t_k$ and includes the position $I p_B$ and the orientation $q_{BI}$ of $B$, and $\theta$ contains all calibration parameters. $\pi(\cdot)$ projects the target point $C p_{Lm}$, expressed in the camera frame $C$, to the camera unit image plane, given the camera intrinsic calibration parameters.
The discrete-time, white Gaussian noise process $v$ is of strength

$$E[v_k v_k^T] = R$$

with $R = \sigma_c^2 I$, where $I$ is a $2 \times 2$ identity matrix. This noise process models uncertainty in the target observations due to sensor noise, motion blur, and discretisation into pixels.

Throughout this article, we assume that the earth-fixed calibration target frame $T$ is not moving with respect to $I$. Specifically, we assume the earth’s rotational rate $\omega_e = 0$. This is a legitimate assumption, given the noise characteristics of the gyroscopes we calibrate. It has the consequence that the orientation of the target is not fully observable, and that only its orientation with respect to the gravity vector can be estimated.

### 3.3 Inertial Sensor Model

The gyroscope and accelerometer sensor models have a stochastic and a deterministic component. The stochastic (noise) model we use are described in Section 3.3.1, and the deterministic models in Section 3.3.2.

#### 3.3.1 Stochastic Model

A variety of stochastic processes are used for modelling inertial sensor noise [38]. We employ a simple model that is widely used in the context of visual-inertial sensing (for example in [53, 84, 32]): a combination of a rapidly fluctuating (white) noise process and a slowly varying, correlated noise process (a bias). A typical source for the wideband noise component in MEMS inertial sensors is electronic noise from transducer and amplifier stages, and fluctuations in drive frequency are a source for bias variation [47].

We denote the gyroscope and accelerometer noise processes as $n_g$ and $n_a$. To keep the notation simple we will not distinguish between
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random processes and a particular realisation (a sample path) of the process and write

\[ n_g = b_g + w_g \]  
\[ n_a = b_a + w_a. \]

(7a)

(7b)

\( w_g \) and \( w_a \) denote continuous-time, white Gaussian noise processes of strength \( \sigma_g \) and \( \sigma_a \).

\[ E[w_g(t_1)w_g(t_2)] = \sigma_g^2 \delta(t_1 - t_2) \]  
\[ E[w_a(t_1)w_a(t_2)] = \sigma_a^2 \delta(t_1 - t_2) \]

(8a)

(8b)

where \( \delta(\cdot) \) denotes the Dirac delta function. \( b_g(t) \) and \( b_a(t) \) denote the slowly varying bias processes, with

\[ \dot{b}_g = -\frac{1}{\tau_g} b_g + w_{bg} \]  
\[ \dot{b}_a = -\frac{1}{\tau_a} b_a + w_{ba} \]

(9a)

(9b)

where \( w_{bg} \) and \( w_{ba} \) are white noise processes of strength \( \sigma_{bg} \) and \( \sigma_{ba} \), the bias “diffusions”.

During calibration we will set the correlation times to \( \tau_g = \tau_a = \infty \). We do this for two reasons: i) low-cost MEMS gyroscopes and accelerometers exhibit turn-on biases which remain constant during the operation of the instrument (at constant temperature) but are significant (in the order of a few degrees per second and up to 0.5 m/s²). Setting the correlation times to infinity prevents us from having to estimate the turn-on biases since no a-priori mean is required for an unbounded (i.e. \( \tau = \infty \)) random walk. ii) an exponentially time-correlated process is rarely a good approximation for true bias variation which often exhibits flickering characteristics. In addition, bias variation is mostly driven by temperature changes which is itself
typically not exponentially time-correlated. Nevertheless, exponentially correlated bias processes and turn-on biases, if desired, would fit naturally into the concept presented here.

A viable procedure to obtain the noise strengths (the “sigmas”) manually using the Allan variance is given in [38]. We obtain these noise model parameters automatically using the maximum likelihood method outlined in [65]. This reduces the potential for error since it requires no user input. An alternative method is presented in [78].

3.3.2 Deterministic Model

Various, often identical, deterministic inertial sensor models exist in the literature (see, for example, [50, 15, 72, 83, 77]). A more generic accelerometer model is proposed in [54], where each accelerometer has an arbitrary orientation and scale on which the specific force is projected.

For tractability, we choose a simple model based on the model of [77]. It incorporates scale errors, axes misalignment (cross axes sensitivity), and gyroscope g-sensitivity:

\[
\ddot{\omega}(t - \Delta t_{BC}) = K_g M_g B \omega(t) + T_g a(t) + n_g(t) \quad (10a)
\]

\[
\ddot{a}(t - \Delta t_{BC}) = K_a M_a B a(t) + n_a(t) \quad (10b)
\]

where \(B \omega\) denotes the angular rate of the sensor unit \(B\) with respect to \(I\), and \(B a\) denotes the specific force, both expressed in \(B\) (i.e. the output of ideal gyroscope and accelerometer triads). The scale (\(K\)) and misalignment (\(M\)) matrices (see Fig. 2) are defined as follows:

\[
K_g = \begin{bmatrix} k_{gx} & 0 & 0 \\ 0 & k_{gy} & 0 \\ 0 & 0 & k_{gz} \end{bmatrix}, \quad M_g = \begin{bmatrix} 1 & 0 & 0 \\ \gamma_z & 1 & 0 \\ -\gamma_y & \gamma_x & 1 \end{bmatrix}
\]

\[
K_a = \begin{bmatrix} k_{ax} & 0 & 0 \\ 0 & k_{ay} & 0 \\ 0 & 0 & k_{az} \end{bmatrix}, \quad M_a = \begin{bmatrix} 1 & -\alpha_{yz} & \alpha_{zy} \\ \alpha_{xz} & 1 & -\alpha_{zx} \\ -\alpha_{xy} & \alpha_{yx} & 1 \end{bmatrix}.
\]
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![Diagram showing misalignment of gyroscope triad]

Figure 2.: Misalignment (or cross-axis sensitivity) of the gyroscope triad. The $x$-axis of the gyroscope is aligned with its corresponding input reference axis (IRA). The (approximate) small angles $\gamma$ are contained in the misalignment matrix $M_g$. Note that the input axes $x$, $y$, and $z$ are not orthogonal.

In order to capture a full misalignment between the gyroscope and the accelerometer $M_a$ contains six small angles rather than only three. This is necessary since none of the gyroscope and accelerometer axes align perfectly in general. $T_g$ is a fully populated $3 \times 3$ matrix that models static gyroscope g-sensitivity.

When data from accurate sources is fused, precise temporal alignment is essential. The visual-inertial sensor unit we used performs a shutter-centric alignment between camera frames and inertial measurements in hardware. IMU intrinsic delays, however, have to be determined from measurements. The main contributor to commercial MEMS gyroscope and accelerometer delays are device internal (digital) low-pass filters. We summarise their effect in one single, constant delay $\Delta t_{BC}$. This is an approximation, since the true delay is frequency dependent. Depending on the bandwidth of these filters (often user configurable), typical delays range from below 1 ms to 30 ms or more. This is significant and needs to be taken into account when designing precision visual-inertial estimation algorithms.
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We treat calibration as a classical state and parameter estimation problem and employ a full batch maximum likelihood (ML) estimator to obtain asymptotically optimal state and parameter estimates (up to linearisation errors).

All unknown static quantities, such as intrinsic and extrinsic calibration parameters, are summarised in $\theta$. Time-varying quantities, such as the pose of the sensor unit or sensor biases, are contained in the state $x(t)$. The value of $x(t)$ is estimated at every time instance $t_k$ where a camera frame is acquired. In-between camera frames $x(t)$ is integrated using the inertial measurements. During integration noise is injected through the gyroscope and accelerometer measurement noise processes.

The states and the parameters which are estimated are summarised in Section 4.1. The equations that link the inertial sensor measurements and the motion of the sensor unit are stated in Section 4.2, and an outline of the state and parameter estimator is given in Section 4.3.

4.1 System State and Parameters

The estimator we propose jointly estimates the full state trajectory of the system at time instances $k = 0, \ldots, K$, $x(t_k)$, as well as the extrinsic and intrinsic calibration parameters $\theta$.

The system state $x(t) \in \mathbb{S}^3 \times \mathbb{R}^{12}$ includes the body’s orientation $q_{BI}$, its position $p_B$, its velocity $v_B$, and the gyroscope and accelerometer biases $b_g$ and $b_a$:

$$x = \begin{bmatrix} q_{BI}^T & p_B^T & v_B^T & b_g^T & b_a^T \end{bmatrix}^T. \quad (11)$$

The sensor biases are included in the state since they vary over time in accordance with (9a) and (9b).
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All fixed but unknown extrinsic and intrinsic parameters are collected in $\theta$:

$$\theta = \left[ q_{CB}^T, b p_C^T, \Delta t_{BC}, q_{TI}^T, \gamma^T, k_g^T, t_g^T, \alpha^T, k_a^T \right]^T.$$ 

$q_{CB}$ and $b p_C$ denote the orientation and the position of the camera with respect to the body, $\Delta t_{BC}$ is the time delay between visual and inertial data, and $q_{TI}^T$ is the orientation of the target with respect to $I$ (i.e. gravity), see Fig. 1. $\gamma$, $k_g$, and $t_g$ contain the gyroscope misalignment small angles, scale factors, and g-sensitivities, and $\alpha$, $k_a$ are the accelerometer misalignments and scale factors. Table 1 lists all states and parameters which are estimated during calibration.

The inertial sensor noise model parameters $\sigma_g$, $\sigma_{bg}$, $\sigma_a$, and $\sigma_{ba}$ are determined automatically prior to calibration and remain fixed (see Section 5). The camera target observation uncertainty $\sigma_c$ is set to the equivalent of $1/5$ pixel to account for sub-pixel accurate target observations.

4.2 Equations of Motion

The differential equations that govern the motion of the sensor unit can be written as follows

$$\dot{q}_{BI} = \frac{1}{2} \Omega( b \omega) q_{BI}$$  \hspace{1cm} (12a)
$$b \dot{p}_B = b v_B$$  \hspace{1cm} (12b)
$$b \dot{v}_B = C(q_{BI})^T b a + b g$$  \hspace{1cm} (12c)

where

$$\Omega( b \omega) = \begin{bmatrix} 0 & -\omega_x & -\omega_y & -\omega_z \\ \omega_x & 0 & \omega_z & -\omega_y \\ -\omega_y & -\omega_z & 0 & \omega_x \\ \omega_z & \omega_y & -\omega_x & 0 \end{bmatrix}.$$
We can substitute the true body angular rates $\mathbf{B}\omega$ and accelerations $\mathbf{B}\mathbf{a}$ with the noisy, erroneous gyroscope and accelerometer measurements $\tilde{\omega}$ and $\tilde{\mathbf{a}}$ using the sensor models (10a) and (10b). In summary, we can then write

$$\dot{x} = f(x, \theta, u, w)$$

with $u = \begin{bmatrix} \tilde{\omega}^T & \tilde{\mathbf{a}}^T \end{bmatrix}^T$, and $w$ collecting all the driving white noise processes

$$w = \begin{bmatrix} w_g^T & w_{bg}^T & w_a^T & w_{ba}^T \end{bmatrix}^T.$$

### 4.3 State and Parameter Estimation

We use the maximum likelihood principle to estimate the state trajectory and the calibration parameters of the sensor unit. In other words we select the state and the parameters such that the probability of observing the measurements that have occurred is maximal. This leads to estimates which are asymptotically unbiased and attain the Cramér-Rao lower bound [58].

Consequently, we aim to solve the following optimisation problem:

$$\hat{X}_{ML}, \hat{\theta}_{ML} = \arg \max_{\hat{X}, \hat{\theta}} p(Z, U, \hat{X}, \hat{\theta})$$

where $p(\cdot)$ denotes the joint probability density function. $\hat{X}_{ML}$ and $\hat{\theta}_{ML}$ denote the maximum likelihood estimates of the state trajectory and the parameters and

$$\hat{X} = \{\hat{x}(t_0), \hat{x}(t_1), \ldots, \hat{x}(t_K)\}$$

$$Z = \{z_0, z_1, \ldots, z_K\}$$

$$U = \{u_0, u_1, \ldots, u_L\}.$$
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Table 1.: The states and the parameters which are estimated during calibration.

<table>
<thead>
<tr>
<th>States (time varying)</th>
<th>symbol</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>$q_{BI}$</td>
<td>$S^3$</td>
</tr>
<tr>
<td>Position</td>
<td>$l_{PB}$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$I_{VB}$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Gyroscope bias</td>
<td>$b_g$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Accelerometer bias</td>
<td>$b_a$</td>
<td>$R^3$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters (fixed)</th>
<th>symbol</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera-IMU orientation</td>
<td>$q_{CB}$</td>
<td>$S^3$</td>
</tr>
<tr>
<td>Camera-IMU translation</td>
<td>$B_{PC}$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Camera-IMU time delay</td>
<td>$\Delta t_{BC}$</td>
<td>$R^1$</td>
</tr>
<tr>
<td>Target orientation</td>
<td>$q_{TI}$</td>
<td>$S^3$</td>
</tr>
<tr>
<td>Gyroscope axes misalignment</td>
<td>$\gamma$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Gyroscope scale factors</td>
<td>$k_g$</td>
<td>$R^3$</td>
</tr>
<tr>
<td>Gyroscope g-sensitivity</td>
<td>$t_g$</td>
<td>$R^9$</td>
</tr>
<tr>
<td>Accelerometer axes misalignment</td>
<td>$\alpha$</td>
<td>$R^6$</td>
</tr>
<tr>
<td>Accelerometer scale factors</td>
<td>$k_a$</td>
<td>$R^3$</td>
</tr>
</tbody>
</table>

$\hat{X}$ and $Z$ collect the state estimates and camera observations of each visible target point at time instances $k = 0, \ldots, K$ (all time instances when a camera frame was captured) and $U$ contains the sampled inertial sensor measurements at time instances $t_0, \ldots, t_L$.

Since the process noise terms $w = \begin{bmatrix} w^T_g & w^T_{bg} & w^T_a & w^T_{ba} \end{bmatrix}^T$ are white $x(t)$ is Markov (strictly, this is only true later once we linearised around a nominal state trajectory and nominal parameters, since $w$ enters the system multiplicatively). Furthermore, since the camera measurement noise process $v$ is independent, the camera measure-
ments at time instance $k$ only depend on the value of $x$ at that time $t_k$. We can therefore factor the joint pdf in (14) as follows:

$$
p(Z, U, \hat{X}, \hat{\theta}) = \prod_{k=0}^{K} \prod_{m=0}^{M-1} p(z_{km} | \hat{x}_k, \hat{\theta}) \quad \text{visual} \\
\prod_{k=1}^{K} p(\hat{x}_k | \hat{x}_{k-1}, U_{k-1}, \hat{\theta}) \quad \text{inertial} \tag{15}
$$

where $x_k$ denotes the state at time instance $k$, $x(t_k)$, $z_{km}$ denotes the measurement of the $m$th visual target point at time instance $k$, and $U_{k-1}$ collects all gyroscope and accelerometer measurements in the time-interval $[t_{k-1}, t_k]$ (with current estimates of $\Delta t_{BC}$). $M$ is the total number of points in the target. $p(z_{km} | \hat{x}_k, \hat{\theta})$ is often denoted as the “measurement model” (5) and $p(\hat{x}_k | \hat{x}_{k-1}, U_{k-1}, \hat{\theta})$ as the “process model” (13).

### 4.3.1 Nominal Trajectory and Parameters

The process and the measurement models are non-linear. We therefore linearise and perturb around a nominal state trajectory $\bar{X}$ and nominal parameters $\bar{\theta}$ with an “error state” $\delta X$ and “error parameters” $\delta \theta$:

$$
\hat{x}_k = \bar{x}_k \oplus \delta x_k \tag{16a} \\
\hat{\theta} = \bar{\theta} \oplus \delta \theta \tag{16b}
$$

where the $\oplus$ operator is simply component wise addition, except for the quaternions where quaternion multiplication is used.

### 4.3.2 Minimal State and Parameter Representation

The attitude of the sensor system $B$ and two calibration parameters, the camera extrinsic orientation and the target orientation, are represented with unit quaternions; a non-minimal representation in $S^3$. 
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We therefore employ minimal coordinates \( \delta \chi_k \in \mathbb{R}^{15} \) and \( \delta \eta \in \mathbb{R}^{34} \) and mappings \( \Psi_X \) and \( \Psi_\theta \) to transform from minimal coordinates to tangent space [52]:

\[
\begin{align*}
\delta x_k &= \exp(\Psi_X(\delta \chi_k)) \quad (17a) \\
\delta \theta &= \exp(\Psi_\theta(\delta \eta)). \quad (17b)
\end{align*}
\]

The error state dynamics can then be written as:

\[
\dot{\delta \chi} = F(\bar{x}, \bar{\theta}) \delta \chi + G(\bar{x})w \quad (18)
\]

where \( F \) denotes the derivative of the state with respect to the minimal coordinates \( \delta \chi \) at a particular linearisation point \( \bar{x}, \bar{\theta} \). \( G \) maps the driving white noise processes on the state according to (7) and (9).

4.3.3 ML Calibration as a Least Squares Problem

Instead of maximising the joint pdf (15) directly we minimise its negative logarithm, the “negative log-likelihood function”. Since the system is linearised and the different noise sources are modelled as independent Gaussians, minimising the log-likelihood becomes a least squares problem:

\[
\bar{L}(\delta \chi, \delta \eta) = \sum_{k=0}^{K} \sum_{m=0}^{M-1} \Delta z_{km}^T R^{-1} \Delta z_{km} \quad \text{visual}
\]

\[
+ \sum_{k=1}^{K} \Delta \chi_k^T Q_k^{-1} \Delta \chi_k \quad \text{inertial} \quad (19)
\]

where \( \Delta z_{km} \) and \( \Delta \chi_k \) denote the measurement and (minimal) state residuals. \( R \) is the camera measurement noise covariance (6) and \( Q_k \) denotes the covariance of the state \( \delta \chi_k \), given \( \delta \chi_{k-1} \) (through the injection of gyroscope and accelerometer noise from time \( t_{k-1} \) to \( t_k \)).
To linearise we expand around $\bar{X}$ and $\bar{\theta}$ to first order. For the camera measurements residuals we find

$$
\Delta z_{km} \approx z_{km} - \left( h(\bar{x}_k, \bar{\theta}) + \frac{\partial h}{\partial \delta x_k} \delta x_k + \frac{\partial h}{\partial \delta \eta} \delta \eta \right)
$$

(20a)

$$
= \Delta \tilde{z}_{km} - \begin{bmatrix} H_{\chi_k} & H_{\eta_{km}} \end{bmatrix} \begin{bmatrix} \delta \chi_k \\ \delta \eta \end{bmatrix}
$$

(20b)

where $\Delta \tilde{z}_{km}$ denotes the measurement residual corresponding to the $m$th target point at time instance $k$, $H_{\chi_k}$ is the measurement Jacobian with respect to the state, and $H_{\eta_{km}}$ is the derivative of the measurement function for the $m$th target point at time $t_k$ with respect to the (minimal) calibration parameters (i.e. the camera-IMU extrinsics).

For the state or “inertial” residuals we write

$$
\Delta \chi_k \approx \Delta \tilde{\chi}_k - \left[ \Phi_{k-1} - I \quad J_{k-1} \right] \begin{bmatrix} \delta \chi_{k-1} \\ \delta \eta \end{bmatrix}
$$

(21)

where $\Phi_{k-1}$ denotes the “error state” transition matrix (evaluated at $\bar{X}, \bar{\theta}$) that takes $\delta \chi$ from $t_{k-1}$ to $t_k$, given the inertial measurements in this time interval. Different schemes can be used to compute $\Phi_{k-1}$ and $Q_k$, and we use a first order (Euler) method here. We compute $\Phi_{k-1}$ by concatenating state transition matrices computed to first order (i.e. $\Delta t F_l$) at every IMU measurement instance $t_l$ within $t_{k-1}$ to $t_k$. The minimal state covariances $Q_k$ are computed to first order as well. Linear interpolation of the IMU measurements is used to avoid additional time-delay due to the integration. It is also used at the border of the interval. Higher order methods may be used to improve the performance.

The derivative of the state transition with respect to the calibration parameters, $J_{k-1}$, would be zero if only the extrinsics or camera
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\[ \Delta t = 1.25 \text{ ms} \]

Figure 3.: Illustration of the maximum likelihood state and parameter estimator for calibration. At every time instance \( t_k \) a camera frame is captured, providing \( M \) target point observations \( z_{km} \). In-between frames the state is integrated starting from a nominal state trajectory \( \bar{x}_k \) and nominal parameters \( \bar{\theta} \), resulting in the visual and inertial error terms in (19).

intrinsics were estimated. If IMU intrinsic parameters are estimated \( J_{k-1} \) is non-zero. We compute the Jacobians with respect to \( \delta \eta \) at each IMU sample time and post multiply them with the remaining state
transition matrices up to time \( t_k \) to obtain \( J_{k-1} \). The derivatives with respect to the time delay parameter \( \Delta t_{BC} \) is computed in exactly the same manner.

Finally, we normalise the weighted linear least squares problem (19) by pre-multiplication with the matrix square root of the inverse of the weighting matrices \( R \) and \( Q_k \) [19]. For the residuals, we write

\[
\Delta z'_{km} = R^{-\frac{1}{2}} \Delta z_{km} \tag{22}
\]

\[
\Delta \chi_k' = Q_k^{-\frac{1}{2}} \Delta \chi_k \tag{23}
\]

and the Jacobians are weighted analogously. The maximum likelihood solution can now be obtained by solving the following over determined, linear least-squares problem:

\[
A' \begin{bmatrix} \delta \chi \\ \delta \eta \end{bmatrix} = \begin{bmatrix} \Delta \chi' \\ \Delta z' \end{bmatrix} \tag{24}
\]

with

\[
A' = \begin{bmatrix} \bar{\Phi}'_0 & -I'_1 & J'_0 \\ \vdots & \ddots & \vdots \\ \bar{\Phi}'_{K-1} & -I'_K & J'_{K-1} \\ H'_{\chi_0} & H'_{\chi_1} & \cdots & H'_{\chi_K} \\ H'_{\eta_0} & H'_{\eta_1} & \cdots & H'_{\eta_K} \end{bmatrix} \tag{25}
\]
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where \((\cdot)’\) denotes the normalised (i.e. pre-multiplied with \(R^{-\frac{1}{2}}\) or \(Q_k^{-\frac{1}{2}}\)) Jacobians. \(H_k’\) summarises the normalised camera measurement Jacobians for all target point observations at time instance \(k\).

4.3.4 Algorithm

To find the maximum likelihood solution for the full non-linear problem we successively linearise, compute the Jacobians, and solve (25) to obtain the least squares solution for \(\delta \chi\) and \(\delta \eta\). Since (25) is large but very sparse we use a sparse QR solver [18]. The state trajectory and calibration parameter estimates are then updated and the system re-linearised. This procedure is then iterated for a fixed number of iterations (see Section 5).

Initial guesses for \(\bar{X}\) and \(\bar{\theta}\) must be provided to bootstrap the estimator. In general the calibration parameters can be initialised with the default values, i.e. unit scale factors, no misalignment, and no g-sensitivity, and coarse extrinsics (no translation and time shift but an approximate orientation between camera and IMU). We initialise the orientation and position in \(\bar{X}\) with pose estimates obtained from target observations alone (where target observations are available and “zero order hold” in-between), in conjunction with the initial guesses for the camera-IMU extrinsics. Body velocities and sensor biases are initialised to zero. Step-size control or robust cost functions were not necessary for the calibration problems we encountered.

5. Experiments and Results

Calibration experiments were conducted to validate our framework and assess its performance. Ground truth was obtained where possible to evaluate the accuracy of our method. Ground truth could not be obtained for the IMU intrinsic calibration parameters. Where ground truth was not obtainable repeated trials were conducted to assess
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the precision of the estimator. Biases introduced through modelling errors are in these cases not assessed. In addition, the results were compared quantitatively with a competing, state of the art parametric calibration method (an extended version of Kalibr, denoted here as EKalibr [71]). We refer to our method as discrete maximum likelihood (DML) here.

Section 5.1 describes the experimental setup that was used for the experiments. Section 5.2 reports the inertial sensor noise model parameters that were used in the estimator and how they were determined. Section 5.3 reports calibration results for the camera-IMU extrinsics, Section 5.4 analyses the temporal alignment, and Section 5.5 the IMU intrinsic parameter estimates.

5.1 Experimental Setup

We now describe the setup that was used to conduct the experiments. It is important to highlight that temperature variation has an important effect on most inertial sensors [91]. However, this is outside the scope of this report; calibration is performed at a constant temperature only.

5.1.1 Hardware Setup

We used a visual-inertial sensor unit that provided hardware synchronised measurements from two cameras and three IMUs. Fig. 4 depicts the unit. A factory calibrated ADIS16448 MEMS IMU from Analog Devices [16] and the two consumer grade MPU9150 chip MEMS IMUs from Invensense [63] provided gyroscope and accelerometer measurements at a rate of 800Hz each. The cameras consisted of MT9V034 global shutter CMOS chips from Aptina in conjunction with BM2820 S-mount lenses with a diagonal field of view of 122°. The cameras were intrinsically calibrated prior to data collection using the camera intrinsic calibration functionality of Kalibr. Images were captured at a rate of 20 frames per second per camera. The cameras were pre-
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Figure 4.: Visual-inertial sensor unit [64] used for assessing the accuracy and precision of the proposed calibration method. An MPU9150 MEMS IMU is located behind each of the cameras, and a factory calibrated ADIS16448 IMU was attached to the unit. Photo: François Pomerleau.

triggered in order to temporally align all sensor data to the center of the camera exposure time – a core feature of the sensor unit’s FPGA firmware developed by Rehder [64].

5.1.2 Data Collection
The sensor unit was moved in front of a checkerboard with $6 \times 7$ corners and a corner spacing of 60mm for dataset collection. A total of 50 datasets with a length 20s each were captured in sequence and stored for post-processing.
5.1.3 Estimator
The camera noise parameter $\sigma_c$ was set to the equivalent of $1/5$ pixel to account for the sub-pixel accurate target point detections. The number of iterations in the algorithm was fixed to 20, step-size control and robust residual weighting were disabled. Spurious target point detections were, however, discarded prior to calibration based on a consistency check using camera observations alone.

5.1.4 Kalibr
Kalibr was run in its extended version [71]. It was configured to use the same measurements and the exact same noise parameter settings that were used in the estimator presented here.

5.2 Noise Model Parameters
The estimator we present requires gyroscope and accelerometer noise model parameters in order to compute $Q_k$ and ultimately a valid maximum likelihood estimate of the calibration parameters. If the sensor noise models are incorrect the estimator will be inconsistent, the results suboptimal, and derived parameter covariances incorrect.

It is often difficult to obtain these parameters unambiguously from data sheets particularly for low-cost devices. We therefore used the method presented in [65] to automatically determine the IMU noise model parameters for all axes of each sensor. The models were identified from sensor data captured when the sensor unit was at rest at constant room temperature. An alternative procedure to obtain these parameters using the Allan variance is presented in [38]. This procedure can lead to similar results but it is a manual method.

We picked the noise model parameters that corresponded to the worst performing sensor axis per gyroscope and accelerometer triad and then used these parameters for all axes. This is not strictly necessary and selecting individual noise model parameters instead would not increase the computational complexity. This is the case since $Q_k$
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Table 2.: Identified gyroscope and accelerometer noise model parameters for the ADIS16448 and the MPU9150 MEMS IMUs as used for the experiments.

<table>
<thead>
<tr>
<th></th>
<th>ADIS</th>
<th>MPU9150</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gyrosopes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White noise str.</td>
<td>( \sigma_g )</td>
<td>( 1.86 \times 10^{-4} )</td>
<td>( 8.94 \times 10^{-5} )</td>
</tr>
<tr>
<td>Bias diffusion</td>
<td>( \sigma_{bg} )</td>
<td>( 2.66 \times 10^{-5} )</td>
<td>( 1.08 \times 10^{-5} )</td>
</tr>
<tr>
<td>Bias corr. time</td>
<td>( \tau_b )</td>
<td>( \infty )</td>
<td>( \infty )</td>
</tr>
<tr>
<td><strong>Accelerometers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White noise str.</td>
<td>( \sigma_a )</td>
<td>( 1.86 \times 10^{-3} )</td>
<td>( 2.24 \times 10^{-3} )</td>
</tr>
<tr>
<td>Bias diffusion</td>
<td>( \sigma_{ba} )</td>
<td>( 4.33 \times 10^{-4} )</td>
<td>( 7.53 \times 10^{-5} )</td>
</tr>
<tr>
<td>Bias corr. time</td>
<td>( \tau_b )</td>
<td>( \infty )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

in (23) cannot be pre-computed in general. Fig. 5 shows the sample Allan deviation (grey) for the gyroscopes and accelerometers of the MPU9150 (MPU 0). The synthetic Allan deviations corresponding to the model parameters used by the estimator are shown in black (solid). The model’s expressive power is not large enough to capture the long-term bias fluctuations accurately but captures the noise behaviour well for short correlation times. Table 2 lists the identified noise model parameters used for the gyroscopes and accelerometers by the estimator. Note that the MPU9150, a \( 4 \times 4 \times 1 \) mm consumer IMU, compares favourably with the ADIS16448 in terms of noise performance.
Figure 5.: Allan deviation of the gyroscopes (top) and accelerometers (bottom) of the MPU9150 MEMS IMU. Conventional sample Allan deviations [3] for each sensor axis are shown in grey and Allan deviations corresponding to the noise models used for the experiments are shown in black.
5.3 Extrinsics

The translation and the rotation between camera and IMU are key parameters in visual-inertial sensor systems. The estimates for the corresponding calibration parameters are shown in Table 3. The column “intr. off” refers to the estimates when sensor intrinsic estimation is disabled (but not the delay, which is always estimated), and “intr. on” to when they were enabled.

The results for the MPU 0 and MPU 1 show that even for short calibration sequences in the order of 20s, a precision of $< 1 \text{mm}$ on all axes in translation and $< 1 \text{mrad}$ in rotation can be achieved if IMU intrinsics are estimated (see column “intr. on” in Table 3). The precision for the ADIS is lower which is most likely due to i) its poorer noise performance and ii) the fact that the ADIS relies on separate accelerometers which results in “size effects” [35] (which we do not model).

Fig. 6 depicts the printed circuit board (PCB) of the visual-inertial sensor units camera-IMU module (section “A” in Fig. 4) with the MPU9150 MEMS IMU and the Aptina MT9V034 CMOS camera chip (on top layer, not visible). Extrinsic translation estimates in $x$ and $y$ from all 50 calibration experiments, expressed in the camera reference frame, are indicated for calibration with ($\Delta$) and without ($\nabla$) IMU intrinsics. These results indicate that the extrinsics are estimated more accurately when the IMU intrinsics are taken into consideration, removing a significant bias and improving the precision of the estimates significantly. We assume that the accelerometers of the MPU9150 are not located in the center of the sensor package which could explain the offset of 1.87 mm (in mean) along the $y$ axis.

Fig. 7 summarises the calibration results for the extrinsic translation between CAM 0 and MPU 0. The corresponding ground truth was obtained from CAD data and is given with respect to the center of the IMU’s package. The figure includes calibration results from EKalibr which is also capable of estimating IMU intrinsic calibration
Figure 6.: Bottom view of the camera-IMU printed circuit board of the visual-inertial sensor unit (section “A” in Fig. 4). Translation extrinsics estimates, expressed in the camera reference frame, are indicated for calibration with (△) and without (▽) IMU intrinsics.

Despite the different nature of the two algorithms the accuracy and the precision of both methods is comparable. The estimates obtained with EKalibr contained a small number of outliers not all of which are visible in Fig. 7.

5.4 Time Delay

Table 4 summarises the time delay estimates we obtained using the method presented here (DML) with and without IMU intrinsics. It also shows the results obtained with EKalibr. Outliers from the EKalibr estimates were removed prior to computing the standard deviations.
5. Experiments and Results

Figure 7.: Camera-IMU extrinsic translation estimation error statistics using ground truth from CAD data to assess the accuracy of the calibration. The error statistics correspond to the translation between CAM 0 and MPU9150 0 and refer to the center of the MPUs sensor package.

across all calibration experiments.

The precision of the time delay estimates increases when IMU intrinsic parameters are incorporated into the calibration problem (“intrinsics on”). It is in this case in the order of $10\mu$s which corresponds to less than one-hundredth of the IMU sampling time of 1.25 ms. This is surprising given i) the different nature of the estimators, and ii) that different effects are lumped into the time delay parameter. It also highlights the importance of a precise temporal alignment between the camera and the gyroscopes. This is particularly true for systems that exhibit fast dynamics or are subject to vibrations.

The time delay estimates from DML (intrinsics on) and EKalibr are almost identical and have a similar precision. Therefore, both approaches are suitable for precise temporal alignment.
5.5 IMU Intrinsics

The estimates of the IMU intrinsic calibration parameters are shown in Table 5. The misalignment and scale factor errors of the MPU’s gyroscopes are in the order of up to 1% and 1.5°, respectively, which is significant. The misalignment and scale factor errors of the MPU’s accelerometers appear to be slightly lower. The estimation results for the g-sensitivities of the gyroscopes (not shown) are less conclusive.

The differences between the MPU 0 and the MPU 1 intrinsic parameters highlight that the intrinsic calibration parameters are device specific. The data sheet of the MPU9150 specifies a scale factor tolerance of ±3% and a cross-axis sensitivity of ±2% for the gyroscopes. The parameters we estimated are within this specification.

6. Conclusion and Future Work

We presented a novel estimator for extrinsic and intrinsic calibration of visual-inertial sensor systems. The method is accurate and requires no tuning parameters; it works directly with realistic, automatically obtained sensor noise models. We showed that the quality of the calibration improves significantly once IMU intrinsic parameters are included in the estimator. The magnitude of the estimated intrinsic calibration parameters, including time-delay, highlighted the importance of an IMU intrinsic calibration.

Including angular velocity and angular acceleration in the system state would be a useful extension of this work and facilitate estimation in more general inertial sensor configurations. Furthermore, IMU intrinsic calibration parameters are temperature dependent and not stable over the life time of the sensor unit. Thus an extension to automatic in-filed calibration will be considered in future work.
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Table 3.: Results for the extrinsic calibration parameter estimates for the MPU9150 0, MPU9150 1, and the ADIS16448, with respect to CAM 0. The standard deviations (±1σ) are computed over 50 calibration datasets and give an indication of the precision of estimator, but not its accuracy.

<table>
<thead>
<tr>
<th>device</th>
<th>parameter</th>
<th>intr. off</th>
<th>intr. on</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPU 0</td>
<td>$B_pC_x$</td>
<td>0.60 ± 1.46</td>
<td>-5.15 ± 0.58</td>
</tr>
<tr>
<td></td>
<td>$B_pC_y$</td>
<td>4.41 ± 1.19</td>
<td>7.92 ± 0.63</td>
</tr>
<tr>
<td></td>
<td>$B_pC_z$</td>
<td>-19.33 ± 1.25</td>
<td>-19.54 ± 0.65</td>
</tr>
<tr>
<td></td>
<td>$\beta_{CB_{x}}$</td>
<td>4.80 ± 1.26</td>
<td>6.78 ± 0.61</td>
</tr>
<tr>
<td>MPU 1</td>
<td>$B_pC_x$</td>
<td>0.63 ± 1.49</td>
<td>-3.73 ± 0.55</td>
</tr>
<tr>
<td></td>
<td>$B_pC_y$</td>
<td>118.25 ± 1.06</td>
<td>113.04 ± 0.60</td>
</tr>
<tr>
<td></td>
<td>$B_pC_z$</td>
<td>-26.78 ± 0.71</td>
<td>-18.60 ± 0.62</td>
</tr>
<tr>
<td></td>
<td>$\beta_{CB_{x}}$</td>
<td>-1.45 ± 1.02</td>
<td>-7.65 ± 0.52</td>
</tr>
<tr>
<td>ADIS</td>
<td>$B_pC_x$</td>
<td>34.02 ± 1.84</td>
<td>34.58 ± 1.91</td>
</tr>
<tr>
<td></td>
<td>$B_pC_y$</td>
<td>-11.95 ± 1.35</td>
<td>-9.05 ± 2.86</td>
</tr>
<tr>
<td></td>
<td>$B_pC_z$</td>
<td>0.95 ± 0.92</td>
<td>1.69 ± 3.52</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{CB_{x}}$</td>
<td>0.95 ± 1.16</td>
<td>1.42 ± 2.45</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{CB_{y}}$</td>
<td>2.98 ± 1.27</td>
<td>4.42 ± 1.86</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{CB_{z}}$</td>
<td>7.37 ± 0.53</td>
<td>5.77 ± 1.62</td>
</tr>
</tbody>
</table>
Table 4.: Mean and standard deviation of the time delay estimates $\Delta \hat{t}_{BC}$ of the MPUs with respect to CAM 0, obtained by the method proposed here (DML) and \textit{EKalibr}.

<table>
<thead>
<tr>
<th>Method</th>
<th>MPU9150 0</th>
<th>MPU9150 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DML intrinsics \textit{off}</td>
<td>$3.0226 \text{ms} \pm 24.0\mu\text{s}$</td>
<td>$2.9886 \text{ms} \pm 15.2\mu\text{s}$</td>
</tr>
<tr>
<td>DML intrinsics \textit{on}</td>
<td>$3.0306 \text{ms} \pm 9.6\mu\text{s}$</td>
<td>$3.0486 \text{ms} \pm 8.4\mu\text{s}$</td>
</tr>
<tr>
<td>\textit{EKalibr}</td>
<td>$3.0305 \text{ms} \pm 15.5\mu\text{s}$</td>
<td>$3.0321 \text{ms} \pm 8.3\mu\text{s}$</td>
</tr>
</tbody>
</table>
Table 5.: IMU intrinsic calibration parameter estimates (DML intrinsics on) for the MPU9150 0, the MPU9150 1, and the ADIS16448. Indicated are the mean and the standard deviation over 50 calibration experiments using the proposed method.

<table>
<thead>
<tr>
<th>Param.</th>
<th>ADIS</th>
<th>MPU0</th>
<th>MPU1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gyroscope</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta k_g$</td>
<td>$k_x$</td>
<td>0.68 ± 2.71</td>
<td>2.18 ± 0.59</td>
</tr>
<tr>
<td>[%]</td>
<td>$k_y$</td>
<td>-0.54 ± 2.95</td>
<td>-9.77 ± 0.51</td>
</tr>
<tr>
<td></td>
<td>$k_z$</td>
<td>2.28 ± 1.16</td>
<td>2.33 ± 0.25</td>
</tr>
<tr>
<td>$M_g$</td>
<td>$\gamma_x$</td>
<td>7.83 ± 3.19</td>
<td>1.36 ± 0.42</td>
</tr>
<tr>
<td>[mrad]</td>
<td>$\gamma_y$</td>
<td>0.73 ± 2.11</td>
<td>8.81 ± 0.59</td>
</tr>
<tr>
<td></td>
<td>$\gamma_z$</td>
<td>1.28 ± 3.01</td>
<td>-16.30 ± 0.47</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta k_a$</td>
<td>$k_x$</td>
<td>21.60 ± 6.46</td>
<td>-1.39 ± 1.51</td>
</tr>
<tr>
<td>[%]</td>
<td>$k_y$</td>
<td>-8.45 ± 13.72</td>
<td>6.19 ± 1.03</td>
</tr>
<tr>
<td></td>
<td>$k_z$</td>
<td>-3.41 ± 7.03</td>
<td>5.74 ± 1.58</td>
</tr>
<tr>
<td>$M_a$</td>
<td>$\alpha_{xz}$</td>
<td>3.12 ± 6.42</td>
<td>0.55 ± 2.39</td>
</tr>
<tr>
<td>[&quot;]</td>
<td>$\alpha_{xy}$</td>
<td>1.51 ± 4.47</td>
<td>-0.33 ± 2.17</td>
</tr>
<tr>
<td></td>
<td>$\alpha_{yx}$</td>
<td>40.20 ± 16.73</td>
<td>-2.38 ± 1.38</td>
</tr>
<tr>
<td></td>
<td>$\alpha_{yz}$</td>
<td>-7.92 ± 15.19</td>
<td>-7.29 ± 1.16</td>
</tr>
<tr>
<td></td>
<td>$\alpha_{zy}$</td>
<td>-0.79 ± 7.65</td>
<td>-5.31 ± 1.01</td>
</tr>
<tr>
<td></td>
<td>$\alpha_{zx}$</td>
<td>-10.44 ± 7.51</td>
<td>9.57 ± 1.39</td>
</tr>
</tbody>
</table>
Abstract

Robust, accurate pose estimation and mapping at real-time in six dimensions is a primary need of mobile robots, in particular flying Micro Aerial Vehicles (MAVs), which still perform their impressive maneuvers mostly in controlled environments. This work presents a visual-inertial sensor unit aimed at effortless deployment on robots in order to equip them with robust real-time Simultaneous Localization and Mapping (SLAM) capabilities, and to facilitate research on this important topic at a low entry barrier.
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Up to four cameras are interfaced through a modern ARM-FPGA system, along with an Inertial Measurement Unit (IMU) providing high-quality rate gyro and accelerometer measurements, calibrated and hardware-synchronized with the images. This facilitates a tight fusion of visual and inertial cues that leads to a level of robustness and accuracy which is difficult to achieve with purely visual SLAM systems. In addition to raw data, the sensor head provides FPGA-pre-processed data such as visual keypoints, reducing the computational complexity of SLAM algorithms significantly and enabling employment on resource-constrained platforms.

Sensor selection, hardware and firmware design, as well as intrinsic and extrinsic calibration are addressed in this work. Results from a tightly coupled reference visual-inertial motion estimation framework demonstrate the capabilities of the presented system.
1. Introduction

Many mobile robots require on-board localization and mapping capabilities in order to operate truly autonomously. Control, path planning, and decision making rely on a timely and accurate map of the robots surroundings and on an estimate of the state of the system within this map.

Accordingly, Simultaneous Localization and Mapping (SLAM) has been an active topic of research for decades [20]. Tremendous advances led to successful employments of SLAM systems on all sorts of platforms operating in diverse environments. Different interoceptive and exteroceptive sensors such as 2D and 3D laser scanners, wheel odometry, cameras, inertial sensors, ultrasonic range finders, and radar, amongst others, provide the necessary data.

Figure 1.: The SLAM Sensor unit in a fronto-parallel “stereo” configuration (front- and side-view). The sensor interfaces up to four cameras and incorporates a time-synchronized and calibrated inertial measurement system. Access to high quality raw- and pre-processed data is provided through simple interfaces.
Yet it is often a challenge to equip a platform with a reliable and accurate real-time SLAM or state estimation system that fulfills payload, power, and cost constraints. A “plug-and-play” SLAM solution that achieves all requirements and runs robustly under the given conditions is seldom readily available, and thus significant engineering efforts often have to be undertaken.

Visual SLAM systems that rely on cameras have received particular attention from the robotics and computer vision communities. A vast amount of data from low-cost, lightweight cameras enables incredibly powerful SLAM or structure-from-motion (SfM) systems that perform accurate, large-scale localization and (dense) mapping in real-time [49, 80]. However, SLAM algorithms that rely only on visual cues are often difficult to employ in practice. Dynamic motion, a lack of visible texture, and the need for precise structure and motion estimates under such conditions often renders purely visual SLAM inapplicable.

Augmenting visual SLAM systems with inertial sensors tackles exactly these issues. MEMS Inertial Measurement Units (IMUs) provide valuable measurements of angular velocity and linear acceleration. In tight combination with visual cues, this can lead to more robust and accurate motion estimation systems that are able to operate in less controlled, sparsely textured, and poorly illuminated scenes while undergoing dynamic motion. However, this requires all sensors to be well calibrated, rigidly connected, and precisely time-synchronized.

This work makes a step towards a general-purpose SLAM system by providing these capabilities. The sensor head evolved through the development of several prototypes and was tested in many applications, for instance in a coal-fired power plant [67] or on a car [53]. Fig. 1 shows our final hardware iteration.

The remainder of this article is organized as follows: in Section 3, we outline the design concept, FPGA-pre-processing (see Section 3.3), and the calibration of such a visual-inertial sensor unit (see Section 4). We provide an overview of our reference tightly coupled visual-
2. Related Work

There exist different FPGA vision systems particularly geared to robotics. The GIMME platform [2] is similar in scope to this hardware in that it computes visual interest points on an FPGA and transmits those to a host system in order to bring visual pose estimation to platforms with computational and power constraints. However, it is a purely visual sensor setup and hence does not require elaborated synchronization or calibration between different types of sensors.

Another system that employs inertial sensors has been developed by the DLR [74]. In this system, a general purpose computer and an FPGA are closely interleaved in order to enable ego-motion estimation and depth computation on a handheld device. In contrast to our setup, cameras and inertial sensors are not as tightly integrated into the system, and images appear to be timestamped at the start of sensor exposure, resulting in a varying, exposure dependent offset to IMU measurements. Furthermore, its weight might prohibit application on very payload-constrained platforms.

As heterogeneous sensor systems for motion estimation and localization become increasingly popular, spatial calibration has attracted some attention and resulted in a variety of frameworks [22, 44, 59]. More recently, the importance of accurate synchronization of the sensors became apparent and was addressed in [45, 22, 25]. While this work makes use of the calibration presented in [25] to determine the transformation between cameras and IMU and to determine fixed delays present when polling inertial data, its approach to the problem is exactly antithetic: rather than connecting a set of stand-alone sensors to a general purpose computer and calibrating for potentially
time-variant time-offsets afterwards, we pursued a tight integration of all hardware components with a central unit capable of concurrent triggering and polling of all sensors.

3. The Visual-Inertial SLAM Sensor

This section outlines important design concepts and “lessons learned” throughout the development of three successive prototypes that led to the sensor presented here.

Subsection 3.1 provides a conceptual overview of the sensor. Subsection 3.2 describes a synchronization method that guarantees ideal alignment of all sensors in time. Subsection 3.3 describes the FPGA implementation of image processing operations such as keypoint detection to reduce CPU-load of successive SLAM software.

3.1 Sensor Design Concept

At the core of the SLAM sensor, we employ a modern XILINX Zynq System-on-Chip (SoC), a device that combines FPGA resources with a dual ARM Cortex-A9 on a single chip. Hardware programmability allows a direct, lowest-level interface to the CMOS imagers and inertial sensors, enabling precise synchronization and a reliable data acquisition process.

At the same time, the chip offers a powerful, industry standard CPU running Linux. This facilitates simple development and efficient execution of processes that are time-consuming to implement on an FPGA (e.g. host-communication or even a simple SLAM framework). In contrast to previous prototypes which featured a XILINX Spartan-6 FPGA - Intel ATOM combination, this also offers a better integration and a higher bandwidth between logic and CPU. Fig. 2 gives an overview of the hardware architecture, and Table 1 summarizes the
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Figure 2.: Block-diagram of the SLAM sensor hardware architecture. Camera chips and inertial sensors interface the ARM-FPGA system-on-chip directly. Standard interfaces provide fast access to the data provided by the module.

technical specifications of the sensor unit.

3.1.1 Visual Subsystem

The SLAM sensor offers four camera extension ports. The ability to rely on several cameras is crucial for many real-world applications. Even when wide Field-of-View (FoV) optics are used, a single camera may still point into a direction where keypoint tracking is difficult (lack of texture, temporary obstruction of the FoV, bad illumination). With the option to use four cameras simultaneously, configurations such as the combination of a “fronto-parallel” stereo pair and two fish-eye modules are quickly realized.
### Basic Characteristics

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (for diff. configurations)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 cam+MPU</td>
<td>60</td>
<td>g</td>
</tr>
<tr>
<td>2 cams+mount+ADIS16448</td>
<td>130</td>
<td>g</td>
</tr>
<tr>
<td>4 cams+mount+ADIS16488</td>
<td>185</td>
<td>g</td>
</tr>
<tr>
<td>Embedded Processing</td>
<td>XILINX Zynq 7020</td>
<td></td>
</tr>
<tr>
<td>Processor</td>
<td>2xARM Cortex A9</td>
<td></td>
</tr>
<tr>
<td>FPGA</td>
<td>ARTIX-7</td>
<td></td>
</tr>
<tr>
<td>Interfaces</td>
<td>GigE, USB2/3</td>
<td></td>
</tr>
</tbody>
</table>

### Camera System

<table>
<thead>
<tr>
<th></th>
<th>Aptina MT9V034</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors</td>
<td>global</td>
<td></td>
</tr>
<tr>
<td>Shutter type</td>
<td>752×480</td>
<td>pixel</td>
</tr>
<tr>
<td>Opt. resolution</td>
<td>60</td>
<td>fps</td>
</tr>
</tbody>
</table>

### Inertial System

<table>
<thead>
<tr>
<th></th>
<th>±1000</th>
<th>°/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate Gyroscope</td>
<td>±1000</td>
<td>°/s</td>
</tr>
<tr>
<td>Noise Density</td>
<td>0.007</td>
<td>°/s Hz⁻¹/₂</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>±177</th>
<th>ms⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer</td>
<td>±177</td>
<td>ms⁻² Hz⁻¹/₂</td>
</tr>
<tr>
<td>Measurement Range</td>
<td>±177</td>
<td>ms⁻²</td>
</tr>
<tr>
<td>Noise Density</td>
<td>0.66 · 10⁻³</td>
<td>ms⁻² Hz⁻¹/₂</td>
</tr>
<tr>
<td>Max. sampling rate</td>
<td>2.4</td>
<td>kHz</td>
</tr>
</tbody>
</table>

Table 1.: Overview of the SLAM sensors technical specifications. High quality sensors that perform well in low-light scenarios and when undergoing dynamic motion are integrated in the sensor unit. The module’s relatively low weight facilitates employment on payload-constrained platforms.

In the current configuration, camera chips were selected according to their low-light sensitivity and global shutter functionality. Aptina’s MT9V034 CMOS sensors offer good performance and a direct interface.
3. The Visual-Inertial SLAM Sensor

to the FPGA through LVDS ports. By default, Lensagon lenses of the type BM2820 (122° diagonal FoV) or BM2420 (132° FoV) are used.

In addition, a FLIR Tau 2 thermal imager can be connected, which then occupies one of the camera ports. Similar to the camera modules, it directly interfaces with the Zynq providing time-synchronized digital (14 bit dynamic range) thermal images to the host.

3.1.2 Inertial Subsystem

The current prototype allows two options with regard to the IMU subsystem. By default, each camera module is fitted with a low-cost MEMS IMU offering a triple axis gyroscope, accelerometer, and magnetometer in a single package. The MPU-9150 was selected due to its high range in both angular rates and acceleration. Chip internal filtering and processing are switched off, and only raw data is used.

In addition, a factory-calibrated MEMS IMU system from the ADIS family of Analog Devices can be connected. The ADIS16448 and ADIS16488 are equipped with higher quality gyroscopes and accelerometers, and they are factory-calibrated over a large scale and temperature range. Depending on the application, one can trade-off sensor weight versus accuracy of the inertial subsystem.

3.2 Sensor Synchronization and Data Acquisition

We configure the image sensors for external triggering. At the same time, the inertial sensors are polled for data acquisition. As stated earlier, accurate synchronization of different sensors was the driving motivation for a tight integration in hardware. It is an established fact in photogrammetry, that images should be timestamped by their mid-exposure time, and in previous work [25], it could be shown that neglecting image exposure time in timestamping data has an observable effect, which suggests that it could adversely affect image-based state estimation. We made the design choice to not correct for
Figure 3.: This timing diagram shows strictly periodic polling of an IMU as well as two schemes of camera synchronization, where high levels mark exposure times. Triggering the camera at the instance an inertial measurement is retrieved is a common approach to synchronization. However, the exposure is asymmetrical with respect to the inertial measurement. By taking varying exposure into account and shifting each triggering instance accordingly, significantly improved synchronization can be achieved, as demonstrated in Fig. 6.

the exposure time in timestamping images, but to account for the exposure time when triggering the sensors. This way, the middle of the exposure times will still be equally spaced despite varying lighting conditions, which exhibits certain advantages when representing states in a time-discrete manner. Fig. 3 illustrates the synchronization scheme in comparison with periodically triggering, where varying lighting conditions result in exposure midpoints that are not equally spaced.

Note that also the inertial measurements may exhibit a delay. This delay is in general fixed and can be a combination of communication, filter and logic delays. Section 4 will detail on estimating this delay, which is compensated for in the same way the exposure delay is addressed, by moving the moment when a polling request is initiated with respect to the point in time when the measurement is timestamped. As part of the results section, Fig. 6 reproduces an experiment from [25]. The results demonstrate that the delays can be
accounted for in the sensor data acquisition, thereby improving the synchronization between sensors significantly.

### 3.3 FPGA Accelerated Image Processing

As depicted in Fig. 7, the detection of interest points consumes a significant share of the processing time in the state estimation pipeline. At the same time, many interest point detectors operate on a rather confined neighborhood of pixels and can be implemented exclusively using fixed-point arithmetic, which renders them well suited for an implementation as dedicated logic blocks inside an FPGA. For this project, a fixed-point version of the Harris corner detector [31] as well as the FAST corner detector [73] have been implemented. While the resources of the FPGA used in the setup are not sufficient to integrate them both at the same time, it is possible to load the FPGA with different configurations depending on the requirements of the experiment. Note that the quantities reported in Table 2 have been acquired for an earlier prototype based on the Xilinx XC6SLX45T.

*Harris Corner Detection:* The Harris corner detector is based on an approximation of the auto-correlation function for small image patches. With $I_x$ denoting the derivative in x-direction of the image intensity at pixel $x + u, y + v$, and $w(u,v)$ denoting a weighted averaging function, the approximated local auto-correlation is calculated as [31]

$$A(x,y) = \sum_u \sum_v w(u,v) \begin{bmatrix} I_x^2 & I_x I_y \\ I_x I_y & I_y^2 \end{bmatrix}. \quad (1)$$

With $A$ and a weighting factor $k$, the corner response function $r$ is calculated as

$$r = |A| - k \text{ tr}(A)^2. \quad (2)$$

Larger positive values of this function correspond to corner regions,
while negative results indicate edges. Flat regions trigger a small response. Examining this function reveals pixel differencing operations, cascaded multiplications as well as local averaging. Fig. 4 depicts the FPGA implementation of the corner score function. Derivatives of image intensities are computed by means of Sobel filters, while local averaging is performed by convolution with a Gaussian kernel. As in [2], weighting the Trace of the matrix in the cost function has been realized by a bit shift operation. Individual blocks like Sobel and Gaussian filters as well as the multipliers in the pipeline operate at higher frequency than the pipeline itself—25 MHz and 125 Mhz respectively—allowing for the re-utilization of resources. Furthermore, by making use of the separability properties of Sobel and Gaussian filters, resource utilization can further be reduced. The resulting resource utilization is shown in Table 2. The maximum clock rate is limited and thus imposes upper bounds on the degree to which resources can be shared. However, the pixel rate of the sensors used in this sensor setup allows for an excessive re-utilization of resources, resulting in a core that can be conveniently duplicated for four cameras without exceeding the area of the FPGA.
FAST Corner Detection: The FAST corner detector is a heuristically motivated approach to interest point detection, which compares intensities of image points on a circle around the point in question. It identifies a pixel as an interest point based on the number of pixels in a segment that is either coherently lighter or darker than the central element. In [73], different scores for nonmaximum suppression are proposed. Taking the mere number of coherent intensity comparisons can be efficiently implemented, but results in a rather coarsely quantized score. On the other hand, considering the sum of absolute differences (SAD) of this segment with the center pixel yields finer granularity in the score at the expense of occupying a larger area on-chip. In this project, both scores have been implemented with the resource utilization displayed in Table 2. Fig. 5 illustrates a detail of the implementation as a block diagram, which depicts the path testing for lighter pixels, which is duplicated for the test for darker pixels. The central and surrounding pixel, grouped in sets of four consecutive elements, feed into the block. The design heavily employs identical blocks, which are only shown in a number sufficient to convey the underlying interconnection principles. As for the Harris implementation, individual components of the detector are clocked at a higher rate than the overall pipeline, resulting in a reduction in resource utilization. To this end, the comparison with the central pixel is executed in four clock cycles, decreasing the number of comparators that operate on image data. Counting of coherent segment lengths is done for each potential starting point of the segment in parallel. The appropriate signal connecting the counting units with the registers holding the intensity comparisons are represented by a routing network block in the schematic. Per clock cycle, each segment length counter evaluates four comparisons. To this end, the counter block depicted in Fig. 5 determines the position of the first zero in the 4 bit segment, and accumulates these. Once the coherency of a segment is interrupted, further accumulations are blocked. In order to determine the maximum coherent segment length from the parallel counter
Figure 5.: Logic diagram of a detail of the fast implementation. By reusing blocks, the area footprint of the core can be reduced significantly.

Table 2.: Resource utilization of the implemented interest point detectors for a WVGA image on a Xilinx Spartan 6 architecture. The number in brackets indicates the device utilization for a Xilinx XC6SLX45T.

<table>
<thead>
<tr>
<th></th>
<th>RAMB16B</th>
<th>DSP48A</th>
<th>Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harris</td>
<td>17 (14%)</td>
<td>8 (13%)</td>
<td>774 (11%)</td>
</tr>
<tr>
<td>FAST</td>
<td>5 (4%)</td>
<td>0 (0%)</td>
<td>1,124 (16%)</td>
</tr>
<tr>
<td>FAST+SAD</td>
<td>5 (4%)</td>
<td>0 (0%)</td>
<td>1,913 (28%)</td>
</tr>
</tbody>
</table>

units, a recursive comparator structure has been implemented. The comparison for darker is implemented accordingly and results from the two paths which are fused using an additional comparator stage. The figure does not depict the extraction of the central pixel and the surrounding circle that precedes the block shown, as well as the non-maximum suppression succeeding the block. Note that Fig. 5 depicts the case where the mere segment length is employed.
4. Calibration

In order to achieve accurate motion estimates, the sensor setup needs to be calibrated. As a factory calibrated IMU is employed in the setup, the remaining quantities that need to be estimated are

- the camera intrinsics,
- the extrinsics of the stereo setup,
- the transformation between the cameras and the IMU,
- and the fixed time delay between camera and IMU measurements.

The camera intrinsics and stereo extrinsics are determined from a set of stills of a checkerboard using the well-established camera calibration toolbox by Bouguet\(^2\). The toolbox is based on the pinhole camera model and employs the radial-tangential distortion model established by Brown [10].

The transformations between the cameras and the IMU as well as the time delay is estimated using a unified framework, presented in our previous work [25] and specifically developed to estimate filter and communication delays to deliver optimal synchronization of sensors. The framework is based on the idea of parameterizing time-variant quantities as B-splines—introduced in detail in [24]—and solving for these as well as a set of time-invariant calibration parameters in a batch optimal fashion. Apart from requiring fewer parameters when fusing measurements of significantly different rates such as images and inertial data, this approach allows for an accurate estimation of the fixed time delay between camera and IMU. Like other frameworks [59, 44], the calibration procedure requires waving the setup in front of a checkerboard, while exciting all rotational

\(^2\)Available at http://www.vision.caltech.edu/bouguetj/calib_doc/
degrees of freedom sufficiently in order to render the displacement of camera and IMU well observable. We also experimented with incorporating the calibration for the stereo extrinsics directly into the unified calibration framework, but observed degraded performance when used in visual-inertial SLAM, an explanation to which may be that the setups between calibration and SLAM vary (mostly as far as scene depth is concerned).

The calibration process describes the position and orientation of the IMU with respect to the world frame in continuous-time, which also includes a continuous-time representation of respective derivatives (velocity, acceleration, and angular velocity). Furthermore, both accelerometer and gyroscope biases—modeled as random walks—are represented as continuous-time quantities. The calibration may then be formulated as a batch optimization that combines reprojection error $e_y$ of checkerboard corners with errors on the acceleration $e_\alpha$ and $e_\omega$, as well as terms concerning the compliance of the biases with the random walk processes ($e_{b_\alpha}$ and $e_{b_\omega}$).

5. Visual-Inertial Motion Estimation

Since the sensor was designed to perform real-time visual-inertial motion estimation, we applied our framework [53] to an outdoor dataset. In short, the method is inspired by recent advances in purely vision-based SLAM that solve a sparse non-linear least-squares problem. Such approaches optimize the reprojection error of a fairly large number of landmarks as observed by various camera frames. Our method tightly integrates inertial measurements into the cost function $J$ by combining reprojection error $e_r$ with an IMU error term $e_s$ obtained from propagation using standard IMU kinematics in-between
successive image frames:

\[
J(x) := \sum_{i=1}^{I} \sum_{k=1}^{K} \sum_{j \in J(i,k)} e_{r}^{i,j,k} W_{r}^{i,j,k} e_{r}^{i,j,k} + \sum_{k=1}^{K-1} e_{s}^{k} W_{s}^{k} e_{s}^{k}.
\]  (3)

\(x\) denotes the variables to be estimated, composed of the states at all camera snapshot time steps \(k\), as well as all the 3D positions of the landmarks. Note that the states cover not only 6D poses, but also the velocity as well as biases of both gyroscope and accelerometer sensors. The velocity is needed for state propagation in-between time steps, and the slowly varying biases are tracked in order to remove them from gyro and accelerometer readings. \(i\) stands for the camera index of the sensor assembly, and \(j\) for the landmark index. Landmarks visible in the \(i^{th}\) camera are summarized in the set \(J(i,k)\). Furthermore, \(W_{r}^{i,j,k}\) denotes the information matrix of reprojection errors related to detection uncertainty in the image plane. Finally, \(W_{s}^{k}\) represents the information of the \(k^{th}\) IMU error, as obtained from the IMU sensor noise models, provided by the manufacturer (see Table 1). We furthermore include the extrinsic calibration of the cameras in the optimization.

This fully probabilistically motivated batch optimization problem over all cameras and IMU measurements quickly grows intractable. We therefore bound the optimization window by applying the concept of marginalization. This allows us to keep a fixed number of keyframes that are arbitrarily spaced in time and that are still related to each other with (linearized) IMU error terms. Consequently, drift during stand-still is avoided, and nevertheless we are able to track dynamic motions.
6. Results

We now highlight a few results which we obtained with the visual-inertial sensor unit. Experimental results from sensor synchronisation are shown in Section 6.1, timing results are presented in Section 6.2, and an evaluation of the visual-inertial motion estimation framework is presented in Section 6.3.

6.1 Sensor Synchronization

The box plot in Fig. 6 depicts the effect of exposure-compensated sensor synchronization in comparison to a synchronization scheme, where the camera trigger is temporally aligned with polling the IMU. For each synchronization paradigm, we collected about ten datasets for three fixed exposure times by dynamically moving the sensor setup in front of a checkerboard. The algorithm outlined in Section 4 was used to estimate the time-offset between the measurements. The figure clearly shows the exposure dependency of the inter-sensor delay for the synchronization where the camera trigger events are equally spaced in time. In addition, a fixed offset becomes apparent, which can be estimated when extrapolating the graph for zero exposure time. As detailed in Section 3.2, the sensor setup compensates for the exposure as well as for the fixed time-offset, resulting in an average inter-sensor delay of only about 7 µs.

6.2 Timing

Figure 7 shows profiling results for the visual-inertial SLAM system. Timings were generated on our flying platform equipped with a Core2Duo host computer. The sensor assembly was operated in a two-camera configuration, with both cameras running at 20 Hz, and with an IMU rate of 200 Hz.

The most expensive operation in this configuration is keypoint
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Figure 6.: Results for compensating relative delays of camera and IMU. The dotted line marks the estimated time offset between camera and IMU for a synchronization scheme, where the camera is triggered periodically and the timestamp represents the trigger time. This paradigm clearly results in an exposure dependent delay. Note that there also exists a fixed time-offset, which is induced by filter and communication delays in the IMU and can be estimated by extrapolating for zero exposure time. Our setup compensates for both types of delay, resulting in an almost perfect synchronization with an average estimated delay of only about 7μs.

detection using an SSE-accelerated CPU implementation of Harris corners, followed by optimization in the visual-inertial SLAM backend algorithm. With an optimization window of more than five keyframes, the optimization is not able to finish in time and starts dropping frames. Using the FPGA for corner detection resolves this issue.

The computational complexity of the detection further grows when camera resolution or frame rate is increased, or when more cameras are integrated. Outsourcing detection to the FPGA thus significantly reduces CPU load. The remaining parts of the visual-
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![Figure 7: Profiling for visual-inertial SLAM with and without FPGA accelerated keypoint detection on a Core2Duo. Detection complexity is directly related to camera resolution and consumes a significant amount of time. Outsourcing this operation to the FPGA frees up resources and thus enables processing on resource-constrained platforms, larger optimization windows, or other tasks.](image)

...inertial motion estimation algorithm are then largely independent of the system’s hardware configuration.

### 6.3 Visual-Inertial Motion Estimation Evaluation

We recorded a dataset walking around the ETH main building. The sequence contains changing illumination, varying depth, and dynamic objects such as people and cars. The length of the trajectory was 700 m. Two video streams were captured at 20 Hz and the IMU at 200 Hz. Processing was performed with the algorithm outlined in Section 5.

Fig. 8 shows the trajectory and structure reconstruction manually overlaid onto an orthophoto. The position error at the end of the trajectory amounts to 5 m laterally and 1 m vertically, thus about 0.7 % of the distance traveled. Note that no loop-closure constraint was applied when reaching the point of origin.
7. Conclusion and Outlook

This work presented the design of a time-synchronized, calibrated sensor head which is targeted at mobile robotic applications in need of accurate, robust, real-time pose estimation and mapping in uncontrolled environments. Hardware synchronization includes compensation for variable shutter opening, resulting in provably virtually zero time offset between images and IMU measurements. Low-level image processing tasks such as keypoint detection were implemented.
in programmable hardware in order to speed up processing and free CPU resources. The measurements taken by the presented sensor head were finally fed to a tightly-coupled real-time visual-inertial SLAM framework, the output of which demonstrated the capabilities of the sensor head.

The modular design is ready for integration of higher resolution imagers. Our future activities will on the one hand focus on integration on different platforms ranging from fixed-wing unmanned aircraft to legged robots. On the other hand, we plan to port a lightweight visual-inertial SLAM solution onto the ARM of the sensorhead, in order to obtain a true “SLAM in a box” module.
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Abstract

This work presents a small-scale Unmanned Aerial System (UAS) capable of performing inspection tasks in enclosed industrial environments. Vehicles with such capabilities have the potential to reduce human involvement in hazardous tasks and can minimize facility outage periods. The results presented generalize to UAS exploration tasks in almost any GPS-denied indoor environment. The contribution of this work is two-fold. First, results from autonomous flights inside an industrial boiler of a power plant are presented. A lightweight, vision-aided inertial navigation system provides reliable state estimates under difficult environmental conditions typical for such sites. It relies solely on measurements from an on-board MEMS inertial measurement unit and a pair of cameras arranged in a classical stereo configuration. A model-predictive controller allows for efficient trajectory following and enables flight in close proximity to the boiler surface. As a second contribution, we highlight
ongoing developments by displaying state estimation and structure recovery results acquired with an integrated visual/inertial sensor that will be employed on future aerial service robotic platforms. A tight integration in hardware facilitates spatial and temporal calibration of the different sensors and thus enables more accurate and robust ego-motion estimates. Comparison with ground truth obtained from a laser tracker shows that such a sensor can provide motion estimates with drift rates of only few centimeters over the period of a typical flight.
1. Introduction

Industrial sites often contain areas and facilities that are difficult to access or hazardous to humans. The boiler unit of a coal-fired thermal power plant constitutes one example of that environment type. Fig. 2 shows such a unit, and visual inspection thereof will serve as an application example throughout this work. Whenever it is necessary to inspect such areas, tremendous precautions have to be taken.

Figure 1.: Laser scan of power plant boiler unit II (side view). With a height of almost 50m, this is a medium-sized unit. The flight tests were conducted in the lower part of the boiler.
taken in order to minimize the risks to human workers. Furthermore, scaffolding often needs to be installed in order to grant access to sections that are otherwise hard to reach. These measures result in significant downtime of the plant and are thus associated with vast economic costs.

Autonomous aerial systems have the potential to reduce human involvement in a variety of industrial inspection tasks and can in turn reduce outage periods. They neither require extensive safety measures nor supporting structures to access elevated or confined areas. In contrast to existing and very successfully employed robotic platforms such as e.g. magnetic crawlers [82], flying inspection vehicles can access virtually any area with ease and are not restricted to ferromagnetic surfaces.

However, the employment of flying systems poses a number of challenges such as very limited payload capabilities, and hence limited computational resources. One of the main difficulties is reliable state or vehicle ego-motion estimation in absence of GPS signals, high-quality inertial measurement units (IMUs), and the like.

Section 3 describes the platform, its visual/inertial state estimation and the autopilot: a model predictive control scheme enables the vehicle to follow pre-programmed trajectories in close vicinity of the structure efficiently. By arranging these trajectories around an area of interest, a human operator can automatically acquire sets of images for visual inspection. In this respect, the autonomy of our system facilitates efficient inspection of large structures and enables remote inspection in areas, where occlusions or impaired radio reception had rendered it infeasible before.

Section 4 of this work presents a custom-designed visual-inertial sensor-head. The size of our aerial vehicle imposes tight constraints on weight and energy consumption onto the state perception module. At the same time, a high degree of robustness and accuracy is required to enable autonomous operation in poorly and repetitively textured areas. To address these requirements, we are in the course of
developing an integrated visual/inertial sensor that allows for precise hardware synchronization of multiple different sensors and on-board estimation of motion and structure. Tight integration of cues from a pair of cameras arranged in a forward-looking stereo configuration and a MEMS inertial measurement unit on a hardware level allows for accurate spatial and temporal calibration of the sensor unit and ultimately enables the required level of robustness and accuracy.

Section 5 presents results with respect to the described hardware and algorithms: the system was deployed in a shut-down boiler, in order to assess the on-board state estimation and control capabilities in relation to recorded ground truth motion. Furthermore the integrated sensor performance including a tightly coupled visual-inertial odometry approach is evaluated again with respect to ground truth structure and pose measurements.

Despite the fact that our flight and sensor tests were conducted inside an industrial boiler, we believe that the significance of our results extend to a much broader class of scenarios. With our system, we successfully demonstrate that path following, the predominant prerequisite for all indoor navigation tasks, is possible in almost any GPS-denied, unstructured environment providing a minimum of visible texture.

2. Related Work

Autonomous navigation of aerial vehicles in GPS-denied environments has recently gained attention in the robotics community. Using a laser range sensor, Shen et al. demonstrated indoor navigation of a quadrotor [75]. However, the requirements, imposed onto the system by a localization based on scan matching along with altitude measured by a deflected portion of the scan, are not met in most industrial environments. Approaches using an RGB-D sensor instead of a laser
scanner [34] do not share the same constraints on the structure of the environment, but are only applicable to indoor operations. While this would suffice to conduct the experiment presented in this work, it would fail in the case of an outdoor inspection task. Weiss et al. [88] demonstrated visual/inertial enabled outdoor flights of a small aerial vehicle. In contrast to their approach based on a monocular camera, we employ a stereo setup; we believe that the additional information introduced by measurements from synchronized cameras displaced by a known transformation adds necessary robustness.

Most similar projects use either PID or LQR controllers to keep the UAV at a desired position. The main advantage of a PID controller ([34] and [23]) is the simple design. Furthermore, those controllers do not suffer from offsets in presence of disturbances. However, the control performance achievable with such a basic control schemes is often not satisfying. The second approach is motivated by the theory of optimal control and is used in [75], [7] and [6]. An optimal feedback strategy is calculated that minimizes a quadratic cost function, using a linear model of the quadrotor. The following two requirements are necessary for the solution to be optimal: actuator saturation must not occur and the reference position has to be constant. Both preconditions are typically not fulfilled; in order to overcome these requirements, a model predictive controller is proposed.

There exist several FPGA based stereo vision platforms such as [2], [40]. Unlike these systems, the sensor presented in this work also incorporates an inertial measurement unit (IMU), as its application domain is more geared towards motion estimation rather than dense 3D reconstruction. We believe that what sets our integrated system apart from solutions comprised of individual sensors is its precise calibration for inter-sensor spatial transformations and time delays. Commonly, the transformation between a camera and inertial sensors is estimated recursively [59][46], while time delays are determined in a separate process [45]. In contrast, we estimate these quantities in a unified, batch optimal framework, achieving sub-millisecond
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accuracy in the synchronization of the different sensors [25].

In the computer vision and robotics literature, the Visual Odometry (VO), or visual Simultaneous Localization and Mapping (SLAM) problem is well studied: it is formulated as estimation of both structure, typically in the form of sparse landmarks, and camera poses observing those as two-dimensional projections. Recently, it has been shown that sparse nonlinear optimization over a selection of key-frames is computationally more efficient and provides more accurate results than filtering approaches [79]. Since the optimization problem becomes inherently intractable over time when constantly adding observations, various approaches have been suggested to keep the algorithms limited in complexity and real-time capable: a common procedure, employed e.g. in the monocular real-time SLAM algorithm PTAM [49], is keeping the optimized frames bounded, yielding some form of a sliding-window optimization. PTAM has been adapted [88] to operate on-board MAVs and providing a six-dimensional pose input to an Extended Kalman Filter (EKF) for loosely-coupled IMU-vision integration. In terms of tightly coupling such vision algorithms with inertial sensing, we base our approach on [81], where a nonlinear batch optimization is suggested that jointly optimizes over reprojection error of landmarks as well as deviation of the motion from the prediction based on inertial measurements.

3. Aerial System Design and Control

This section describes the platform that was used during the experiments in boiler unit II. First, the aerial vehicle prototype is described, and modelling, identification and control are presented. The next section then provides an overview over the on-board vision-aided inertial navigation subsystem that provides real-time motion estimates during flight and allows the controller to stabilize the vehicle.
Figure 2.: Prototype aerial vehicle used for experimentation. The sensorhead consists of a pair of cameras arranged in a classical, front-looking stereo configuration. An on-board active illumination module provides sufficient illumination to operate inside the boiler. The IMU is mounted on the back side (not visible).

3.1 Modelling and Control

The base of the aerial platform is the AscTec Hummingbird attitude controller and brushless motor controllers. In other words, roll, pitch and yaw velocity are controlled by the base platform, relying on the attitude controllers integrated IMU. A custom airframe protects the propellers during voluntary or involuntary contact with the environment. The platform is lightweight enough in order to survive most crashes, easy to use and generally safe for humans to operate.

The commands to the attitude controller are the roll and pitch angles $\phi^*$ and $\theta^*$, the total thrust $T^*$ and the yaw rate $\dot{\psi}^*$. To find a relation between those commands and the response of the quadrotor a simple point mass model as described in [7] is used. Fig. 3 provides
3. Aerial System Design and Control

\[ \ddot{r} = -\frac{1}{m} R_{\phi}^T \begin{pmatrix} 0 \\ 0 \\ T \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ g \end{pmatrix} \]

\[ \int \int \int \phi \psi \theta T^* \dot{\psi}^* \theta^* \phi^* \dot{\psi} d\phi d\theta d\dot{\psi} dT \]

Figure 3.: Complete model of the quadrotor using a simple point mass and four transfer functions representing the behaviour of the on-board attitude controller to the commands \((\phi^*, \theta^*, \psi^*, T^*)\).

an overview of this approach. The unknown response of the attitude controller to reference commands was identified with a blackbox modelling approach (prediction error method, PEM). Models of first order followed by time delays were found to be accurate enough for the task at hand. The interested reader is referred to [12] for additional details regarding modelling and identification of the vehicle.

Different approaches for trajectory following were evaluated. A model predictive control strategy is conceptually simple and offers a number of benefits in practice, and was therefore selected. The key idea is to take the current state \(x\), use the model to predict a fixed number \(N\) of future states and find an optimal sequence of commands that minimizes the quadratic cost function

\[
J_N^*(x) := \min \frac{1}{2} x_N^T P x_N + \frac{1}{2} \sum_{k=0}^{N-1} x_k^T Q x_k + u_k^T R u_k 
\]

s.t. \( x_{k+1} = Ax_k + Bu_k, \ \forall k = 0, \ldots, N - 1, \)

\( u_k \in \mathbb{U}, \ \forall k = 0, \ldots, N - 1, \)

\( x_0 = x. \)

Only the first command \(u_0\) is then applied to the vehicle and the problem is reiterated in the next time step.
The cost function can be extended to include any desired trajectory, which allows the controller to react to reference changes in advance, reducing the necessary control actions, but still following the trajectory in an optimal sense. This leads to less aggressive flight maneuvers, which reduces motion blur in the camera images, an important aspect for the visual navigation subsystem. In addition, the cost function can be adapted to punish fast attitude changes to further smoothen the behaviour of the quadrotor. The weighting matrices $Q = Q^T \geq 0$ and $R = R^T > 0$ are therefore chosen to track the position and avoid fast changes in attitude. A terminal penalty matrix $P$ is necessary to guarantee stability.

3.2 Vision-Aided Inertial Navigation System

The following subsection provides an overview of the system that was developed for motion estimation of the aerial vehicle. The vehicle state consists of the following variables

$$x = \begin{bmatrix} p_I & q_{IB} & v_I & b_a & b_\omega \end{bmatrix}^T$$

where $p_I$ denotes the position of the sensorhead, $q_{IB}$ the attitude quaternion, $v_I$ the velocity and $b_a, b_\omega$ the accelerometer and gyroscope biases, respectively. Fusion of visual and inertial cues is, strictly speaking, implemented in a loosely coupled fashion following the stochastic cloning approach outlined in [62]. Only an overview of the processing pipeline is provided here, and the interested reader is referred to [87] for further details.

In the first stage, a FAST [73] keypoint detector in conjunction with an adaptive thresholding scheme provides well distributed image features that are then tracked in-between camera frames using a hamming matcher based on BRIEF [14] descriptors. A motion hypothesis is provided by the inertial measurements and then refined in a bundle adjustment step over the current and the most recent image.
pairs. This refined estimate is then used in an update step following a stochastic cloning approach. Gyroscope and accelerometer biases, modelled as random walks, are estimated within the same framework.

Having an IMU in the loop which is time-synchronized with the camera shutters allows the estimation of confidence intervals, in the image plane, of where tracked features must re-appear in subsequent camera frames. Hence, once inertial sensor biases are tracked accurately, one can guide feature matching and gain robustness when operating in poorly or repetitively textured scenes. Also, we are able to continuously estimate the vehicle state even when visual tracking fails completely, but only for a short period of time.

4. Integrated Sensor Design and State Estimation

The following section presents the prototype design of a *SLAM in a Box* system, a general-purpose module able to provide synchronized and calibrated raw-data. Alternatively, it directly provides reliable motion estimates capabilities to different types of robotic platforms, and in a large variety of environments. The hope is that such a module will be helpful for engineers that simply need a sensor that can provide pose estimates in GPS-denied environments, and to researchers in need of high-quality raw data alike.

4.1 Sensor Design

The core of the visual/inertial sensor is a Xilinx Spartan 6 FPGA that implements interfaces to up to four Aptina MT9V034 global shutter CMOS image sensors and an Analog Devices ADIS16488 factory-calibrated MEMS IMU. Additionally, a set of low- and medium cost MEMS gyroscopes and accelerometers are mounted for applications
Figure 4.: The integrated visual-inertial SLAM sensor. Only the two cameras mounted in a fronto-parallel stereo setup were used in this study. Like the aerial vehicle, the sensor is equipped with a camera exposure synchronous LED flash (not illustrated) to enable operation in the boiler. The FPGA is on the bottom side of the PCB, in the center-top is the commercially available Intel ATOM module.

where weight or cost are crucial. The FPGA connects through a Gigabit Ethernet interface to a host computer. By routing all sensor streams through the FPGA, it is possible to accurately timestamp all measurements with the same clock source. Fig. 4 shows the sensor hardware.

In order to fuse measurements from a set of sensors contributing towards a motion estimate, the spatial transformation between the sensors has to be known accurately. In addition—and despite our efforts to synchronize the sensors in hardware—there still exists a deterministic time delay between the cameras and inertial sensors, caused by communication delays as well as filter delays in the inertial sensor that have not been accounted for in the time-stamping. Hence, a calibration for these fixed delays is required to achieve optimal estimation results.

In order to calibrate for these inter-sensor transformations and
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time delays, we employed a unified framework based on continuous-time batch estimation as proposed by Furgale et al. [24] (see [25] for details).

The sensor unit can then either provide synchronized, intrinsically and extrinsically calibrated visual and inertial measurements, a map of features such as e.g. Harris scores, computed in the FPGA, or directly motion estimates computed on the CPU.

4.2 Tightly Coupled Visual-Inertial Odometry

We applied a loosely-coupled approach for visual-inertial state estimation [87] running on-board the aerial vehicle: this algorithm serves as the basis for the model-predictive controller described above. As a complementary method, we also experimented with tight integration of inertial sensing and visual odometry. Keypoint observations and associations with map landmarks are created using the BRISK detector [51] and binary descriptor extractor. Inertial error terms are formulated using accelerometer and gyro readings integrated between camera frames using standard IMU kinematics following largely the method described in [81]. Knowledge on the statistical properties of the inertial sensors on the one hand and keypoint detection accuracy on the other hand allow for statistically near-optimal fusion. Inspired by the recent success of key-frame based visual odometry algorithms we applied some generalization of the aforementioned batch fusion to handle a constant size sliding window of key-frames. We select key-frames by analyzing the field-of-view overlap. Consequently, no key-frames are inserted in the optimization when keeping the pose, which results in almost non-existent drift in this relevant case.
5. Experiments and Results

All experiments presented in this section were conducted in a boiler unit of a thermal power plant in northern Spain. This particular unit was temporarily shut down, and could be safely accessed through a man-hole at the bottom. Fig. 2 shows a side-view of the boiler.

First, results on the flight experiments are discussed, and results obtained with the integrated sensor introduced in Section 4 are presented subsequently.

5.1 Flight Experiments

The results presented here aim at demonstrating that the methods presented in Section 3 work in this particular environment. They give an indication of the performance that can be achieved using only on-board sensors, and no external tracking devices or infrastructure.

The task of the aerial vehicle was to follow a pre-defined trajectory at a distance of about one meter to the boiler surface. For the first run, the desired forward velocity was set to 0.25 m/s, and then increased...
5. Experiments and Results

Figure 6.: Aerial vehicle during a flight test. At a distance of approximately one meter to the boiler wall, the MAV passes an area where the surface is insulated with a non-ferromagnetic, slightly eroded heat shield. The scene is illuminated by high-power LEDs carried on-board, synchronized with the camera shutter to save power and avoid over-heating.

to 0.8m/s for the second run, to test the dynamic capabilities of the vehicle and the visual-inertial motion estimation system to the limit. Fig. 5 shows an overlay of the path the vehicle followed during a typical test run. Fig. 6 shows the vehicle during the flight.

The MPC loop was closed at a frequency of 50Hz, with a prediction horizon of $N = 30$ steps. Image processing was performed off-board, and the vehicle was provided with a data link over a tether cable from the ground station.

Fig. 7 indicates that the vehicle was able to follow the desired trajectory accurately for both demanded forward velocities. It is important to note that the reference is compared to the pose estimates provided by the on-board sensors, and not against an externally measured ground-truth. This is justified by the fact that these estimates are accurate, as demonstrated in the following section, but strictly speaking, not correct.

Compared to alternative control strategies evaluated, the control actions of the MPC controller are smooth, which in turn supports the
Figure 7.: Aerial vehicle following a predefined trajectory with a velocity reference of 0.25 m/s. During the second run (highlighted), the forward velocity was increased to 0.8 m/s.

vision-based motion estimation module. Also, there is virtually no overshoot, an important requirement when flying in close proximity with the environment.

Table 1 lists the RMS tracking errors for the two different forward velocities. Keeping a constant distance to the wall in direction $x$ was not an issue for the controller. However, especially in the vertical ($z$), external disturbances caused by the tether cable negatively affect the tracking error.

5.2 Sensor Evaluation

In order to evaluate the performance of the tightly integrated visual/inertial sensor and motion estimation framework (Section 4), the sensor unit was mounted on an aluminum beam and had to undergo movements that resemble the motion experienced during a typical flight.

For quantitative evaluations, a Leica Total Station TS15 was used
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Table 1.: Measured position error (RMS) in world coordinates, following the trajectory shown in Fig. 7.

<table>
<thead>
<tr>
<th>Axis</th>
<th>RMS error $v = 25\text{ cm/s}$</th>
<th>RMS error $v = 80\text{ cm/s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$3.68 \times 10^{-2}\text{ m}$</td>
<td>$3.88 \times 10^{-2}\text{ m}$</td>
</tr>
<tr>
<td>$y$</td>
<td>$5.25 \times 10^{-2}\text{ m}$</td>
<td>$10.55 \times 10^{-2}\text{ m}$</td>
</tr>
<tr>
<td>$z$</td>
<td>$7.32 \times 10^{-2}\text{ m}$</td>
<td>$11.30 \times 10^{-2}\text{ m}$</td>
</tr>
</tbody>
</table>

to track a reflective prism mounted on the sensor, with sub-millimeter precision. In addition, a visual calibration target (a checkerboard) was attached onto the boiler wall, and visited at the beginning of every dataset. The purpose of this target was two-fold. First, it was used to align the coordinate frame of the Total Station with the somewhat arbitrarily chosen coordinate frame of the motion estimation framework. The alignment was realized by measuring a sufficient amount of corners using the laser tracker and thus determining the rigid-body transformation between the coordinate frame of the tracker and the pattern. Subsequently, about 200 observations of the calibration pattern were used to determine camera poses in the coordinate frame of the tracker by means of a perspective N-point (PnP) algorithm using the implementation of [9]. Associating these poses to the motion estimation by timestamps, the tracker frame was then aligned with the estimation frame in a least square fashion over all 200 pose estimates. The other purpose of visiting the visual target as part of every dataset was to determine the unknown time offset between laser tracker and sensor timestamps. Again, this was implemented as a least square optimization over the position estimates provided by the PnP algorithm and the laser tracker.
Although the Leica Total Station provided measurements at sub-millimeter accuracy, the precision of the quantitative evaluations is limited by the uncertainty in the calibrated chain of transformations from the inertial measurement unit to the reflective prism, as well as jitter in recording of the laser tracker measurements, which amounts to a degradation in accuracy to about a few millimeters.

In addition to accurate position ground truth, full three dimensional structure scans of the boiler were recorded using a static Faro laser scanner, although comparisons to our structure reconstruction will remain qualitative in nature here.

Fig. 8 depicts results of our visual-inertial motion estimation framework for an experiment of approximately 8 minutes length. The camera frame rate had been set to 20 Hz and the IMU returned readings at a rate of 200 Hz. In the figure, the estimated sensor path is marked as a solid blue line, while the dashed black line shows ground truth obtained from laser tracker readings. The red curve shows a section of about 200 frames during which the calibration target was visible in the video frames and that was used for path alignment and time offset calibration. In this experiment, the time offset was determined to be about 0.2 seconds, which would significantly distort the ground truth comparison when not accounted for. The results show that the estimation framework is in general capable of recovering the motion. However, it also highlights that the estimate diverges from ground truth over the course of the experiment due to accumulation of errors. Fig. 10 depicts this divergence quantitatively. The motion estimation exhibits comparatively low drift, which results in a displacement from ground truth of about 10 cm over the dataset.

Fig. 9 shows a qualitative comparison of the structure as recovered visually and by a laser scanner. For the laser scan only every thousandth measurement is displayed. The visual reconstruction is significantly more sparse and scarcely corrupted by outliers. Nevertheless, the reconstruction of the lateral walls of the boiler aligns accurately with the laser scan.
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Figure 8.: Comparison of ground truth positions and estimated sensor path. The red curve marks the PnP pose estimation used to align the coordinate frames of the motion estimation and the laser tracker. The motion estimation depicted in blue resembles the ground truth shown in black well. Nevertheless, drift becomes apparent over the course of the dataset.

Fig. 11 illustrates a comparison between a video frame from the dataset and a synthetic view rendered from a laser scan of the structure and the estimated pose of the camera at the moment the video frame was recorded. The rendering is based on camera intrinsics and distortion parameters identical to the ones calibrated for the setup used in conducting the experiments. Although purely qualitatively, this result highlights the orientation component of pose estimation, a quantity that is not accounted for by position ground truth. Camera image and synthetic view exhibit great resemblance, suggesting that not only the camera position but also its orientation has been recovered accurately.
Figure 9.: Overlay of a sparse, visual reconstruction of a section of the boiler onto a laser scan. The visually reconstructed point cloud aligns accurately with the laser scan, which becomes particularly apparent for the lateral walls of the boiler.

6. Conclusion

This work presented an unmanned aerial system with application to industrial inspection tasks. To the best of our knowledge, the autonomous flight experiments conducted inside an industrial boiler are unprecedented. As such, the results convey an idea of how autonomous aerial systems could facilitate visual inspection in enclosed industrial environments. By commanding scanning trajectories, we were able to take sets of overlapping, fronto-parallel photographs of the boiler walls at close range, enabling detection of larger structural damages. Quantitative results for our visual-inertial state estimation
Figure 10.: Visualization of the position error of the visual/inertial motion estimation framework. The vertical, dotted lines frame a section of roughly 10 seconds, which was used for aligning the sensor path with the tracker measurements. The results exhibit a low level of drift, amounting to less than 10 cm over a dataset of roughly 9000 frames spanning 500 s.

framework show a small drift in position in the order of around 10 cm over more than 8 minutes. This suggests that following large trajectories is feasible even without external navigation aids.
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Figure 11.: Comparison of a camera frame from the dataset and a synthetic view using the estimated camera pose and reflectance measurements from a structure scan of the boiler. The rendering applies the camera intrinsics and distortion parameters calibrated for the camera used in the experiments. The figures exhibit great resemblance, suggesting that not only the position of the camera but also its orientation has been estimated to sufficient accuracy.
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