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Abstract. In online problems, the input forms a finite sequence of requests. Each request must be processed, i.e., a partial output has to be computed only depending on the requests having arrived so far, and it is not allowed to change this partial output subsequently. The aim of an online algorithm is to produce a sequence of partial outputs that optimizes some global measure. The most frequently used tool for analyzing the quality of online algorithms is the competitive analysis which compares the solution quality of an online algorithm to the optimal solution for the whole input sequence, and in fact measures the degradation in the solution quality caused by the lack of any information about the input.

In this paper, we investigate to what extent the solution quality can be improved by allowing the algorithm to extract a given amount of information about the input. We consider the recently introduced notion of advice complexity where the algorithm, in addition to being fed the requests one by one, has access to a tape of advice bits that were computed by some oracle function from the complete input. The advice complexity is the number of advice bits read.

We introduce an improved model of advice complexity and investigate the connections of advice complexity to the competitive ratio of both deterministic and randomized online algorithms using the paging problem, job shop scheduling, and the routing problem on a line as sample problems.

Our results for all of these problems show that very small advice (only three bits in the case of paging) already suffices to significantly improve over the best deterministic algorithm. Moreover, to achieve the same competitive ratio as any randomized online algorithm, a logarithmic number of advice bits is sufficient. On the other hand, to obtain optimality, much larger advice is necessary.

1 Introduction

Many problems such as routing, scheduling, or the paging problem work in so-called online environments and their algorithmic formulation and analysis demand a model in which an algorithm that deals with such a problem knows only a part of its input at any specific point during runtime. These problems are called online problems and the respective algorithms are called online algorithms. In such an online setting, an online algorithm $A$ has a huge disadvantage compared to offline algorithms (i.e., algorithms knowing the whole input already at the beginning of their computation) since $A$ has to make decisions at any time step $i$ without knowing what the next chunk of input at time step $i+1$ will be. As $A$ has to produce a part of the final output in every step, it cannot revoke decisions it has already made. These decisions can only be made by merely taking input chunks from time steps 1 to $i$ into account and maybe applying some randomization.

The output quality of such an online algorithm is often analyzed by the well-established competitive ratio introduced by Sleator and Tarjan in [8]. Informally speaking, the output
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quality of an online algorithm $A$ is measured by comparing it to an optimal offline algorithm. For an online problem $P$, let $\text{opt}(I)$ denote an optimal offline solution for a certain input $I$ of $P$. Then, for some $c \geq 0$, $A$ is called $c$-competitive if there exists some constant $\alpha \geq 0$ such that, for any such input sequence $I$, $\text{cost}(A(I)) \leq c \cdot \text{cost}(\text{opt}(I)) + \alpha$.

As a rather powerful tool, randomness is often employed in the design of online algorithms. The computations (sometimes also called decisions) of a randomized online algorithm $R$ hereby heavily depend on a sequence of random bits often viewed as the content of a random tape accessible by $R$. For a fixed content of the random tape, $R$ then behaves deterministically and achieves a certain competitive ratio. The expected value of the competitive ratio over all possible contents of the random tape is then used to measure the quality of a randomized online algorithm.

On the downside, it seems rather unfair to compare online and offline algorithms since there is simply no reasonable application of an offline algorithm in an online environment. Therefore, offline algorithms are in general more powerful than online algorithms.

Hence, we are interested not only in comparing the output quality of $A$ to that of an optimal offline algorithm $B$, but we want to investigate what amount of information $A$ really lacks. Surprisingly (and as already discussed in [4]), there are problems where only one straightforward piece of information (i.e., one bit) is needed for allowing $A$ to be as good as $B$, e.g., the problem SkiRental, see [2, 4]. Clearly, this does not hold in general and thus we are interested in a formal framework allowing us to classify online problems according to how much information about the future input parts is needed for solving them optimally or with a specific competitive ratio. One way of measuring the amount of information needed for an online algorithm to be optimal is called advice complexity and was proposed in [4].

This model of advice complexity can informally be viewed as a cooperation of a deterministic online algorithm $A$ and an oracle $O$, which may passively communicate with $A$. The oracle $O$, which has unlimited computational power, sees the whole input of $A$ in advance and writes bitwise information needed by $A$ onto an advice tape before $A$ reads any input. Then, $A$ can access the bits from the advice tape in a sequential manner, just as a randomized algorithm would use its random tape. The advice complexity of $A$ on an input $I$ is now defined as the number of advice bits $A$ reads while processing this input. As usual, we consider the advice complexity as a function of the input size $n$ by taking the maximum value over all inputs of length at most $n$.

Note that, by our definition, the oracle has no possibility to explicitly indicate the end of the advice. It must provide as much advice as asked by the algorithm. This eliminates the ability of the oracle to encode some information into the length of the advice string, as it was the case in [4]. As a result, our model is cleaner and more consistent with other complexity measures like, e.g., the number of random bits required for randomized algorithms.

Besides asking for the amount of advice that is necessary to compute an optimal solution, we also deal with the question whether some small advice might help to significantly reduce the competitive ratio. We analyze the advice complexity of three different online problems, namely the well-known paging problem, a job shop scheduling problem and the problem of routing communication requests in a line-topology network. Using these sample problems, we investigate the relation between advice complexity and the competitive ratio of deterministic as well as randomized algorithms.

We now give an overview of the results in this paper. We start with the formal definition of our model and some general observations in Section 2.
As a first example of a notoriously hard online problem, we consider the well-known paging problem in Section 3 and show that very little advice is needed to significantly improve over every deterministic online algorithm. Recall that, for the paging problem, we are given a fast memory, called buffer with a capacity of $K$ data units, called pages, and a large, but slow secondary memory. An input now consists of a sequence of $n$ page requests. Whenever a requested page is not in the buffer, it has to be fetched from the secondary memory. This situation is called a page fault, and the goal is to minimize the number of page faults. It is well-known that any deterministic online algorithm for the paging problem cannot achieve a better competitive ratio than $K$, and even randomized algorithms can at best achieve a ratio of $H_K$, where $H_K$ is the $K$-th harmonic number. As for our advice complexity model, we show that one advice bit per request suffices to compute an optimal solution, and this bound is asymptotically tight for large $K$. Furthermore, we give upper and lower bounds on the number of required advice bits to achieve any given competitive ratio. In particular, these bounds imply the quite surprising result that a total of 3 advice bits suffices to improve the competitive ratio by a factor of 2 (for large enough $K$) in comparison with any deterministic algorithm. Furthermore, $\log K$ bits of advice are sufficient to achieve a competitive ratio asymptotically equal to the ratio of the best randomized algorithm.

Another example of a hard online problem, which we consider in Section 4, is the disjoint path allocation problem. For this problem, we have given a communication network with line topology and want to satisfy a maximum number of communication requests which arrive in an online fashion, under the constraint that the communication paths corresponding to the requests have to be edge-disjoint. It is known that, for $n$ requests, no deterministic algorithm can achieve a better competitive ratio than $n/2$. We show that randomization also does not help too much for this problem, by proving a lower bound of $n/6 - O(1)$ on the competitive ratio. Similarly as for the paging problem, one advice bit per request is sufficient to obtain an optimal algorithm. Furthermore, we present an algorithm with advice that achieves a competitive ratio of $r$ using at most $(\frac{n}{r} + 3) \log n + O(1)$ advice bits. On the other hand, in order to achieve a competitive ratio of $r$, at least $\frac{n^2}{2r} - 2$ advice bits are needed. Instead of using the number of requests, the complexity of this problem can also be measured with respect to the number of vertices of the underlying line network. Any algorithm for the problem needs many advice bits to compute an optimal solution also for this measure.

Section 5 is devoted to the job shop scheduling problem with two jobs and unit-length tasks. In this problem, we want to schedule two jobs, consisting of $n$ unit-length tasks each, on $n$ machines such that each job is processed exactly once by each machine in a prespecified order. If two jobs want to access the same machine within one time step, one of two jobs has to wait for one time step; the goal is to minimize the number of these delays. It is well-known that no deterministic online algorithm for this problem can achieve a competitive ratio better than $9/8 - \varepsilon$ (see [7]). We show that an online algorithm with advice can compute an optimal solution using $\left\lceil \sqrt{n} \right\rceil$ advice bits and prove an asymptotically matching lower bound on the number of advice bits. Furthermore, $O(\log n)$ advice bits are sufficient to obtain a competitive ratio of $1 + O(1/\sqrt{n})$, which is as good as the best known randomized algorithm for this job shop scheduling problem.

To sum up, the presented results for all three analyzed problems show some consistent features: Small advice (i.e., $O(\log n)$ bits) is sufficient to significantly improve the competitive ratio over the best deterministic algorithm; our results imply that, for the paging problem, even constant advice is sufficient. Furthermore, small advice is sufficient to be on par with the best randomized algorithms; we have proven this for all three analyzed problems. On
the other hand, to obtain optimal algorithms, much larger advice (Ω(n) bits for paging and disjoint path allocation, Ω(√n) bits for job shop scheduling) is necessary.

## 2 Preliminaries

Before we present our results, we formally define the terms of online algorithms and competitive analysis as introduced in [8].

**Definition 1.** Consider an input sequence \( I = (x_1, \ldots, x_n) \). An online algorithm \( A \) computes the output sequence \( A(I) = (y_1, \ldots, y_n) \), where \( y_i = f(x_1, \ldots, x_i) \) for some function \( f \). The cost of the solution is given by a function \( C(A(I)) \). By \( A = A(I) \) we denote a solution computed by \( A \) on \( I \).

An online algorithm is \( c \)-competitive, for some \( c \geq 1 \), if there exists a constant \( \alpha \) such that, for each input sequence \( I \), \( C(A(I)) \leq c \cdot C(\text{Opt}(I)) + \alpha \), where \( \text{Opt} \) is an optimal offline algorithm for the problem. An online algorithm is optimal if it is 1-competitive with \( \alpha = 0 \).

Often, randomization is used in the design of online algorithms. Formally, randomized online algorithms can be defined as follows.

**Definition 2.** A randomized online algorithm \( R \) computes the output sequence \( R^\phi = R^\phi(I) = (y_1, \ldots, y_n) \) such that \( y_i \) is computed from \( \phi, x_1, \ldots, x_i \), where \( \phi \) is the content of the random tape, i.e., an infinite binary sequence where every bit is chosen uniformly at random and independently of others. By \( C(R(I)) \) we denote the random variable expressing the cost of the solution computed by \( R \) on \( I \).

\( R \) is \( c \)-competitive\(^3\) if there exists a constant \( \alpha \) such that for each input sequence \( I \), \( E[C(R(I))] \leq c \cdot C(\text{Opt}(I)) + \alpha \).

Our work focuses on the model where the algorithm can use some information, called also advice, about the future input. We introduce the computation model in an analogous way to the model of randomized online algorithms.

**Definition 3.** An online algorithm \( A \) with advice computes the output sequence \( A^\phi = A^\phi(I) = (y_1, \ldots, y_n) \) such that \( y_i \) is computed from \( \phi, x_1, \ldots, x_i \), where \( \phi \) is the content of the advice tape, i.e., an infinite binary sequence.

Algorithm \( A \) is \( c \)-competitive with advice complexity \( s(n) \) if there exists a constant \( \alpha \) such that, for every \( n \) and for each input sequence \( I \) of length at most \( n \), there exists some \( \phi \) such that \( C(A^\phi(I)) \leq c \cdot C(\text{Opt}(I)) + \alpha \) and at most \( s(n) \) bits of \( \phi \) have been accessed during the computation of \( A^\phi(I) \).

For the ease of notation, for both randomized online algorithms and online algorithms with advice, we write \( A(I) \) instead of \( A^\phi(I) \) if \( \phi \) is clear from the context.

If \( A \) accesses \( b \) bits of the advice tape during some computation, we say that \( b \) advice bits are communicated to \( A \), or that \( A \) uses \( b \) bits of advice. The advice complexity of \( A \) gives an upper bound on the number of communicated advice bits, depending on the size \( n \) of the input.

\(^3\) The notion of competitiveness for randomized online algorithms as used in this paper is called competitiveness against an oblivious adversary in the literature. For an overview of the different adversary models, see, e.g., [2].
Note that, if there exists a randomized online algorithm for some online problem achieving a competitive ratio $r$ and using $b$ random bits, the same competitive ratio $r$ can be achieved by an online algorithm with advice using $b$ advice bits.

We use $\log(x)$ to denote the logarithm of $x$ with base 2. When proving upper bounds on advice complexity, we sometimes use the following idea. The oracle needs to communicate some $n$-bit string to the algorithm, but this string always contains only few ones or only few zeros. The following lemma describes an efficient encoding of such strings.

**Lemma 1** Consider an online algorithm $A$ with advice complexity $s_A(n) = n$ and competitive ratio $r$. Furthermore, assume that, for every input instance, $A$ achieves competitive ratio $r$ while using some $n$-bit advice string that contains at most $n/t$ zeros or at least $n - n/t$ zeros, where $t \geq 2$ is a fixed constant. Then, it is possible to design an improved online algorithm $B$ that knows the parameter $t$ and achieves an advice complexity of

$$s(n) = n \log \left( \frac{t}{(t-1)^{\frac{1}{t}}} \right) + 3 \log n + O(1)$$

or

$$s(n) = \left( \frac{n}{t} + 3 \right) \log n + O(1).$$

**Proof.** Let $S$ be the number of all possible $n$-bit strings with at most $n/t$ or at least $n - n/t$ zeros. To communicate any such string $\phi$ to the algorithm $B$, the oracle writes a number from the range $0 \ldots S - 1$ indicating the position of $\phi$ in lexicographical ordering of all possible strings. To do so, $\lceil \log S \rceil$ bits are sufficient. The algorithm, however, needs to know $n$ and $t$ to be able to decode the advice. Since $t$ is always known by the algorithm, it is sufficient to encode the value of $n$ on the advice tape. This can be done by encoding the value $\lceil \log n \rceil$ in unary encoding, i.e., as $0^{\lceil \log n \rceil - 1}1$, at the beginning of the tape and afterwards encoding the value of $n$ using $\lceil \log n \rceil$ bits. Hence, $\lceil \log S \rceil + 2\lceil \log n \rceil = \log S + 2 \log n + O(1)$ bits of advice are sufficient to achieve $r$-competitiveness.
Now let us estimate the number $S$ of possible strings (see Fig. 1). Since $\frac{(t-1)n}{t} = n - \frac{n}{t}$, we get that

$$S \leq 2 \sum_{i=0}^{\lfloor \frac{n}{t} \rfloor} \binom{n}{i} \leq 2 + 2 \frac{n}{t} \left( \frac{n}{\lfloor \frac{n}{t} \rfloor} \right)$$

and subsequently

$$\log S \leq O(1) + \log n + \log \left( \frac{n}{\lfloor \frac{n}{t} \rfloor} \right).$$

Substituting $q := \lfloor \frac{n}{t} \rfloor$ and using Stirling’s formula (we assume $q \geq 1$, otherwise the claim is trivial), we get that

$$\log \left( \frac{n}{\lfloor \frac{n}{t} \rfloor} \right) = \log \left( \frac{n}{q} \right) = \log \frac{n!}{q!(n-q)!} = \log \left[ \frac{\sqrt{n}}{\sqrt{2\pi q(n-q)}} \cdot \frac{n^n}{q^q(n-q)^{n-q}} \right] + O(1)$$

$$\leq \log \frac{n^n}{q^q(n-q)^{n-q}} + O(1).$$

It is straightforward to verify that $q^q(n-q)^{n-q}$ is decreasing in $q$ for $q \in (0, n/2)$, so we have

$$\log \left( \frac{n}{\lfloor \frac{n}{t} \rfloor} \right) \leq \log \frac{n^n}{t^t(n-n/t)^{n-t}} + O(1) = n \log \frac{t}{(t-1)^{t-1}},$$

which concludes the proof of the first claim. To prove the second claim, notice that $\binom{n}{q} \leq n^q$, hence

$$\log S \leq O(1) + \log n + \log(n^q) \leq \frac{n}{t} \log n + \log n + O(1).$$

\[ \square \]

3 Paging

The memory of a computer can be arranged in a hierarchy that starts at the top with very fast but expensive kinds like the CPU’s registers and its caches, has slow but cheap types of memory, such as the hard disc, at its bottom, and the random access memory (ram, often plainly called the physical or main memory) in between.

In the following, we focus on a type of memory hierarchy consisting only of two types of memory: the fast physical memory and the slow hard disc drive. To use memory as efficiently as possible, the technique of paging is widely used. The physical memory and the hard disc drive are subdivided into page frames of a fixed size $s$. Any program, on the other hand, only works on a virtual memory which consists of logical pages also of size $s$. The operating system then maps the logical pages to the page frames. If a program now wants to access a page that is currently not in the physical memory, but on the hard disc drive only, we call this a page fault. In this case, the operating system has to select some victim page frame in the physical memory, replace its content by the content of this page, and update the mapping of the virtual pages to the page frames. Obviously, the logical page contained by the victim frame before the page fault is no longer accessible in the physical memory. Selecting the victim frame is the main task of a paging algorithm. In what follows, we give a formal description.
Definition 4 (Paging Problem). The input is a sequence of integers representing requests to logical pages $I = (x_1, \ldots, x_n)$, $x_i > 0$. An online algorithm $A$ maintains a buffer (content of the physical memory) $B = \{b_1, \ldots, b_K\}$ of $K$ integers, where $K$ is a fixed constant known to $A$. Before processing the first request, the buffer gets initialized as $B = \{1, \ldots, K\}$. Upon receiving a request $x_i$, if $x_i \in B$, then $y_i = 0$. If $x_i \notin B$, then a page fault occurs, and the algorithm has to find some victim $b_j$, i.e., $B := B \setminus \{b_j\} \cup \{x_i\}$, and $y_i = b_j$. The cost of the solution $A = A(I)$ is the number of page faults, i.e., $C(A) = |\{y_i : y_i > 0\}|$.

Surely, here, we are not interested in consecutive appearances of the same page as part of the input and therefore, without loss of generality, we may assume $x_{i+1} \neq x_i$.

3.1 Known Facts about Paging

The paging problem (or PAGING for short) has been extensively studied, and many results are known for the deterministic settings. We recall the basic ones [2].

Fact 1 Every deterministic algorithm is $K$-competitive or worse. There exists a $K$-competitive deterministic algorithm.

Next, we provide a simple upper bound on the advice complexity of the optimal online algorithm with advice.

Fact 2 There is an optimal online algorithm (i.e., a 1-competitive algorithm) solving PAGING with advice complexity $n$.

Proof. Consider an input sequence $I$, and an optimal offline algorithm $Opt$ processing it. In each step of $Opt$, call a page currently in the buffer active if it will be requested again before $Opt$ replaces it by some other page. We design $A$ such that in each step $i$, the set of $Opt$’s active pages will be in $B$, and $A$ will maintain with each page an active flag identifying this subset. If $A$ gets an input $x_i$ that causes a page fault, some passive (i.e., non-active) page is replaced by $x_i$. Moreover, $A$ reads with each input also one bit from the advice tape telling whether $x_i$ is active for $Opt$. Since the set of active pages is the same for $Opt$ and $A$, it is immediate that $A$ generates the same sequence of page faults. □

The following fact provides a lower bound for the competitive ratio of any randomized paging algorithm [2]:

Fact 3 Every randomized algorithm is at least $H_K$-competitive, where $H_K$ is the $K$-th harmonic number, i.e., $H_K = \sum_{i=1}^{K} \frac{1}{i}$.

In our work, we sometimes use a class of paging algorithms, called marking algorithms, for proving upper bounds on algorithms with advice. This concept is also useful for providing upper bounds on the competitive ratio of randomized paging algorithms [2].

Definition 5. A marking algorithm works as follows:

1. Start with all pages unmarked.
2. Upon a hit, mark the page.
3. Upon fault, discard an unmarked page, and insert the new page as marked.
4. If there is no unmarked page in step 3, unmark all pages and repeat step 3.
The randomized marking algorithm selects the unmarked page in step 3 uniformly at random among all unmarked pages.

**Fact 4** The randomized marking algorithm is $H_K$-competitive, if the logical pages are chosen from a set of cardinality $K + 1$, and $2H_K$-competitive in general.

### 3.2 Constant Competitive Ratio

In Fact 2, we have shown that using one bit of advice per request is sufficient to obtain an optimal paging algorithm. In the next theorem, we show that it is possible to obtain paging algorithms with good competitive ratios using smaller advice. More precisely, we show an upper bound on the advice complexity depending on the competitive ratio, indicating that using an amortized constant amount of bits per request $s(n)/n < 1$ is enough to gain a constant competitive ratio.

**Theorem 1** For each constant $r \geq 1$, there exists an $r$-competitive algorithm for PAGING with advice complexity

$$s(n) = n \log \left( \frac{r + 1}{r^{r+1}} \right) + 3 \log n + O(1).$$

**Proof.** Consider an $n$-bit binary string $\phi$ defined as follows (comp. Fact 2): the $i$-th position is 0 if page $x_i$ is removed from the buffer of the optimal offline algorithm after step $i$ without requesting it in any following step, and 1 otherwise. Note that every zero in $\phi$ corresponds to a page fault in the optimal offline algorithm. Let $\phi$ contain $k$ zeros. Now consider any string $\phi'$ obtained from $\phi$ by flipping at most $k(r - 1)$ ones to zeros.

The algorithm $A$ reads $\phi'$ from the advice tape and then works as follows: each request $x_i$ (and also the corresponding page stored in memory after processing it) is labelled either active, if $\phi'[x_i] = 1$, and passive otherwise. Whenever a page fault occurs, the algorithm replaces a passive page.

First, we argue that the algorithm is well-defined, i.e., that upon each page fault there is at least one passive page in the memory. It is easy to see that if $\phi' = \phi$, the algorithm is valid, because the optimal algorithm must replace some page upon page fault. Moreover, since $\phi'$ was obtained from $\phi$ by flipping ones to zeros, it is easy to see that in each time step the set of active pages of the algorithm is a subset of active pages of the optimal algorithm. Hence, there is always some passive page.

Second, we argue that, for each place where $\phi$ and $\phi'$ differ, the algorithm makes only one additional fault. Consider an arbitrary page fault made by $A$ that was not made by the optimal algorithm. Clearly, this page fault was caused by a page $x_i$ that was in the memory of the optimal algorithm and not in the memory of $A$, meaning that the previous occurrence of $x_i$ in the input had the original bit one flipped to zero in $\phi'$. Hence, each additional page fault of the online algorithm can be charged to the flip of the most recent occurrence of the page.

Since $\phi$ contains $k$ zeros, the optimal algorithm makes $k$ faults. Hence, summarizing the previous arguments, one gets that in order to achieve a competitive ratio $r$, it is sufficient to supply the advice algorithm with any string $\phi'$ obtained from $\phi$ by flipping at most $k(r - 1)$ ones to zeros. Indeed, in this case, the advice algorithm makes at most $k + k(r - 1) = kr$ faults.
Consider an arbitrary string $\phi$ with $k$ zeros. If $k \leq \frac{n}{r+1}$ or $k \geq \frac{rn}{r+1}$, let $\phi' = \phi$. Otherwise, flip arbitrary $k(r-1)$ ones, so $\phi'$ contains exactly $k + k(r-1) = rk \geq \frac{rn}{r+1}$ zeros. As we have shown, $A$ achieves competitive ratio $r$ on advice string $\phi'$. Hence, by applying Lemma 1 for $t := r + 1$, the claim of the theorem follows.  

Fig. 2. Number of bits per request ($a = \lim_{n \to \infty} s(n)/n$) sufficient to achieve competitive ratio $r$

The following corollary expresses the fact that it is possible to obtain a constant competitive ratio with an amortized constant number of bits of advice per request. This number of bits can be arbitrarily close to 0 at the expense of a very high competitive ratio; on the other hand, a competitive ratio arbitrarily close to 1 is reachable with the number of bits per request approaching 1 (see Fig. 2).

**Corollary 1** For each constant $r \geq 1$, there exists an $r$-competitive algorithm with advice complexity $s(n)$ such that

$$
\lim_{n \to \infty} \frac{s(n)}{n} = \log \left( \frac{r + 1}{r - 1} \right).
$$

Next, we show a lower bound on the advice complexity required to obtain a constant competitive ratio.

**Lemma 2** Consider any paging algorithm $A$ with advice complexity $s(n)$. For any integer $n$, and any $\gamma \in (0, \frac{1}{2})$, there exists an input instance $I$ of length $n$ such that

$$
\frac{C(A(I))}{C(\text{Opt}(I))} \geq 1 + \frac{\gamma \log(1 - \gamma)}{K - 1} \cdot \frac{1 + \log(1 - \gamma) - \frac{s(n)}{n}}{\log \left( \frac{1}{\gamma} - 1 \right)},
$$

where $\nu := \lfloor n/(2K - 2) \rfloor$ and $\text{Opt}(I)$ is the optimal solution of instance $I$. Furthermore, $C(\text{Opt}(I)) = \nu(K - 1)$.  
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Proof. Consider an algorithm $A$ with advice complexity $s(n)$, and let $Z = \binom{2K-2}{K-1}$. The overall structure of the proof is as follows. For any $\nu$, we construct a set $I$ of $\nu^2$ inputs of length $n$. Obviously, there must be a subset $I' \subseteq I$ of size at least $\frac{\nu^2}{2^{s(n)}}$ such that the algorithm uses the same advice for all inputs of $I'$. Then we show how to select an input from $I'$ on which the competitive ratio cannot be better than claimed by this lemma.

The inputs from $I$ are organized in a complete $Z$-ary tree of height $\nu$, where each edge is labeled with a sequence of $2K - 2$ requests. Each leaf of the tree represents one input from $I$ which is obtained by concatenating the request sequences on all edges of the path from the root to this leaf. Let $N_h$ denote the sequence of $K - 1$ requests $(hK + 1, hK + 2, \ldots, hK + K - 1)$. Let us denote the root to be on level 1, the sons of the root to be on level 2, etc. Each edge $e$ leading from a vertex $v$ of level $h$ is labeled with the sequence $N_h$ followed by the sequence $S(e)$. The sequences $S(e)$ are defined recursively as follows. For each vertex $v$, consider a set of $K$ elements $m(v)$: the intuition is that $m(v)$ is the content of the memory of some optimal algorithm processing the given input. Let us define $m(root) = \{1, \ldots, K\}$. Inductively, consider a vertex $v$ of level $h$ with $m(v)$ already defined. The sequences $S(e)$ of the outgoing edges contain $(K - 1)$-element subsets of the set $m(v) \cup N_h$ such that they do not contain the element $hK + K - 1$ (the ordering within the sequence is not important; to avoid ambiguity, let us assume the sequences $S(e)$ are increasing). For any edge $e = (v, v')$, let us set $m(v') = S(e) \cup \{hK + K - 1\}$. Since, by using this procedure, we keep the invariant that $m(v) \cap N_h = \emptyset$, there are exactly $Z = \binom{2K-2}{K-1}$ possible subsets, a unique one for every son of $v$.

In this way, we obtain a set of instances of length $\nu(2K - 2)$. Each of these instances can be extended to length $n$ by repeating the last request $n - \nu(2K - 2) = n \mod(2K - 2)$ times.

Now consider any input from $I$. Since the sequence $N_h$ contains always $K - 1$ new pages, there are at least $\nu(K - 1)$ page faults made in each algorithm. Moreover, there is an (offline) algorithm that makes no page faults during the processing of $S(e)$.

Now we describe how to select a particular input with large competitive ratio. Consider the algorithm $A$ with the particular advice for processing the inputs from $I'$, and denote, for each vertex $v$, by $m_k(v)$ the contents of the memory of the algorithm. The situation is depicted in Fig. 3: the algorithm has memory $m_k(v)$, and receives the input sequence $N_h$. Since the algorithm is deterministic, the contents of the memory of the algorithm after processing $N_h$ is the same for all sons of $v$, and we denote it by $m'_k(v)$. After that there are $Z$ possible ways to extend the input by a sequence $S(e)$. Let

$$\text{fault}(S(e)) = |\{x \in S(e) : x \notin m'_k(v)\}|,$$

i.e., $\text{fault}(S(e))$ is the number of faults made by the algorithm on the sequence of requests $S(e)$. Next, we argue that among the $Z$ sons of $v$ there are at least $Z/2$ with $\text{fault}$ at least $(K - 1)/2$. In order to show this, let us assign to each set $S(e)$ a complement set $\overline{S(e)}$ of the form

$$\overline{S(e)} = (m(v) \cup N_h) \setminus (S(e) \cup \{hK + K - 1\}).$$

Obviously, $\overline{S(e)} = S(e')$ for some other $e'$, and the complementarity relation forms a matching on the $Z$ sons of $v$ (note that $Z$ is even). Consider now a set $S(e)$ such that $\text{fault}(S(e)) > (K - 1)/2$. We argue that in this case $\text{fault}(\overline{S(e)}) > (K - 1)/2$ (see Fig. 4).

Let $\text{fault}(S(e)) < (K - 1)/2$. The memory $m'_k(v)$ contains some elements from $m(v)$, some elements from $N_h$, and possibly some other elements. Moreover, $m'_k(v)$ contains the element $(Kh + K - 1) \in N_h$. The light grey part of $m'_k(v)$ on Fig. 4 is covered by $S(e)$,
Fig. 3. After processing the input up to some node $v$, the memory of the algorithm is $m_A(v)$. Since $N_h$ is a common prefix of all the edges from $v$ to its sons, the algorithm has the same contents of memory $m_A'(v)$ after reading the first $|N_h| = K - 1$ requests.

Fig. 4. Illustration of the fact $\text{fault}(\overline{S(e)}) > \frac{(K - 1)}{2}$

so it contains more than $(K - 1)/2$ elements. Hence, the dark grey part contains less than $(K - 1)/2$ elements. Furthermore, the dark grey part is equal to $m_A'(v) \cap \overline{S(e)}$, so $\text{fault}(\overline{S(e)})$ is greater than $(K - 1)/2$.

Now, we select, in each vertex $v$, exactly $Z/2$ sons with fault at least $(K - 1)/2$ as left sons, the remaining sons are right. Let, for a vertex $v$, $L(v)$ [R(v)] be the number of leaves from $\mathcal{T}$ in the subtrees induced by left [right] sons. Choose a parameter $\gamma \in (0, 1/2)$, and let us construct an input in the following way starting from the root. For each vertex $v$, consider two cases:
Case 1: $\gamma(L(v) + R(v)) \leq \min(L(v), R(v))$. In this case, $v$ is called balanced. We select the left son $v'$ with the most elements from $I'$ in its subtree (this is always non-zero), append the corresponding $S(e)$ to the constructed input, and continue to $v'$. It is not difficult to check that, for the next iteration, 
\[ L(v') + R(v') \geq \frac{L(v)}{Z} \geq \frac{2\gamma}{Z}(L(v) + R(v)). \]

Case 2: $\gamma(L(v) + R(v)) > \min(L(v), R(v))$. In this case, $v$ is called imbalanced. Consider the case that $L(v) < \gamma(L(v) + R(v))$, the other case is analogous. Easily, in this case it holds that $R(v) > (1 - \gamma)(L(v) + R(v))$, hence, by the pigeonhole principle, some right son of $v$ induces a subtree with at least 
\[ \frac{(1 - \gamma)(L(v) + R(v))}{Z} \]
leaves from $I'$. Similarly as in Case 1, we select the right son $v'$ of $v$ with most elements from $I'$ in its subtree, append the corresponding $S(e)$ to the constructed input, and continue to $v'$. This implies 
\[ L(v') + R(v') \geq \frac{2}{Z}(1 - \gamma)(L(v) + R(v)). \]

Consider the particular input $I$ produced this way. Let $w$ be the number of times a balanced vertex was visited. Since there are $\nu$ vertices on the path from the root to any leaf, the procedure starts with $|I'| = \frac{Z^\nu}{2s(n)}$ leaves, and ends with a single leaf, it follows: 
\[ 1 \geq \frac{Z^\nu}{2s(n)} \left( \frac{2\gamma}{Z} \right)^w \left( \frac{2(1 - \gamma)}{Z} \right)^{\nu - w}, \]
i.e., 
\[ 1 \geq 2^{\nu - s(n)} \gamma^w (1 - \gamma)^{\nu - w}. \]

The optimal solution for any input from $I$ is to generate $K - 1$ faults in each $S(e)$, i.e., $\nu(K - 1)$ faults over the whole input. The algorithm, however, makes at least additional $(K - 1)/2$ faults every time a balanced vertex is visited. Hence we get for the ratio: 
\[ \frac{C(A(I))}{C(\text{OPT}(I))} \geq \frac{\nu(K - 1) + w \left\lceil \frac{K - 1}{2} \right\rceil}{\nu(K - 1)} = 1 + \frac{w}{\nu} \cdot \left\lceil \frac{K - 1}{2} \right\rceil. \]

From (1), we get 
\[ \frac{w}{\nu} \geq 1 + \log(1 - \gamma) - \frac{s(n)}{\nu}, \]
which gives the result. \qed

Using the previous lemma, we can express the minimal number of advice bits per request required to obtain an $r$-competitive algorithm. The following theorem states this result.

**Theorem 2** Let $r$ be any constant such that $1 \leq r \leq 1.25$. For any paging algorithm $A$ with advice complexity $s(n)$ and competitive ratio $r$ it holds that 
\[ \frac{s(n)}{n} \geq \frac{1}{2K - 2} \left[ 1 + \log(3 - 2r) - (2r - 2) \log \left( \frac{1}{2r - 2 - 1} \right) \right] - O \left( \frac{1}{n} \right). \]
The constant of the $O(1/n)$ depends on $K$ and the parameters $r, \alpha$ of $A$ (as used in Definition 1).

Proof. For any $n$, Lemma 2 guarantees existence of an input instance $I$ such that

$$\frac{C(A(I))}{C(\text{Opt}(I))} \geq 1 + \frac{\log(1 - \gamma) - s(n)}{\nu} \geq 1 + \frac{1}{2} \cdot \frac{1 + \log(1 - \gamma) - s(n)}{\log \left(\frac{1}{\gamma} - 1\right)} \quad (2)$$

holds for every $\gamma \in (0, 1/2)$, where $\nu := \lceil n/(2K-2) \rceil$, $\text{Opt}(I)$ is the optimal solution of instance $I$, and $C(\text{Opt}(I)) = \nu(K - 1)$. Let $q := C(A(I))/C(\text{Opt}(I))$. Equation (2) then implies:

$$s(n) \geq \nu \left(1 + \log(1 - \gamma) - \log \left(\frac{1}{\gamma} - 1\right) (2q - 2)\right) \geq \left(\frac{n}{2K-2} - 1\right) \left(1 + \log(1 - \gamma) - \log \left(\frac{1}{\gamma} - 1\right) (2q - 2)\right),$$

and thus

$$\frac{s(n)}{n} \geq \frac{1}{2K-2} \left(1 + \log(1 - \gamma) - \log \left(\frac{1}{\gamma} - 1\right) (2q - 2)\right) - O \left(\frac{1}{n}\right). \quad (3)$$

Since $A$ is $r$-competitive, we have that $C(A(I)) \leq rC(\text{Opt}(I)) + \alpha$, which yields

$$q = \frac{C(A(I))}{C(\text{Opt}(I))} \leq r + \frac{\alpha}{C(\text{Opt}(I))} = r + O \left(\frac{1}{n}\right). \quad (4)$$

Substituting (4) into (3) we have

$$\frac{s(n)}{n} \geq \frac{1}{2K-2} \left(1 + \log(1 - \gamma) - \log \left(\frac{1}{\gamma} - 1\right) (2r - 2)\right) - O \left(\frac{1}{n}\right). \quad (5)$$

Since we can choose any $\gamma \in (0, 1/2)$, we need to maximize

$$X(\gamma) := 1 + \log(1 - \gamma) - \log \left(\frac{1}{\gamma} - 1\right) (2r - 2).$$

It is straightforward to check that $X'(\gamma) = 0$ holds for $\gamma = 2r - 2$, so $X(\gamma)$ is maximal in this case. Hence, we have

$$\frac{s(n)}{n} \geq \frac{1}{2K-2} \left(1 + \log(3 - 2r) - \log \left(\frac{1}{2r - 2} - 1\right) (2r - 2)\right) - O \left(\frac{1}{n}\right).$$

The previous theorem proves that an amortized constant number of advice bits per request is necessary to obtain algorithms with competitive ratio better than 1.25, see Fig. 5.

To obtain an optimal algorithm, large advice is necessary. The following theorem proves a lower bound on the advice complexity that converges to 1 bit per request with growing cache size $K$. Hence, the upper bound of Fact 2 is tight for large $K$. 
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Theorem 3 For any optimal paging algorithm A with advice complexity $s(n)$,

$$\frac{s(n)}{n} \geq \frac{1}{2K-2} \log \left( \frac{2K-2}{K-1} \right) - \mathcal{O}\left( \frac{1}{n} \right) \geq 1 - \frac{\log(K-1) + C}{4(K-1)} - \mathcal{O}\left( \frac{1}{n} \right)$$

for some constant $C$ not depending on $K$. The constant of $\mathcal{O}(1/n)$ depends on $K$.

Proof. Consider the set of inputs $I$ as introduced in the proof of Lemma 2 for some $n$; there are $Z^n$ of them, where $Z = \left( \frac{2K-2}{K-1} \right)$, and $\nu = \left[ \frac{n}{2K-2} \right]$.

It is not difficult to see that $A$ has to use different advice on any two inputs of $I$. Otherwise, $A$ makes the same decision on edges outgoing from the lowest common ancestor of some inputs $I_1, I_2 \in I$, and makes at least one more page fault than the optimal algorithm on these edges in at least one of these inputs, thus A cannot be optimal.

Hence, the advice complexity of $A$ has to be at least $\log(Z^n) = \nu \log(Z)$ bits, which proves the first claim of the theorem:

$$s(n) \geq \nu \log(Z) = \left[ \frac{n}{2K-2} \right] \log \left( \frac{2K-2}{K-1} \right)$$

$$\geq \left( \frac{n}{2K-2} - 1 \right) \log \left( \frac{2K-2}{K-1} \right) = \frac{n}{2K-2} \log \left( \frac{2K-2}{K-1} \right) - \mathcal{O}(1).$$

This implies

$$\frac{s(n)}{n} \geq \frac{1}{2K-2} \log \left( \frac{2K-2}{K-1} \right) - \mathcal{O}\left( \frac{1}{n} \right).$$

(6)

Using the Stirling formula, we have

$$\binom{2t}{t} = \frac{(2t)!}{(t!)^2} = \frac{\sqrt{2\pi 2^t (\frac{2t}{e})^{2t} (1 + \mathcal{O}\left( \frac{1}{t} \right))}}{\left( \sqrt{2\pi t} \left( \frac{1}{e} \right)^t (1 + \mathcal{O}\left( \frac{1}{t} \right)) \right)^2} = 2^{2t} \cdot \frac{D}{\sqrt{t}}.$$  

(7)
for some constant $D$ not depending on $K$. Substituting $t := K - 1$ into (7) and (6), we complete the proof:

$$\frac{s(n)}{n} \geq \frac{1}{2K - 2} \log \left( 2^{2(K-1)} \frac{D}{\sqrt{K-1}} \right) - O \left( \frac{1}{n} \right)$$

$$= \frac{2(K-1) + \log(D) - \frac{1}{2} \log(K-1)}{2K - 2} - O \left( \frac{1}{n} \right)$$

$$= 1 - \frac{-2 \log(D) + \log(K-1)}{4K - 4} - O \left( \frac{1}{n} \right).$$

\[ \Box \]

### 3.3 Small Advice

In this section, we analyze the case where only very small advice is available to the algorithm. More precisely, we focus on the case where the advice complexity $s(n)$ is constant (independent of $n$), i.e., where the algorithm is allowed to use only constant number of advice bits for the whole input. We show that, even in this very restricted case, the competitive ratio can be significantly improved with respect to the best deterministic algorithm. We start with the upper bounds on advice complexity, and complement them later with a lower bound.

The next theorem focuses on the special case of Paging with only $K + 1$ logical memory pages, i.e., there is always exactly one logical page missing in the physical memory.

**Theorem 4** Consider the class of inputs with $K + 1$ possible pages, where $K$ is the size of the buffer, and let $c < K$ be a power of 2. There is an algorithm with advice complexity $s(n) = \log c$ for Paging on this class of inputs with competitive ratio

$$r \leq \frac{3}{2} \log c + \frac{K - 1}{c}.$$

**Proof.** We construct $c$ deterministic algorithms $A_1, \ldots, A_c$, and argue that, for each input, some of them does not make too many faults. The advice is then the number of the algorithm that should be used to process this input.

The algorithms will be marking algorithms according to Definition 5, and as such they possess a natural concept of a phase: a phase starts in step 4 of Definition 5, when the algorithm unmarks all pages, i.e., after $K$ distinct requests have arrived since the start of the previous phase. Note that, for a given input, the sets of marked pages in any step (and hence also the beginnings of phases) are identical for all marking algorithms.

By definition, we assume that all algorithms start with the pages $\{1, 2, \ldots, K\}$ in memory, and all of them are marked, so the first request is the page $K + 1$ and it starts a new phase. Since the contents of the memory are identical for all algorithms at the beginning of any phase, it is sufficient to describe the processing of a single (first) phase; all other phases differ only by having different sets of starting pages. Furthermore, since any request for a marked page does not cause a page fault in any algorithm, we can ignore such requests, so that each phase consists of exactly $K$ requests $r_0, r_1, \ldots, r_K$. After processing requests $r_0, \ldots, r_t$, the memory of any algorithm $A_i$ contains marked pages $r_0, \ldots, r_t$, and some $K - t - 1$ unmarked pages. Now we describe the behavior of each of the algorithms on requests $r_0, r_1, \ldots, r_K$.

The request $r_0 = K + 1$ causes a page fault in all algorithms; algorithm $A_i$ replaces page $i$ by $K + 1$. The remaining $K - 1$ requests are processed in rounds. Round 0 starts by processing
request $r_1$, and lasts $K - c - 1$ steps. Any other round $t$ for $t > 0$ starts by processing request $r_{K - \frac{c}{2^{t+1}}}$ and lasts $\frac{c}{2}$ steps. In each round $t$, the algorithms are partitioned into groups of size $2^t$, and each group $G_j$ has an assigned page $p_j$, such that for any two groups $G_j, G_j', j \neq j'$, the assigned pages differ, i.e., $p_j \neq p_{j'}$. In round 0, each algorithm forms a group of its own, and algorithm $A_j$ has the assigned page $p_j = j$. At the beginning of the round $t > 0$, groups $G_{2j}$ and $G_{2j+1}$ are merged into a single group with assigned page $p_{2j}$. Let $r$ be any request that causes a page fault in some algorithm $A_i$ belonging to group $G_j$ during round $t$. Let $p$ be the smallest unmarked page that is not assigned to any group (note that during round $t$ there are more than $c/2^t$ unmarked pages but only $c/2^t$ groups). If $p_j$ is in $A_i$’s memory, $A_i$ replaces $p_j$ by $r$. Otherwise, if $p_j$ is missing in $A_i$’s memory, clearly $p$ must be in $A_i$’s memory (since there is only one page missing); $A_i$ then replaces $p$ by $r = p_j$, and changes the assigned page of its group $G_j$ to $p$ (note that if more algorithms from the same group perform this operation, they assign the same number $p$ to the group). Note that this operation never violates the invariant that different pages are assigned to any two groups: It is not difficult to check that there can be at most one group changing its assigned page in one request (otherwise the invariant did not hold before that particular request), and the newly assigned page $p$ was not assigned to any group by the choice of $p$.

Now let us bound from above the overall number of page faults occurred in all algorithms during one phase. The first request causes a page fault in every algorithm, so the contribution is $c$ faults. During the round 0, it is easy to see that, for every algorithm $A_j$ the assigned page $p_j$ is missing in $A_j$’s memory. Hence, each request can cause a page fault in at most one algorithm. Since the length of the round is $K - c - 1$, the overall contribution of this round is at most $K - c - 1$ faults.

Consider now an arbitrary round $t > 0$. At the beginning, we charge a credit of one page fault to every algorithm from the merged groups $G_{2j+1}$, this is a contribution of $c/2$ page faults that will be accounted for later during the round. First note that, if an algorithm is missing $p_j$ in the memory, it remains missing $p_j$ in memory until the end of the round. Moreover, the only way an algorithm may be missing a page different from $p_j$ in the memory is to be in the group $G_{2j+1}$ during the merging.

Consider a request $r$ that causes a page fault to an algorithm $A_i$ from group $G_j$. Let us distinguish two cases. If $p_j = r$ is missing in $A_i$’s memory: since the assigned pages for different groups are different, there are at most $2^t$ such algorithms accounting for at most $2^t$ page faults during this particular request. If $p_j$ is in $A_i$’s memory, the credit charged to $A_i$ during the last time it was merging from an odd group is accounted now; after this step, $A_i$ is missing $p_j$ in memory.

Since round $t > 0$ has $c/2^t$ steps, there are at most

$$\frac{c}{2} + 2^t \frac{c}{2^t} = \frac{3}{2} c$$

page faults during this round. Hence, the overall number of page faults during one phase is at most

$$K - 1 + \frac{3}{2} c \log c.$$  

Consider an input $X$ consisting of $f$ phases. Then the overall number of page faults made by all algorithms is at most $f \cdot (K - 1 + \frac{3}{2} c \log c)$. Since there are $c$ algorithms, there must be one of them that makes at most

$$f \cdot \left(\frac{K - 1}{c} + \frac{3}{2} \log c\right)$$
Hence the first request from the next phase is done while processing requests 2, . . . , K faults: consider any two consecutive phases i, i + 1. In phase i, some unmarked starting page was not assigned to any group. As proved above, the last page of the sequence is never assigned.

In the next theorem, we generalize this result for an arbitrary number of logical pages.

**Theorem 5** Consider the class of inputs with a buffer of size K, and let c < K be a power of 2. There is an algorithm with oracle size \( \log c \) for Paging on this class of inputs with competitive ratio

\[
r \leq 3 \log c + \frac{2(K + 1)}{c} + 1.
\]

**Proof.** Similarly as in Theorem 4, we construct c deterministic marking algorithms \( A_1, \ldots, A_c \), and argue that, for each input, one of them does not make too many page faults. Again, we use the concept of a phase, and assume that the first request starts a new phase.

Analogously to Theorem 4, it is sufficient to describe the processing of a single (first) phase consisting of exactly K requests \( r_0, r_1, \ldots, r_{K-1} \). Each request \( r_t \) can be a request for some unmarked starting page \( r_t \leq K \), i.e., a page that was in the memory at the beginning of the phase, or a request for some new page \( r_t > K \). After processing requests \( r_0, r_1, \ldots, r_{t-1} \), the memory of any algorithm \( A_j \) contains marked pages \( r_0, \ldots, r_{t-1} \), and some \( K - t \) unmarked pages. Now we describe the behavior of each of the algorithms on requests \( r_0, r_1, \ldots, r_K \).

The K requests are processed in \( \log c + 1 \) rounds. Round 0 starts by processing request \( r_0 \), and lasts \( K + m_t - c + 1 \) steps. Any other round \( u \) for \( u > 0 \) starts by processing request \( r_{K-\frac{c}{2^u}+1}^u \) and lasts \( \frac{c}{2^u} \) steps. In each round \( u \), the algorithms are partitioned into groups \( G_0, \ldots, G_{c/2^u-1} \) of size \( 2^u \).

Consider request \( r_t \) that is processed in round \( u \). Let \( m_t \) be the number of requests of new pages among \( r_0, \ldots, r_{t-1} \). We maintain an ordering of all unmarked starting pages. Since there are \( K + m_t - t \) such pages when request \( r_t \) arrives, we denote them as \( s_0, \ldots, s_{K+m_t-t-1} \). When request \( r_0 \) arrives, we can start with an arbitrary order of the K starting pages. We say that group \( G_t \) has an assigned set of pages \( p_i^{(t)} = \{s_t, \ldots, s_{t+m_t-1}\} \), i.e., a set of \( m_t \) consecutive unmarked starting pages. It is easy to check that every unmarked starting page is assigned to at most \( m_t \) groups, and that the last

\[
(K + m_t - t - 1) - (c/2^u - 1 + m_t - 1) = K - t - c/2^u + 1 \geq 1
\]

unmarked starting pages are not assigned to any group.

In round 0, each algorithm forms a group of its own. At the beginning of a round \( u > 0 \), groups \( G_t \) and \( G_{t+c/2^u} \) are merged to a single group \( G_t \). Now we show how to process request \( r_t \). At first, we describe how to modify the ordered sequence of unmarked starting pages: If \( r_t \) is a request for a new page, no change is necessary. In this case, every group is assigned one more page after processing \( r_t \). If \( r_t \) is a request for a starting page, we need to remove the page \( r_t \) from the sequence. To do so, we replace the page by any starting page that is not assigned to any group. As proved above, the last page of the sequence is never assigned.
to any group, hence such change always exists. In this case, assignments of at most \( m_t \) groups were changed, and the only change was replacement of page \( r_t \) by some other page.

Consider any algorithm \( A_j \) belonging to group \( G_i \) such that \( r_t \) causes a page fault in \( A_j \). To process the request, \( A_j \) replaces any unmarked starting page assigned to \( G_i \) by \( r_t \) in its memory. We need to show that such page always exists. When \( r_t \) arrives, \( A_j \) has \( K - t \) unmarked starting pages in memory. After modifying the ordered sequence of unmarked starting pages, there are \( m_{t+1} \) pages assigned to \( G_i \), and \( K + m_{t+1} - (t + 1) \) unmarked starting pages in total. Hence, there are only \( K - t - 1 \) unmarked starting pages not assigned to \( G_i \), so the memory of \( A_j \) contains some page assigned to \( G_i \).

Now let us bound from above the overall number of page faults occurring in all algorithms during one phase. To do so, we use the following accounting argument. When assigning unmarked starting pages to groups, we distribute coins on memory cells of all algorithms such that the following invariant holds: Each memory cell of an algorithm \( A_j \) belonging to group \( G_i \) that contains a page assigned to \( G_i \) has a coin. It is easy to see that every page fault of any algorithm consumes one coin. Hence, it is sufficient to count how many coins have to be distributed.

No coins are necessary at the beginning of round 0. At the beginning of any round \( u > 0 \) starting by request \( r_t \), groups \( G_i \) and \( G_{i+c'/2^u} \) are merged together. Obviously, assigned pages of algorithms in \( G_i \) do not change. Any algorithm \( A_j \) in \( G_{i+c'/2^u} \) gets at most \( m_t \) newly assigned pages after the merge, so \( A_j \) requires at most \( m_t \) extra coins. Since there are \( c'/2 \) affected algorithms, \( m_t c'/2 \leq m_K c'/2 \) extra coins are sufficient, which sum up to \( m_K \frac{c}{2}(\log c + 1) \) for all rounds.

Consider any request \( r_t \) for a new page. One additional page is assigned to every group, hence at most one extra coin is needed in every algorithm. Since there are \( m_K \) requests for new pages, such requests can be covered by \( m_K c \) extra coins.

Finally, consider any request \( r_t \) for a starting page in round \( u \geq 0 \). To process the request, \( m_t \) groups are assigned an additional page. Since each group has \( 2^u \) algorithms, we need \( m_t 2^u \leq m_K 2^u \) extra coins to cope with that. For \( u > 0 \), there are at most \( c'/2^u \) such requests in round \( u \), so we need \( m_K c' \) coins for any round \( u > 0 \). For \( u = 0 \), we need \( m_K(K - c + 1) \) coins. Hence, \( m_K c \log c + m_K(K - c + 1) \) coins are sufficient for all rounds. Adding everything together, \( m_K \frac{c}{2}(3 \log c + 1) + m_K(K + 1) \) coins are sufficient in total.

Consider an input \( X \) with \( m \) requests for new pages. Then the overall number of page faults made by all algorithms is at most \( m \frac{c}{2}(3 \log c + 1) + m(K + 1) \). Since there are \( c \) algorithms, there must be one of them that makes at most

\[
m \left( \frac{K + 1}{c} + \frac{3}{2} \log c + \frac{1}{2} \right)
\]

faults on \( X \).

On the other hand, any algorithm makes at least \( m/2 \) page faults (see Theorem 4.3 in [2]).

The presented results show that even very small advice can be used efficiently. Furthermore, \( \log K \) bits of advice (i.e., making \( c \) equal to the largest power of 2 smaller than \( K \)) can be used to achieve the competitive ratio \( 3 \log K + O(1) \) which is asymptotically equal (albeit the constant is worse) to the best possible ratio \( H_K = \sum_{i=1}^{K} \frac{1}{i} \) of a randomized algorithm without advice.

Next, we complement the result of Theorem 5 by presenting a lower bound on the competitive ratio for paging algorithms with constant advice complexity.
Theorem 6 Consider the class of inputs with $K + 1$ possible pages, where $K$ is the size of the buffer, and let $c$ be a power of 2. Any deterministic algorithm $A$ with advice complexity $s(n) = \log c$ for Paging on this class of inputs has a competitive ratio of at least $K/c$.

Proof. Consider all inputs of length $n$ ordered into a $K$-ary tree: each vertex of the tree has $K$ sons representing $K$ possible pages that could arrive in the next request (consecutive sequences of the same page are ignored). The leaves of the tree correspond to particular inputs, and every vertex $v$ of a tree corresponds to a prefix of some inputs (exactly those which correspond to the leaves of the subtree induced by $v$). With $\log c$ bits of advice, there are $c$ possible advice strings, and each input has to be processed using one of the advices. Let us color the leaves with $c$ colors according to which advice is used to process the input. Let $h := \lfloor n/c \rfloor$.

![Fig. 6. Cutting of the input-tree. If there is a subtree $T_j$ with some color missing, the induction is used on $T_j$, otherwise there is a color that covers the whole tree $T$.](image)

We show, by induction on $i$, that, if there is a vertex $v$ inducing a subtree $T_v$ of height at least $h \cdot i$ such that all leaves of $T_v$ are colored by at most $i$ colors, there is an input where the algorithm makes at least $h$ faults. The claim of the theorem follows immediately from the case $i = c$.

Consider a subtree $T_v$ of height at least $h \cdot i$ with leaves colored with $i$ colors. If $i = 1$, then all inputs of $T_v$ are processed using the same advice. Hence, we have an ordinary deterministic algorithm that has to process all inputs of $T_v$. Obviously, there is an input where the algorithm makes a page fault in every step in $T_v$, so it makes at least $h$ faults.

Let $i > 1$, and cut the tree $T_v$ after $h$ levels, so that we have a tree $T$ of height $h$, and there is a subtree $T_j$ of height $h(i - 1)$ rooted at each leaf of $T$. Let us distinguish two cases. If there is a subtree $T_j$ with leaves colored by $i - 1$ colors we can use induction to argue that there are at least $h$ faults on some input belonging to $T_j$. So suppose that there is a color $a$ that is used in all subtrees. Select a leaf colored by $a$ from every subtree; these inputs are processed with the same advice. However, the requests of these inputs belonging to $T$ cover all
possible request sequences of length $h$. Hence, we can argue that there is one of them where the algorithm makes $h$ faults.

To conclude the proof, note that the optimal algorithm makes at most $n/K$ faults: consider a page fault caused by a page $p$. Since there are only $K + 1$ possible pages, and all of them except for $p$ are in the memory, there must be a page that will not be requested during the next $K - 1$ requests. Hence, the optimal algorithm makes at most one page fault per $K$ requests.

For the ratio $r$ of the algorithm $A$ and any input instance $I$, it holds that $C(A(I)) \leq r \cdot C(OPT(I)) + \alpha$, where $OPT$ is an optimal offline algorithm for $\textsc{Paging}$. Since we have proven the existence of an input instance $I$ where $C(OPT(I)) \leq n/K$ and $C(A(I)) \geq \lfloor n/c \rfloor$, we obtain that $r \geq K/c$. □

4 Disjoint Path Allocation

In this section, we consider a special type of network topology where the entities of a network are connected by one line (i.e., a bus network). For $L + 1$ entities, the network is a path $P$ of length $L$. All connections in $P$ have a capacity of 1. For the disjoint path allocation problem (as described in [2]), additionally a set of subpaths of $P$ is given. Each subpath $(v_i, v_{i+1}, \ldots, v_j)$ is a so-called call request, i.e., a request to establish a permanent connection between the two endpoints $v_i$ and $v_j$. If such a request is satisfied, no inner entity of the path is able to be part of any other call. Therefore, a disjoint path allocation is simply a set of edge-disjoint subpaths of $P$.

Definition 6 (Disjoint Path Allocation Problem). Given a path $P = (V, E)$, where $V = \{v_0, v_1, \ldots, v_L\}$ is a set of entities, $|V| = L + 1$, and a set $\mathcal{P}$ of subpaths of $P$ where $|\mathcal{P}| = n$, DisPathAlloc is the problem of finding a maximum set $\mathcal{P}' \subseteq \mathcal{P}$ of edge-disjoint subpaths of $P$.

In this paper, we deal with an environment in which the subpaths $P_1, P_2, \ldots, P_n \in \mathcal{P}$ arrive in an online fashion. We assume that $L$ is known to the online algorithm in advance, but this is not the case for $n$. For the ease of presentation, let $(v_i, v_j)$ denote the path $(v_i, v_{i+1}, \ldots, v_j)$. Since DisPathAlloc is a maximization problem, an algorithm $A$ solving it is $c$-competitive if $C(OPT(I)) \leq c \cdot C(A(I)) + \alpha$ for some constant $\alpha$ and every input $I$ (cf. Definition 1). For a maximization problem, we use terms cost and gain interchangeably.

By some simple observations, it is clear that any deterministic online algorithm $A$ is no better than $L$-competitive: An adversary controlling $\mathcal{P}$ simply sends $P_1 = (v_0, v_L)$ as the first part of the input. Discarding it results in the adversary not sending any other subpath and therefore $A$ has to always satisfy the first request. The adversary now sends the consecutive requests $P_2 = (v_0, v_1), P_3 = (v_1, v_2), \ldots, P_{L+1} = (v_{L-1}, v_L)$, none of which can be satisfied. Obviously, an optimal offline algorithm would discard $P_1$ in this case and satisfy all $L$ requests $P_2$ to $P_{L+1}$. Note that there are exactly $L + 1 = n$ requests for this input and $A$ is therefore also no better than $(n - 1)$-competitive.

This lower bound is tight: Consider a simple greedy algorithm $G$ which always satisfies the first request given and then any other request possible.

Lemma 3 The algorithm $G$ is both $(n - 1)$-competitive and $L$-competitive.
(a) A sample input from the class $I_3$

(b) $T$ and an optimal solution represented by a path of length $h$

Fig. 7. Example input instance for DisPathAlloc

Proof. Since $G$ always satisfies at least one request, we merely need to consider cases in which an optimal offline algorithm gains strictly more than $n - 1$ requests to prove $(n - 1)$-competitiveness. However, this is only the case if no subpath of the input intersects with any other subpath, but in this case, $G$ is optimal.

To prove that $G$ is $L$-competitive, note that $G$ satisfies at least one request, but no solution can satisfy more than $L$ requests.

Before we continue with the investigation of lower and upper bounds on the number of advice bits needed by online algorithms to yield a specific competitive ratio, we have to introduce a special class of input instances which are needed in the following proofs.

4.1 The Class $I$ of Inputs

For some of the following proofs in this section, we consider input instances as depicted in Fig. 7 (a) for any even $n$. For every $h$, we define the class $I_h$ (and $I = \bigcup_{h \in \mathbb{N}} I_h$) in the following way. Every element of $I_h$ consists of $h + 1$ so-called levels. Level 1 consists of two disjoint consecutive requests, splitting the line network into two parts of the same size. After that, two disjoint consecutive requests on level $i + 1$ do the same with one of the intervals from level $i$. This is iterated until two requests of size 1 appear on level $h + 1$. Fig. 7 (a), for instance, shows an input from $I_3$. It is obvious that any optimal algorithm satisfies exactly one interval on the first $h$ levels, allowing it to satisfy both on level $h + 1$. In this example, an optimal strategy is to satisfy the second request on level 1 and 2, the first request on level 3, and correspondingly being able to satisfy the two requests on level 4. Note that, if an algorithm diverges from this strategy, it is not able to satisfy any more requests for this instance afterwards.

Clearly, we may represent an optimal solution for any input sequence as described above by a path from the root to a leaf in a complete binary tree $T$ of height $h$ with its root on a notional level 0 (see Fig. 7 (b)). The $2^h$ leaves of $T$ represent the $2^h$ different inputs of the class $I_h$. Let $OPT$ denote a path corresponding to some input instance $\in I_h$. We may say that an optimal algorithm $OPT$ makes moves according to this path. For an arbitrary online algorithm $A$ that satisfies one request on level $i$, we say that $A$ makes the right decision on this level if
it also acts according to \textit{OPT}. However, if A satisfies one interval not according to this path \textit{OPT} or satisfies both requests, we say that A makes a \textit{wrong} decision on level \textit{i}. In this case, we say that A is \textit{out} (after level \textit{i}). Furthermore, for every \textit{i} and an input instance \(I_h \in \mathcal{I}_h\), let \(C_i(A(I_h))\) denote the overall number of requests satisfied by A up to level \textit{i}. If A is \textit{out} after level \textit{i}, this means that, for every \(j \geq i\), \(C_j(A(I_h)) = C_i(A(I_h))\) (and obviously, therefore, \(C(A(I_h)) = C_i(A(I_h))\)). Let \(\text{right}(A) [\text{wrong}(A)]\) denote the set of time steps in which A makes the right [wrong] decision. Since making the wrong decision can only happen once (because the algorithm is out afterwards), the overall gain of A is

\[
C(A(I_h)) \leq |\text{right}(A)| + 2 \cdot |\text{wrong}(A)| \leq |\text{right}(A)| + 2
\]

which directly implies that, for an optimal algorithm \textit{OPT}, \(C(\textit{OPT}(I_h)) = h + 2\).

4.2 Advice Complexity Bounds with respect to the Number of Requests

First, we show that \textsc{DisPathAlloc} is a hard online problem even for randomized algorithms. For a randomized algorithm R, let \(\mathcal{R}\) denote R’s output and \(C(\mathcal{R})\) the overall number of requests satisfied by \(\mathcal{R}\). We prove the following theorem stating that any randomized algorithm is at least \((n/6 - O(1))\)-competitive.

\textbf{Theorem 7} For every randomized online algorithm \(R\) for \textsc{DisPathAlloc}, there exists an input such that \(E[C(\mathcal{R})] \leq 3\) whereas an optimal solution satisfies at least \(n/2\) requests.

\textbf{Proof.} Consider the class of inputs \(\mathcal{I}\) as shown in Fig. 7 (a). For any randomized algorithm, we construct a hard instance from \(\mathcal{I}_h\). Any of these instances containing \(n = 2(h + 1)\) requests can be described by a string \(s = s_1 \ldots s_h \in \{L, R\}^h\) where \(s_i = L [s_i = R]\) means that the optimal algorithm satisfies the left [right] interval on level \textit{i}, i.e., the intervals corresponding to the requests on level \(i + 1\) (and thus on all subsequent levels) are sub-intervals of the right [left] interval on level \textit{i}.

Recall that an optimal offline algorithm can choose exactly one request on levels 1, \ldots, \textit{h} and both requests on level \(h + 1\), i.e., \(h + 2 \geq n/2\) requests in total.

Let \(R\) be an arbitrary randomized algorithm for \textsc{DisPathAlloc} which, on inputs from \(\mathcal{I}_h\), chooses at most one request from each level. The remaining case of algorithms which are also allowed to take both requests from one level will be dealt with later.

Let \(\Omega\) denote the sample space, i.e., the set of states in which \(R\) may be at a specific time step. Each of these states contains the complete information about the input instance, the current level and the random decisions made up to this time step. For any state \(\omega \in \Omega\), let \(p_L(\omega) [p_R(\omega)]\) denote the probability with which \(R\) will choose the left [right] request on the current level, if it is in state \(\omega\). Analogously, let \(p_0(\omega)\) denote the probability of \(R\) choosing no request on the current level. We partition the state space into two parts \(\Omega_{\text{alive}}\) and \(\Omega_{\text{out}}\), where \(\Omega_{\text{alive}}\) contains all states in which \(R\) may still be able to choose more requests and \(\Omega_{\text{out}}\) is the set of states in which \(R\) is out.

We define the following random variables on \(\Omega\): Let \(V : \Omega \rightarrow \mathbb{N}\), where \(V(\omega)\) is the number of already chosen intervals in state \(\omega \in \Omega\). We call \(V(\omega)\) the \textit{gain} of \(R\) in state \(\omega\). Furthermore, we define \(P_L, P_R : \Omega \rightarrow [0, 1]_R\) as

\[
P_L(\omega) = \begin{cases} 0, & \text{if } \omega \in \Omega_{\text{out}} \\ p_L(\omega), & \text{if } \omega \in \Omega_{\text{alive}} \end{cases}, \quad P_R(\omega) = \begin{cases} 0, & \text{if } \omega \in \Omega_{\text{out}} \\ p_R(\omega), & \text{if } \omega \in \Omega_{\text{alive}} \end{cases}
\]
and \( P_0 : \Omega \rightarrow [0,1]_\mathbb{R} \) as
\[
P_0(\omega) = \begin{cases} 
0, & \text{if } \omega \in \Omega_{\text{out}} \\
p_0(\omega), & \text{if } \omega \in \Omega_{\text{alive}}.
\end{cases}
\]

Then, \( P_L \) is a random variable describing the probability that, in the current state, \( R \) is still alive and chooses the left request, and \( P_R \) and \( P_0 \) are defined analogously.

Every input instance \( s \) (and also every prefix of an input instance) induces a probability distribution \( P_s \) over \( \Omega \). By \( E_s[X] \), we denote the expected value of the random variable \( X \) in the probability space \((\Omega, P_s)\).

We consider the following expected values: \( E^s[V] \) is the expected number of requests chosen by \( R \) on input \( s \). Moreover, \( E^s[P_L] \) is the expected probability of \( R \) being alive after reading \( s \) and taking the left request on the last level, and \( E^s[P_R] \) and \( E^s[P_0] \) are defined analogously.

Observe that \( E^s[P_L + P_R + P_0] \) describes the expected probability of \( R \) being alive after reading the input \( s \).

We now inductively define a hard input instance for \( R \). For the empty string \( \lambda \), we obviously have \( E^\lambda[V] = 0 \) and \( E^\lambda[P_L + P_R + P_0] = 1 \). Assume now that we have already chosen a prefix \( s \) of our input string. Without loss of generality, we may assume that
\[
E^s[P_L] \leq E^s[P_R].
\] (9)

Then, we extend the input string to \( s' = s \cdot L \). In the probability space \((\Omega, P_{sL})\), we have
\[
E^{sL}[V] = E^s[V] + (E^s[P_L] + E^s[P_R]) \cdot 1 \leq E^s[V] + 2 \cdot E^s[P_R].
\] (10)

Here, the first equality holds since the expected number of chosen intervals increases by one exactly in those cases where \( R \) is still alive after having processed the prefix \( s \) and additionally chooses one of the requests on the last level, whereas the inequality directly follows from assumption (9).

On the other hand, the expected probability of \( R \) to still be alive after reading the extended input can be computed as
\[
E^{sL}[P_L + P_R + P_0] = E^s[P_0 + P_L] = E^s[P_L + P_R + P_0] - E^s[P_R].
\] (11)

Here, the first equality follows from the fact that \( R \) is out if it chooses the right request after reading \( s \), but stays alive if it chooses the left or none of the two requests. The second equality simply follows from linearity of expectation.

According to Equations (10) and (11), for every level, the expected additional gain of \( R \) is at most twice as large as the decrease in the expected probability of being alive. Since the expected probability of being alive can only decrease from 1 to 0, the expected gain (which starts at 0) can at most reach a value of 2 for the input string constructed in this way. Thus, for any randomized algorithm \( R \) that is restricted to choose at most one request per level, the expected value of the solution is \( E[C(R)] \leq 2 \).

If \( R \) is allowed to choose both requests from one level, it can reach at most an expected additional gain of 1 since it is out immediately after taking both requests from one level. This proves that, for any randomized algorithm \( R \), the expected value of the solution computed by \( R \) is \( E[C(R)] \leq 3 \). \( \square \)
We now investigate how many bits are needed to be communicated to an online algorithm $A$ to yield optimality. Trivially, an upper bound is $n$, i.e., one bit is given for every request indicating whether it is part of an optimal solution or not.

As a next step, we look at a lower bound on the number of bits needed to achieve a particular competitive ratio.

**Theorem 8** For any online algorithm with advice, at least $\frac{n+2}{2r} - 2$ bits of advice are required to achieve a competitive ratio of $r$.

**Proof.** Again, let $I_h \in \mathcal{I}_h$ be an input instance and let $T$ denote the corresponding binary tree. Let $A$ be an online algorithm that reads $b < h$ bits from the advice tape on any input $I_h$.

Obviously, $b$ bits allow $A$ to distinguish between $2^b$ different inputs, whereas there actually are $2^h$ inputs in $\mathcal{I}_h$. Applying the pigeonhole principle gives that some advice string $\phi$ is used for at least $2^{h-b}$ different inputs. For the ease of presentation, let use call the corresponding leaves in $T$ sinks. Let $x_{i,k}$ (where $1 \leq k \leq 2^i$ for $0 \leq i \leq h$) denote the vertices of $T$ on level $i$ and let $\xi_{i,k}$ denote the number of sinks reachable from $x_{i,k}$. Since $A$ is a deterministic algorithm, it makes a unique decision on every level $i+1$, depending only on the advice string $\phi$ and the input at hand, which is uniquely described by $x_{i,k}$. In the sequel, we show that there exists a sink whose corresponding input is hard for $A$.

Assume that we have already constructed some prefix of the input that corresponds to some vertex $x_{i,k}$. Consider the behavior of $A$ for the constructed input prefix $x_{i,k}$ and advice $\phi$. Depending on the behavior of $A$ at level $i+1$, we distinguish the following cases:

1. $A$ satisfies one request at level $i+1$: In this case, $C_{i+1}(A(I_h)) = C_i(A(I_h)) + 1$. Without loss of generality, let $A$ satisfy the left request. Note that $x_{i+1,2k-1}$ is the left child of $x_{i,k}$ and $x_{i+1,2k}$ is the right child of $x_{i,k}$. We have two subcases:
   (a) If $\xi_{i+1,2k} = 0$, we are forced to extend the constructed input to $x_{i+1,2k-1}$, since we have already fixed the advice string $\phi$.
   (b) If $\xi_{i+1,2k} \geq 1$, we extend the input to any sink in the subtree of $x_{i+1,2k}$, i.e., $A$ satisfies the left request at level $i+1$, but we have just chosen the input such that the optimal algorithm satisfies the right request. Hence, $A$ is out after processing the request at level $i+1$.

2. $A$ satisfies both requests at level $i+1$: In this case, $C_{i+1}(A(I_h)) = C_i(A(I_h)) + 2$, but $A$ is out after that, for it is not able to satisfy anymore requests henceforth, so we extend the input to any sink.

3. $A$ satisfies no request at level $i+1$: In this case, $C_{i+1}(A(I_h)) = C_i(A(I_h))$, but on the other hand, $A$ is able to satisfy any request on the next level. We extend the constructed input to $\xi_{i+1,k'} \geq \frac{\xi_{i,k}}{2}$, where $k' = 2k - 1$ or $k' = 2k$, i.e., we choose the subtree of $x_{i,k}$ with a larger number of sinks.

Suppose that the case 1 (a) occurs $c$ times and that $f \in \{0, \ldots, h\}$ is largest number such that $A$ is not out after processing request at level $f$. Note that, while processing first $f$ requests, only the cases 1 (a) and 3 occurred, because otherwise, $A$ is already out after processing level $f$. Let $e = h - f$. It holds that $\xi_{0,1} = 2^{h-b}$, and case 3 occurred exactly $f - c$ times at the first $f$ levels. Whenever case 3 occurred, the number of sinks in the subtree of
the processed input prefix decreased by at most one half. Whenever case 1 (a) occurred, the number of sinks did not decrease at all. Hence, after processing level \( f \) there are at least
\[
2^{h-b} \cdot \left( \frac{1}{2} \right)^{h-e-c}
\] (12) and at most \( 2^e \) sinks (which directly follows by the definition of \( e \)). This gives
\[
b \geq c,
\] (13) which formally proves the intuitive idea that at least one bit is needed for every decision that increases the number of chosen requests and also allows \( A \) not to be declared out.

Observe that an optimal online algorithm is able to satisfy exactly \( n/2 + 1 \) requests (one on every level, but both requests on level \( h+1 \)). However, \( A \) makes exactly \( c \) right decisions, so, due to (8), it satisfies at most \( c + 2 \) requests. We now want to guarantee a competitive ratio smaller than some \( r \) depending on \( b \). By some easy calculations, we get that
\[
r \geq \frac{n+2}{c+2}
\] and thus
\[
c + 2 \geq \frac{n + 2}{2r}.
\] Equation (13) implies
\[
b + 2 \geq \frac{n + 2}{2r},
\] which means that at least \( \frac{n+2}{2r} - 2 \) bits are necessary, thus proving the claimed bound. □

Note that, by setting \( r = 1 \), we immediately get a lower bound on the advice complexity for achieving an optimal solution.

**Corollary 1.** For any online algorithm with advice, at least
\[
b_{\text{opt}} = \frac{n - 2}{2}
\] advice bits are required to compute an optimal solution for DisPathAlloc.

Now, we present an online algorithm with advice for DisPathAlloc whose advice complexity is only a factor of \( \log n \) away from this lower bound for large \( r \), and is asymptotically tight for constant \( r \).

**Theorem 9** For every \( r \), there exists an \( r \)-competitive online algorithm for DisPathAlloc with advice complexity
\[
s(n) := \left( \frac{n}{r} + 3 \right) \log n + \mathcal{O}(1),
\] or
\[
s(n) := n \log \frac{r}{(r-1) \log r} + 3 \log n + \mathcal{O}(1),
\] whichever is smaller.
Proof. Consider a very simple online algorithm \( A \) with advice that reads one bit of advice per request, and satisfies the request if and only if this bit is one. Since the optimal solution of any instance of length \( n \) is at most \( n \), communicating an advice string with at most \( n/r \) (i.e., at least \( n - n/r \) zeros) is sufficient to achieve an approximation ratio \( r \). Hence, using Lemma 1 for \( t := r \) implies the claim of the theorem. \( \square \)

The previous theorem also shows that advice complexity \( \mathcal{O}(\log^2 n) \) is sufficient to obtain a competitive ratio asymptotically better than any randomized algorithm is able to achieve. Indeed, for \( r = n/\log n \), \( \mathcal{O}(\log^2 n) \) advice bits are sufficient.

### 4.3 Advice Complexity Bounds with respect to the Size of the Line Network

Instead of considering the number of requests, we can also take the size of the input line network as a basis for measuring the advice complexity. In the following, we show that, also with respect to this measure, a linear number of advice bits is required for computing an optimal solution for \( \text{DisPathAlloc} \).

**Theorem 10** Let \( A \) be a deterministic online algorithm with advice for \( \text{DisPathAlloc} \). Then at least \( L/2 \) bits of advice are needed by \( A \) to achieve optimality.

**Proof.** Let \( L \) be even. Consider the following set of inputs which basically consist of two phases. In the first \( L/2 \) time steps (phase 1), the paths \( P_1 = (v_0, v_2), P_2 = (v_2, v_4), \ldots, P_{(L-1)/2} = (v_{L-2}, v_L) \) are requested. Phase 2 consists of \( L/2 \) rounds. Every round \( j \) may either be empty (no request is made) or consist of two consecutive requests \( P_{j_1} \) and \( P_{j_2} \) such that \( P_{j_1} \) and \( P_{j_2} \) are edge-disjoint subpaths of \( P_j \). An example is shown in Fig. 8 for \( L = 16 \).

![Fig. 8. Example input instance for \( \text{DisPathAlloc} \)](image)

Obviously, for any \( j \), the requests \( P_{j_1} \) and \( P_{j_2} \) can only be satisfied if \( P_j \) has been discarded before. Since phase 1 is always the same for all inputs, different inputs can be represented by a bit vector \( B = (b_1, b_2, \ldots, b_L) \) of length \( L/2 \) where \( b_j \) indicates whether \( P_{j_1} \) and \( P_{j_2} \) exist or not. Clearly, any online algorithm \( A \) has to behave differently for every string to achieve optimality in any case. The pigeonhole principle then directly implies that at least \( L/2 \) bits are needed to distinguish between all cases. \( \square \)

Furthermore, a randomized online algorithm \( B \) with a competitive ratio of \( \log L \) is given in [2]. We now investigate how many bits are needed to communicate all random decisions to a deterministic online algorithm \( A \) to be exactly as good as \( B \) in any case, i.e., to make exactly the same decisions. The idea of \( B \) is to cluster the line into \( \log L \) different groups of possible requests and only accept calls which are within a certain group. Since the only time randomness is employed is when the group is chosen, it suffices to communicate a number between 1 and \( \log L \) to be as good as \( B \). Therefore, at most \( \log \log L \) bits are needed (recall that the value of \( L \) is known to the algorithm).
5 Job Shop Scheduling

We will now consider the online version of the problem JSSchedule (short for Job Shop Scheduling for two jobs, see, e.g., [6, 7]). Consider \( n \) different machines \( M_1, \ldots, M_n \). Every job \( A \) that has to be scheduled on these machines consist of \( n \) tasks \( A_1, \ldots, A_n \), such that every task \( A_i \) has to be performed on a different machine. The tasks have to be completed in the given order, but the order of machines needed for this might differ from one job to another. Thus, we can represent a job \( A \) by a permutation \((i_1, \ldots, i_n)\) of the machine indices. Additionally, the following conditions have to hold:

1. All \( n \) tasks of \( A \) must be performed in the given order from \( A_1 \) to \( A_n \).
2. Task \( A_j \) must be performed on machine \( M_{i_j} \).
3. The execution of any task on its machine costs exactly one time unit.

In the following, we will restrict our attention to the case where there are exactly two jobs \( A \), represented by \((i_1, \ldots, i_n)\), and \( B \), represented by \((j_1, \ldots, j_n)\), which have to be scheduled. As in [6, 3], we use the following graphical view of the problem (see Fig. 9). Consider an \((n \times n)\)-grid where the \( k \)-th column is labeled \( i_k \) and the \( l \)-th row is labeled \( j_l \). We call the intersection of row \( l \) and column \( k \) a cell and, if \( i_k = j_l \), this cell is called a collision because, in our model, this means that the same machine ought to process the \( i_k \)-th task of \( A \) and the \( j_l \)-th task of \( B \). In our graphical presentation, we depict these collisions as black cells in the grid. At an arbitrary position in time, if the \( i_k \)-th task of \( A \) and the \( j_l \)-th task of \( B \) have to be processed, this can only happen in parallel if \( i_k \neq j_l \). If \( i_k = j_l \), however, both tasks need to be processed at the same time by the same machine. Starting at a point where no tasks have been processed yet (the top left corner in the grid), in every time step at least one task may be completed (and at most two). This means that, if a task of \( A \) is completed in a time step, we move one cell to the right in our grid. Analogously, if a task of \( B \) is completed in a time step, we move one cell down. However, if the two tasks for this time step do not require to run on the same machine, then we can just move down and to the right, meaning that both tasks are dealt with in this time step and do not need to be considered anymore in the following time steps. If all tasks are completed, we end up in the bottom right corner of the grid. We can therefore depict a correct schedule as a path in the grid from the top left corner to the bottom right corner where a cell may be traversed diagonally if and only if it contains no collision. However, if the path reaches the top left corner of a collision in the grid — we also say that it hits an obstacle — in this case — it has to move around this obstacle by going to the right or going down which means that only one of the two tasks is processed at this time step.

Clearly, a solution is considered optimal if it does not use more vertical and horizontal steps than any other solution. Let \( d \) denote the number of diagonal moves in the grid, \( h \) the number of moves to the right (i.e., horizontal moves), and \( v \) the number of moves down (i.e., vertical moves). Since we consider a quadratic grid and the path starts at the top left corner, eventually arriving at the bottom right corner, it directly follows that \( h = v \) and that, overall, \( d + h = d + v \) moves are needed.

In the following, we consider an online environment, i.e., a scenario where, in each time step \( i \), the indices for the required machines for the two tasks \( A_i \) and \( B_i \) are revealed. At first, we want to investigate, what kind of information is necessary to achieve optimal output quality. We therefore prove the following lemma.
Lemma 4  For every instance of JSSchedule, there exists an optimal solution $A$ which, as long as it does not arrive at the right or bottom border of the grid, always moves diagonally if no obstacle is in its way.

Proof. We prove the lemma indirectly. Suppose that there is no such solution, which means that every optimal solution makes at least one move to the right or down without directly facing an obstacle in the next time step or having arrived at the border of the grid. Towards contradiction, let us impose a partial ordering $\prec$ on all optimal solutions where, for two solutions $B$ and $C$, it holds that $B \prec C$ iff $B$ violates the above property for the first time in time step $i$, $C$ violates the above property in time step $j$ for the first time and $i < j$. Let $A$ be any optimal solution that is maximal with respect to $\prec$ and let $v$ denote the number of moves of $A$ towards the bottom, and $h$ the number of moves to the right. We represent $A$’s moves by a vector $m_A \in \{D, V, H\}^{n+v}$ where $(m_A)_i = D$ ($(m_A)_i = V$, $(m_A)_i = H$) means that, at time step $i$, $A$ performs a diagonal (vertical, horizontal) move, respectively.

Let $l$ be the first time step where $A$ violates the above property, i.e. it does not make a diagonal move although it could. Without loss of generality, let $A$ do a move to the right at time step $l$. This means that, eventually, after a (possibly empty) sequence of $H$s starting at $l+1$, at the $k$-th position (with $l+1 \leq k$) in $m_A$, there appears a $V$ or a $D$ (otherwise, since $A$ is feasible, it would have already arrived at the bottom border of the grid). In case of a $V$, we may exchange the $H$ at position $l$ by a $D$ and delete the $V$ at position $k$, thus decreasing the costs of $A$. Therefore, this appearance contradicts the optimality of $A$. If, however, a $D$ appears at position $k$, we may switch the moves at positions $l$ and $k$ which obviously does not increase the costs and thereby creates an optimal solution $A'$ with $A \prec A'$, contradicting the maximality of $A$ with respect to $\prec$. $\square$

![Fig. 9. The graphical model of an instance of JSSchedule and two optimal solutions](image)

(a) An arbitrary optimal solution  
(b) A solution as described by Lemma 4

An example of a solution satisfying the property described in Lemma 4 is shown in Fig. 9 (b). Next, we need the following observation.

Lemma 5  For every instance of JSSchedule, there exists an optimal solution with costs at most $n + \lceil \sqrt{n} \rceil$.

For a proof, we refer to [6]. Consider the optimal solution for an arbitrary instance, and assume that it makes $d$ diagonal moves, $h$ moves to the right, and $v$ moves down. The cost
of this solution is $d + 2h = n + h$, since $d + h = n$. Hence, Lemma 5 implies that $h \leq \lceil \sqrt{n} \rceil$. Furthermore, using Lemma 4, it not difficult to see that there exists an online algorithm $A$ with advice needing at most $2h \leq 2\lceil \sqrt{n} \rceil$ bits of advice: Algorithm $A$ simply acts according to Lemma 4. Only at time steps where a diagonal move is not possible due to an obstacle, it has to read one bit from the advice tape indicating whether to move down or to the right.

**Corollary 2** For every instance of JSSchedule, there exists an optimal online algorithm $A$ with advice complexity $s(n) = 2\lceil \sqrt{n} \rceil$.

Next, we will look at lower bounds on the number of bits necessary to create optimal output by an online algorithm.

**Theorem 11** Any online algorithm $A$ with advice for JSSchedule needs advice complexity $s(n) = \Omega(\sqrt{n})$ to achieve optimality.

**Proof.** Let $k$ be an arbitrary odd integer. Consider a widget that consists of four diagonal blocks placed orthogonally to the main diagonal. The first and third block have length $k + 1$, the second and fourth block have length $k$. Exactly one of the middle obstacles (since $k + 1$ is even, there are two of them) of the third block is missing, creating a hole in it. The widget then contains one more row and column with one obstacle each to make the widget a permutation matrix. Hence, the widget has size $(4k + 3) \times (4k + 3)$. An example of the widget for $k = 5$ is depicted in Fig. 10.

![Fig. 10. The employed widget. The thick-framed empty cell is the hole, the gray square is the alternative position of the hole. The small circles are points in the segments. The light-gray area represents the active zone. The dashed line shows the part of the optimal solution passing through the widget.](image)

The set of points between adjacent obstacles of the $i$-th block of the widget is called the $i$-th segment of the widget. (In case of blocks of size $k$, we consider the corners of the block to be parts of the $i$-th segment, too.)

Consider an input instance $I$ constructed by concatenating $k$ widgets. In this case, the size of the input instance $I$ is $n = (4k + 3)k$. We call the area of the input instance parallel to the main diagonal, that encloses all segments of all widgets, the active zone.
It is not difficult to see that there is a solution of $I$ with cost $n + k$ which follows the main diagonal until it hits an obstacle of the second block of some widget. There it moves either to the right or down, depending on the location of the hole in third block. Afterwards, it moves diagonally through the hole, without hitting any obstacle. At the end of the widget, it makes a move down or right to return to the main diagonal. In this way, there are exactly $k$ moves down and $k$ moves to the right, so the cost of this solution is exactly $n + k$.

Next, we show that no optimal solution leaves the active zone. Indeed, to leave it, more than $k$ moves down or more than $k$ moves to the right are necessary. But any such solution has cost of at least $n + k + 1$ and is therefore not optimal.

Now consider any solution $\mathcal{A}$ of $I$ that does not leave the active zone, and consider the $i$-th widget of the input. We claim that $\mathcal{A}$ makes at least one non-diagonal move between the first and second segment of this $i$-th widget and, unless $i = k$, at least one non-diagonal move between the fourth segment of the $i$-th widget and the first segment of the $(i + 1)$-th widget. Indeed, since $\mathcal{A}$ does not leave the active zone, it must pass through some point of the first segment of the $i$-th widget, which has an even distance (using Manhattan metric) to the main diagonal. Eventually, it has to pass through some point of the second segment, which has an odd distance to the main diagonal. Since the distance to the main diagonal changes only with non-diagonal moves, there must be at least one such move. The same argument holds for the second part of the claim.

We have shown that any solution of $I$ makes at least $2k - 1$ non-diagonal moves, hence its cost is at least $n + k$. Furthermore, any optimal solution does not make any non-diagonal moves between the second and the fourth segment of any widget.

Now we are ready to show that any online algorithm $\mathcal{A}$ that solves each $k$-widget input instance optimally needs at least $k$ bits of advice. By contradiction, assume that less than $k$ bits of advice are sufficient for some $\mathcal{A}$. Since there are $2^k$ different $k$-widget inputs (because there are two different possibilities to place the hole in each widget), there are two different inputs $I_1$, $I_2$ with the same advice. Assume that the first widget where $I_1$ and $I_2$ differ is the $i$-th one. Since $\mathcal{A}$ uses the same advice in $I_1$ and $I_2$, it reaches the same point on the second segment of the $i$-th widget in both $I_1$ and $I_2$. However, the only possibility to not make any non-diagonal move until the fourth segment of the $i$-th widget is to pass through the hole. As the hole is located differently in $I_1$ and $I_2$, this cannot happen in both $I_1$ and $I_2$. Hence, $\mathcal{A}$ behaves non-optimally in at least one of these instances.

To conclude the proof, note that for any $n$, we can pick the largest odd $k$ such that $(4k + 3)k \leq n$, i.e.,

$$k \geq \left\lceil \frac{-3 + \sqrt{9 + 16n}}{8} \right\rceil - 1.$$

It is straightforward to check that any algorithm $\mathcal{A}$ that solves each input of size $n$ optimally needs at least as many bits of advice as any algorithm solving each input of size $(4k + 3)k \leq n$ optimally. Indeed, any input of smaller size can be padded to a larger size by a set of obstacles that keeps the main diagonal free in the padded region (so the padding does not increase the cost of the optimal solution). Therefore, the advice complexity of any optimal online algorithm for JSSCHEDULE is $s(n) = \Omega(\sqrt{n})$.

We conclude this section by comparing randomized algorithms and algorithms with advice. In [6], a randomized algorithm for JSSCHEDULE with a competitive ratio of $O(1 + 1/\sqrt{n})$ is presented. The idea of the algorithm is to pick one diagonal uniformly at random and follow it. Whenever an obstacle is reached, the algorithm goes around it by making one move to the
right and one move down. Since there are only $2n - 1$ different diagonals, the randomized algorithm uses at most $1 + \log(n)$ random bits. Easily, this implies the following fact.

**Fact 5** There is an online algorithm for JSSchedule with advice complexity $s(n) \leq 1 + \log(n)$ that achieves competitive ratio $O(1 + 1/\sqrt{n})$.

6 Conclusion

We proposed a refined model of advice complexity for online problems and analyzed three well-known online problems with respect to this complexity measure. We demonstrated that in these cases very small advice (logarithmic number of bits, for paging even a constant number of bits) suffices to significantly decrease the competitive ratio in comparison to any deterministic online algorithm. On the other hand, some hard online problems like paging and disjoint path allocation require a linear number of advice bits for computing an optimal solution.

Furthermore, the comparison of online algorithms with advice to randomized online algorithms shows that for some problems a logarithmic number of advice bits is sufficient to achieve the same competitive ratio than any randomized algorithm, as it is the case for all problems analyzed in this paper. Hence, one might suggest a hypothesis that small advice complexity is sufficient to achieve the competitive ratio of the best randomized algorithm for any online problem. This claim, however, cannot be proven in full generality. In fact, we can construct a online problem where the number of required advice bits is as high as the number of random bits in order to keep up with randomized algorithms.

Consider the following problem, where the online algorithm has to guess a sequence of $n$ bits. If all bits are guessed correctly, the algorithm is greatly rewarded, otherwise, the cost of the solution is zero. More formally, the input is a sequence $(x_1, x_2, \ldots, x_{n+1})$, where $x_i$ is either 0 or 1 for each $i \leq n$ and $x_{n+1}$ is either 0 or 1. For each request $x_i, i \leq n$, the online algorithm has to specify one bit $y_i$, its guess about the next bit $x_{i+1}$. The cost of the solution is $2^n$ if $y_i = x_{i+1}$ or $y_i = \overline{x_{i+1}}$ for all $i \leq n$, and 0 otherwise. Let $R$ be a randomized algorithm that just tosses a coin for each decision. Easily, the expected cost of the solution computed by $R$ is one, and algorithm $R$ uses $n$ random bits (since the last request is marked, $R$ does not need to toss a coin there). For sure, $n$ advice bits are sufficient to solve the problem optimally. If, however, we only allow $n - 1$ advice bits, then an adversary can always choose an input sequence that is not chosen by $A$, resulting in the cost zero.

Hence, we have exhibited an online problem for which a linear number of advice bits is needed to outperform a randomized algorithm. Unfortunately, this situation is quite artificial: If an algorithm with advice $A$ outperforms a randomized algorithm $R$, then $A$ is exponentially better than $R$, too. Nevertheless, this situation shows that, in general, the advice complexity is somehow orthogonal to randomization. It remains as an open problem to find more connections between these complexity measures, e.g., to somehow characterize classes of online problems where small advice is sufficient to keep up with randomized algorithms. Furthermore, it might be interesting to consider randomized online algorithms with advice.

---

4 One could also define an iterated version of this problem, where input instances consist of several delimited blocks, and the algorithm scores $2^{k_{b_i}}$ for each block $b_i$ where all numbers were guessed correctly. In this way, the algorithm can have some information about the cost of the solution during the computation. Although this alternative definition may be slightly more natural, it does not change the core of the problem.
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