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Abstract
An extension of the Hidden Markov Model is proposed for the task of capturing the underlying distribution of activity chains, activity durations and activity start times as reported in the household travel surveys. Such a model can derive more accurate activity schedules for a synthetic population. A sample of 1 million agents was generated for a 24-h typical day and compared against the Singapore Household Travel Survey showing an accurate match for the statistics evaluated.

1 Introduction
Activity/agent-based simulations are the state-of-the-art tool to understand travel patterns and support decision-making by forecasting the impacts of alternative scenarios. However, in contrast with state-of-practice four-step models, activity/agent-based simulations require a synthetic population along with a definition of activity plans for every agent in the simulation. This data requirement represents a challenge considering that the traditional input for transport forecasting models, i.e. travel diary surveys, represent the activity schedules of only a fraction of the population.

In this study, we present the first step of a data-driven framework to generate a more efficient and accurate synthetic population with plans for large-scale mobility simulation models. We propose a variation of the Hidden Markov Model, a generative model from the probabilistic graphical models (PGM) framework, that considers the temporal dimension of activity chains. PGM has been effectively used to characterise travel patterns in Call Detail Records (Widhalm et al. 2015; Yin et al. 2016).

The problem of activity scheduling for micro-simulations has been addressed before with methodologies such as rule-based approaches (Miller and Roorda 2003), discrete choice models (Bhat et al. 2004), and decision trees (Arentze and Timmermans 2004). However, those methodologies do not aim to capture the underlying distribution of the Household Travel Survey as a means to obtain a more representative synthetic population.
2 Extending the Hidden Markov Model

2.1 Representation

The generative model proposed is a variation on the architecture of the Input-Output Hidden Markov Model (IO-HMM) (Bengio and Frasconi 1995) as introduced by Yin et al. (2016) for the task of inferring secondary activities from Mobile Phone Data. The model conditions the current activity on both the previous activity and the current start time, and for each activity emits a duration that also depends on the starting time of the present activity. Start time for step \( k > 1 \) is obtained as the sum of the previous start time and the previous activity duration (Fig.1).

![Graphical representation of the Activity Scheduling Model](image)

**Fig. 1.** Graphical representation of the Activity Scheduling Model. ST represents the start time of the activity, Act are the activities, and D the observed duration of the activity. Single circle nodes refer to a probabilistic dependency while double circle nodes refer to a deterministic dependency.

Eq. 1 presents the factorization of the joint probability distribution comprised of activity chains, start times, and durations.

\[
P(a_{0:N}, d_{1:N}, st_{0:N}) = P(a_0|st_0)P(st_0) \prod_{k=1}^{N} P(a_k|st_k, a_{k-1})P(d_k|a_k, st_k)P(st_k)
\]

Where,

- \( a \) = Activity
- \( d \) = Duration
- \( st \) = Start Time
- \( N \) = Number of activities

3.2 Learning

Given that the Household Travel Survey contains the information of travel purpose/activity we can train (i.e. estimate the parameters of) our model in a supervised way. This means that we can solve the Maximum Likelihood Estimation (MLE) problem for the complete log-likelihood function. Eq. 2 shows the log likelihood function of the model proposed.

\[
I(\theta; D) = \sum_{m=1}^{M} \sum_{x \in X} \sum_{y \in Y} f(i, x, y, D_{[m]}) \log(\theta_{i,x,y})
\]
Where,

\[
l(\Theta; D) = \log\text{-Likelihood function: probability of observing data } D \text{ given the model parameters } \Theta
\]

\[
M = \text{ total number of observations in the training set}
\]

\[
\mathcal{V} = \text{ set of random variables of the model } \in \{a_0, st_0, a, st, d\}
\]

\[
X_i = \text{ set of the values of the random variable } i
\]

\[
Y_i = \text{ set of the values of } x's \text{ dependents/parents}
\]

\[
D_{[m]} = \text{ Training data sample } m
\]

\[
f(\cdot) = \text{ Counting function}
\]

\[
\theta_{lx,y} = \text{ parameter instance in } x \text{ and } y \text{ of random variable } i; \in \Theta
\]

Optimization formulation to find parameters of the model,

\[
\arg \max_{\Theta} l(\Theta; D) \quad s.t. \quad \sum_x \theta_{lx,y} = 1 \forall (i,y)
\] (3)

Since the log-likelihood function (Eq. 2) can be decomposed in local log-likelihood functions for each of the factors in Eq. 1, one can optimize each local log-likelihood function independently (Koller and Friedman 2009). Hence, the closed form solution for each factor realization can be compute as,

\[
\theta_{lx,y} = \frac{\sum_m f(x, y, D[m])}{\sum_x \sum_m f(x, y, D[m])} \forall (i,x,y)
\] (4)

Which confirms the intuition that for multinomial probabilities and a complete likelihood function, the MLE result is the sum of counts in which a certain event from a random variable has happened in the dataset divided by the sum of counts of the observed event space of that random variable.

3.3 Sampling

Forward Sampling was used to generate activity chains. This method of sampling starts by assigning an outcome for the marginal distributions of the model and then continues following the order of the conditional probabilities. For our particular case, we start by defining s\_t\_0 as the initial time of the activity scheduling generation process. Following the structure of the graph (Fig. 1), next a\_\_t\_0 is sample from the probability distribution P(a\_\_t\_0|s\_t\_0). For the next step k = 1, we start by sampling s\_t\_1 as the start time of the first activity of the day, followed by sampling a\_\_t\_1 from P(a\_\_t\_1|a\_\_t\_0, s\_t\_1) and then an activity duration d\_t\_1 from P(d\_t\_1|a\_\_t\_1, s\_t\_1). For k > 1, s\_t\_k is obtained as the sum of s\_t\_k\_1 and d\_k\_1; a\_\_t\_k and d\_k\_k are sample from P(a\_\_t\_k|a\_\_t\_k\_1, s\_t\_k) and P(d\_t\_k|a\_\_t\_k, s\_t\_k) respectively.

Following forward sampling allows to replicate the underlying distribution of activity chains as seen in the household travel surveys along with the biases coming from the sample population interviewed. If controls of the total population are provided, it is possible to apply other sampling techniques that take into account available controls or totals. For instance, rejection sampling (Jordan 1998) can be used once the known totals are matched, or the generalized raking method for survey sampling (Deville, Särndal, and Sautory 1993; Sun and Erath 2015) to resample from a pool of initial samples according to calculated weights from the totals.
4 Results

The model was trained using the Singapore Household Interview Travel Survey (HITS) 2012. Eight different activities were considered: Home, Work, Education, Eating, Shopping, Recreation, Personal, Pickup/Drop-off. Starting times and durations were discretized to an hourly basis. To validate the results, 1 million samples were generated and compared against HITS. Fig. 2 shows the results for activity transitions aggregated in the morning and the afternoon period.

Fig. 2. (a) HITS probabilities for activity transitions during the morning period (6am-12pm) (b) Activity transitions of the 1 million samples generated during the morning period (c) Fit of the morning activity transitions of samples against HITS. SD = 0.00357 (d) HITS probabilities for activity transitions during the afternoon period (12pm-6pm) (e) Activity transitions of the 1 million samples generated during the afternoon period (f) Fit of the afternoon activity transitions of samples against HITS. SD = 0.00115

Fig 3. shows the comparison of the joint start time and duration distributions for Home and Recreation activities between HITS and the 1 million samples generated.
Fig. 3. (a) Joint distribution of start time and duration for Home activity in HITS
(b) Joint distribution of start time and duration for Home activity in samples
(c) Fit of start time and duration joint distribution for Home. SD = 0.00103
(d) Joint distribution of start time and duration for Recreation activity in HITS
(e) Joint distribution of start time and duration for Recreation activity in samples
(f) Fit of start time and duration joint distribution for Recreation. SD = 0.00045

Fig 4. shows the comparison of activity shares between HITS and the 1 million samples generated.

Fig. 4. (a) Number of trips per agent per day distribution HITS vs samples. SD = 0.08115
(b) Activity shares distribution HITS vs samples. SD = 0.00697
(c) Top 8 activity chains distribution HITS vs samples. SD estimate = 0.04777
(SD calculated with only top 8 activity chains)

5 Conclusions

From the statistics compared we can conclude that the extended Hidden Markov Model proposed captures accurately the underlying probability distribution of the activity chains and their temporal dimension as reported in the Singapore’s HITS 2012. Moreover, the proposed methodology is an instantiation of a Bayesian Network; this means that the model can be easily extended to include more variables, and its local likelihood decomposition property enables the estimation of the model parameters from different complementary datasets. Future extensions of the model will incorporate location choice information for each of the activities and an efficient encoding of personal features that will allow the connection with the population synthesis step.
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