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Abstract

Linear Programming is one of the most frequently applied tools for modeling and
solving real world optimization problems. Nonetheless, most commercially avail-
able solvers are often incapable of dealing with large problem sizes, e.g. millions of
variables or hundreds of thousands of constraints, arising in modern applications.
To cope, researchers have applied decomposition methods, in particular Lagrange
relaxation. In this thesis, we investigate new methods for solving Lagrange relax-
ations and consequently the Linear Program approximately both from a theoretical
as well as a numerical point of view.

In the theoretical part, we consider two recently developed primal-dual optimization
methods by Nesterov for approximately solving non-smooth convex optimization
problems. The first method, called Primal-Dual Subgradient method, is a variation
of the standard subgradient method, where the computed subgradients are used
not only to create at each step a primal but also a dual solution. This method
has a convergence rate of O(e%) to reach an absolute accuracy of € > 0, which is
the best possible rate for techniques based on subgradients. The second method,
called Excessive Gap method, consists of a smoothing of the objective functions and
the usage of optimal gradient schemes. It has a convergence rate of O(%) Using
this method, we design a polynomial time approximation scheme for the linear
programming relaxation of the Uncapacitated Facility Location problem, which
improves the running time dependence on € from the previously known O(E%) to

O(%).

€

Both methods depend on oracles for solving subproblems in each iteration. However,
exact oracles are often unavailable. We examine the influence of approximate oracles
on the overall convergence of the methods. We show that in order to obtain an
overall absolute accuracy of €, the Primal-Dual Subgradient method requires oracles
with a theoretical accuracy of €2. In contrast, the Excessive Gap method needs an
oracle accuracy of € suggesting that it is much less stable. However, we only
assumed to know the absolute accuracy of the solution delivered by the oracles.
Introducing other requirements may lead to an improvement of these results.

In the practical part of the thesis, we examine the application of the methods to the
linear programming relaxation of the Uncapacitated Facility Location problem and
the Static Traffic Assignment Problem, for which we had access to real world data.
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As expected by theory, the Excessive Gap method outperformed the Primal-Dual
Subgradient method in solving the linear programming relaxation of the Uncapaci-
tated Facility Location problem, for which exact oracles are available. Surprisingly,
the Primal-Dual Subgradient method was much better than the Excessive Gap
method in solving the Static Traffic Assignment Problem. This can be explained
by the subproblems arising in the methods. In the Excessive Gap method, we have
to solve Minimum Quadratic Cost Flow problems, which are much harder than the
Shortest Paths computations arising in the Primal-Dual Subgradient method. For
solving the Minimum Quadratic Cost Flow problem, we considered approximate or-
acles and we noticed that the Excessive Gap method demonstrated more stability
than predicted by theory.

As we used a novel formulation of the Static Traffic Assignment problem developed
by Nesterov and de Palma, we also compared the characteristics of the obtained
traffic assignments to assignments obtained using the traditional Beckmann model.
Results showed that the Nesterov and de Palma model better concentrates travel
flows leading to more predictable congestions.



Zusammenfassung

Lineare Programme gehoren zu den meist verwendeten Werkzeugen zum Model-
lieren und L&sen von Optimierungsproblemen aus der Praxis. Die meisten kom-
merziellen Programme sind jedoch iiberfordert, wenn die Probleminstanzen riesig
werden (Millionen von Variablen oder Hunderttausende von Restriktionen). Fiir sol-
che Fille werden oft Dekompositionsmethoden, wie etwa die Lagrange Relaxation,
verwendet. In dieser Dissertation untersuchen wir neue Methoden zum approxima-
tiven Losen von Lagrange Relaxationen und damit Linearer Programme sowohl aus
einer theoretischen als auch einer praktischen Perspektive.

Im theoretischen Teil betrachten wir zwei kiirzlich entwickelte Primal-Duale Op-
timierungsmethoden von Nesterov, welche nicht glatte konvexe Optimierungspro-
bleme approximativ losen. Die erste Methode, Primal-Duale Subgradientenmetho-
de genannt, ist eine Variation der normalen Subgradientenmethode, welche die in
jeder Iteration berechneten Subgradienten zur Berechnung nicht nur primaler son-
dern auch dualer Losungen verwendet. Die Methode hat eine Konvergenzrate von
O(e%), um eine absolute Prizision von € > 0 zu erreichen. Dies entspricht dem
bestmdglichen Wert, welcher mit Methoden basierend auf Subgradienten erreicht
werden kann. Die zweite Methode, Methode der exzessiven Liicke genannt, verwen-
det eine Gléattung der Zielfunktionen und optimale Gradientenschemen. Sie hat eine
Konvergenzrate von O(+). Mit Hilfe dieser Methode entwickeln wir ein Approxima-
tionsschema in polynomieller Zeit fiir die Relaxation als Lineares Programm des
Platzierungsproblem von Anlagen ohne Kapazitiatseinschriankungen, welche die Re-
chenzeitabhéngigkeit vom bisher besten bekannten Wert O(%) auf O(2) verbessert.

Beide Methoden bendétigen Orakel zum Losen von Subproblemen. Exakte Orakel
sind aber nicht immer vorhanden. Wir untersuchen den Einfluss approximativer
Orakel auf die Konvergenz der Methoden und zeigen, dass, um eine absolute Prézi-
sion von € zu erreichen, die Primal-Duale Subgradientenmethode ein Orakel mit
einer theoretischen Priizision von €2 benétigt. Demgegeniiber bedarf die Methode
der exzessiven Liicke eines Orakels mit einer Prizision von €°, was auf eine viel
kleinere Stabilitdt hindeutet. Wir haben jedoch ausser der Prizision keine weiteren
Voraussetzungen an die Orakel gestellt. Das Einfiihren weiterer Vorgaben kénnte
zu einer Verbesserung dieser Resultate fithren.

Im Anwendungsteil der Dissertation haben wir die Methoden zum Losen der Re-
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laxation als Lineares Progamm des Platzierungsproblems von Anlagen ohne Kapa-
zitétseinschréankungen und des statischen Verkehrsumlegungsproblems verwendet.
Fiir letzteres hatten wir Zugang zu Daten aus der realen Welt. Wie aufgrund der
Theorie erwartet, schliagt die Methode der exzessiven Liicke die Primal-Duale Sub-
gradientenmethode beim Losen der Relaxation als Lineares Progamm des Anla-
genplatzierungsproblems, fiir welches exakte Orakel vorhanden sind. Uberraschen-
derweise ist die Primal-Duale Subgradientenmethode viel besser im Losen des Ver-
kehrsumlegungsproblems. Dies kann man durch die zu lésenden Subprobleme er-
kldaren. Die Methode der exzessiven Liicke muss Flussprobleme mit quadratischen
Kosten losen, welche viel schwieriger als die kiirzeste Wege Probleme in der Sub-
gradientenmethode sind. Fiir das Flussproblem mit quadratischen Kosten mussten
approximative Orakel verwendet werden und es zeigte sich, dass die Methode der
exzessiven Liicke stabiler war, als die Theorie erwarten liess.

Da wir eine neue Formulierung von Nesterov und de Palma des statischen Ver-
kehrsumlegungsproblems verwendet haben, haben wir auch die Charakteristiken
der erhaltenen Verkehrsumlegungen mit den Umlegungen verglichen, welche man
mit dem traditionellen Beckmannmodell erhilt. Die Resultate zeigten, dass das Mo-
dell von Nesterov und de Palma die Verkehrsfliisse stiarker konzentriert, was zu einer
Verkehrsprognose mit mehr Staus fiihrt.



Résumé

La Programmation Linéaire fait partie des outils les plus utilisés pour modéliser et
résoudre des problemes d’optimisation survenant dans l'industrie. Ces problemes
ont besoin en général de plusieurs millions de variables et de quelques centaines de
milliers de contraintes pour etre décrits, ce qui les rend intraitables pour la plupart
des logiciels commerciaux. Afin de traiter ce type de problemes, des méthodes de
décomposition sont utilisées, en particulier les relaxations de Lagrange. Dans cette
these, nous étudions a la fois d’un point de vue théorique et pratique des nouvelles
méthodes pour résoudre les relaxations de Lagrange de maniere approximative et
ainsi les programmes linéaires correspondants.

Dans la partie théorique de cette these, nous considérons deux méthodes
développées récemment par Nesterov pour résoudre de maniere approximative des
problemes d’optimisation convexe mais non differentiables. La premiere méthode,
nommée en anglais Primal-Dual Subgradient method (Méthode de Sous-gradients
primale-duale), est une variante de la méthode standard des sous-gradients. A
chaque itération, les sous-gradients calculés sont non seulement utilisés pour créer
une solution primale mais aussi une solution duale. Pour obtenir une erreur ab-
solue de € > 0, O(%) itérations sont suffisantes. Cette vitesse de convergence est
la meilleure que 1'on puisse espérer pour des méthodes basées uniquement sur des
sous-gradients. La deuxieme méthode envisagée se nomme en anglais Excessive Gap
method (Méthode du Seuil excessif). Elle consiste & lisser préalablement la fonction
objectif et ensuite a utiliser des méthodes de gradient optimales pour résoudre le
probleme rendu différentiable. Sa vitesse de convergence est de 'ordre de O(%)
Grace a cette méthode, nous avons pu créer un schéma d’approximation dont le
temps d’exécution est polynomial en la donnée de l'instance pour résoudre la re-
laxation en variables continues du probleme de localisation de dépots a capacité
illimitée. Ceci améliore la dépendance du temps d’exécution en € de O(%) & O(2)
par rapport a la meilleure méthode connue.

Les deux méthodes de Nesterov supposent ’existence d’oracles résolvant de maniere
exacte des sous-problemes d’optimisation a chaque itération. Il se peut cependant
que de tels oracles ne soit pas disponibles. Nous étudions I'impact de solutions
approchées de ces sous-problemes sur la convergence des deux méthodes. De notre
étude, nous obtenons que pour maintenir une erreur absolue de ¢, les sous-problemes
dans la méthode des Sous-gradients primale-duale doivent étre résolus avec une
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précision absolue de €2, et pour la méthode du Seuil excessif avec une précision
absolue de €. Ce dernier résultat indique que la méthode du Seuil excessif est
moins stable que la méthode des Sous-gradients primale-duale. Toutefois nous n’exi-
geons des oracles approchés qu'une garantie sur I’erreur absolue. D’autres conditions
peuvent peut-eétre améliorer ce résultat.

Cette these contient une partie expérimentale, ou nous considérons la relaxation
en variables continues du probleme de localisation de dépots a capacité illimitée
et le probleme d’affectation statique du trafic routier. Pour ce dernier probleme,
nous disposons de données provenant d’un réseau routier réel. La méthode du Seuil
excessif surpasse la méthode des Sous-gradients primale-duale pour la relaxation en
variables continues du probleme de localisation de dépots a capacité illimitée, ce
qui est en accord avec nos résultats théoriques. Pour ce probleme nous disposons
d’oracles exacts. Par contre, dans le cas du probleme d’affectation statique du trafic
routier la méthode des Sous-gradients primale-duale est beaucoup plus efficace que
la méthode du Seuil excessif. Ceci peut s’expliquer par le type de sous-problemes
qui doivent étre résolus dans chacun des algorithmes. Dans le cas de la méthode des
Sous-gradients primale-duale, nous devons simplement effectuer un calcul des plus
courts chemins alors que dans le cas de la méthode du Seuil excessif nous devons
déterminer des flots de cout quadratique minimal. Pour ce dernier probleme, nous
ne disposons que d’oracles approximatifs. Nous avons constaté numériquement que
la méthode du Seuil excessif est plus stable que notre théorie le prévoyait.

Nous avons envisagé dans cette these une nouvelle formulation du probleme d’af-
fectation statique du trafic routier développée par Nesterov et de Palma. Nous
comparons également certaines caractéristiques des affectations du trafic routier
obtenues par ce nouveau modele avec celles obtenues par le modele classique de
Beckmann. Les résultats montrent que le modele de Nesterov et de Palma distribue
le trafic de maniere plus concentrée et pronostique plus de congestion.
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1. Introduction

1.1 Motivation

Linear Programming (LP) is the most frequently used tool for modeling and solving
optimization problems arising in diverse areas such as telecommunication network
management, supply chain management, statistics, finance, and biology. The main
reason for its popularity is the widespread belief by practitioners that commercially
available solvers are capable of solving any instance of an LLP problem in a reasonable
amount of time.

Commercially available solvers are based on simplex or interior point methods. Both
methods terminate with an optimal solution or conclude that the problem instance
is unbounded or infeasible. An algorithm is considered efficient in theory if the
time to find an optimal solution is bounded by a polynomial in the size of the input
data. In this case the method or the algorithm is said to have a polynomial running
time or to be polynomial. Simplex like algorithms are not known to be polynomial.
Interior point methods on the other hand are polynomial (see [Kha79, Kar84)).

From a practical point of view, these methods are limited with respect to the prob-
lem size. As the problem size grows, simplex-like algorithms require a prohibitive
number of iterations and interior point methods need a large amount of time and
memory to compute a single iteration. Thus, commercially available solvers are
frequently inadequate for the large instances of LP problems arising in practice to-
day, in spite of many improvements introduced in the last twenty years to scale and
speed up these solvers (see [Bix02]). For example, problem instances in telecom-
munication networks exist with several million variables and hundreds of thousands
of constraints all needing to be solved in a few minutes (see [Bie02]). However,
currently available solvers running on modern computers need hours or even days
to solve such instances if they are able to solve them at all (see [Bie02]).

In order to cope with these problems many researchers have investigated decompo-
sition methods, such as Benders’ and Dantzig-Wolfe decomposition, and Lagrange
relaxations (see [Van96, BT97, Mar99]). The main idea of these methods is to
divide the initial problem into subproblems that are simpler and easier to solve.
Researchers also exploit the structure of special LP for dealing with even larger
problems, for example by using problem sparsity. The efficiency analysis of these
methods is mostly based on empirical results for specific problem instances.
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In this thesis, the aim is to develop algorithms that given a target accuracy of € > 0
deliver a solution within a factor of (1 + €) of the optimum of the LP problem and
have a running time, which is polynomial in the size of the input data. Such an
algorithm is called an approximation algorithm. We can safely relax the optimality
requirement since it usually has little value in real world problems, where the model
itself and the data may not be accurate. In this case a solution can only be as
accurate as the input.

In order to design such an approximation algorithm, we use decomposition methods,
in particular Lagrange relaxation. The main difficulty with this approach is that
it leads to non-smooth optimization. Usually, researchers have applied subgradient
techniques to solve this problem. We apply two recently proposed methods by
Nesterov. The first is a primal-dual subgradient technique [Nes09, Nes05b]. The
second consists of two steps. First, the Lagrange relaxation is smoothed and then
solved by optimal gradient-like optimization schemes [NesO5c, Nes05a]. In this
fashion, we obtain algorithms with an approximation guarantee for special LP.

Bienstock and Iyengar were to our knowledge the first to apply these methods. They
obtain approximation algorithms for Fractional Packing problems with a running
time of O(1) [BIO4]. Simultaneously to our work, Iyengar, Phillips, and Stein de-
velop approximation algorithms for Semidefinite Packing problems [IPS05]. Chudak
and Nagano exploit both methods of Nesterov to solve relaxations of combinatorial
problems with submodular penalties [CNO7]. Finally, Gilpin et al. develop an algo-
rithm for finding Nash equilibria in sequential games [GHPS07] using the method
described in [Nes05a]. That paper presents also numerical results.

Note that many other methods related to Lagrange relaxation exist. Just to men-
tion a few, there are the so-called bundle methods, see e.g. [LNN95], the penalty
methods, see e.g. [CD94] or [FG99], the volume method, see e.g. [BA0O], and the
mirror descent method, see e.g. [NY83] or [BTMNO1]. However, these methods are
not further investigated in this thesis.

1.2 Goals

This thesis aims at contributing to the understanding of recently developed approx-
imation algorithms both theoretically and numerically.

Theory

From a theoretical point of view, we design polynomial time approximation schemes
for special LPs, i.e., schemes that for a given ¢ > 0 deliver a solution within a
factor of (1+¢€) of the optimum and have an execution time that may depend on
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¢ and must be bounded by a polynomial in the length of the input. We focus on
the dependence of the running time of the designed method on e. These schemes
are based on optimization methods for non-smooth convex problems developed by
Nesterov in [Nes05c|, [Nes05al, [Nes09], and [Nes05b]. Binary search and knowledge
on the optimal solution are subsequently used to restrict the feasible region as in
[YouO1], [Bie02], [GK02], and [BI04].

Using this approach, we design approximation algorithms for the linear program-
ming relaxation of the Uncapacitated Facility Location (UFL) problem. [CEO05]
presents an approximation algorithm that improves the running time dependence
on ¢ from O(1/€%) to O(1/€). To our knowledge, O(1/€*) was previously the best
known complexity, see for example the work of [GK02]. The previous result was
obtained applying the method presented in [NesO5a]. In this thesis, we extend this
approach to other methods by Nesterov.

At each iteration, Nesterov’s algorithms require an optimal solution of subproblems
that may be non-linear and even more difficult than the original problem. Based
on the work of Bienstock and Iyengard in [BI04], we extend the results of Nesterov
to accommodate approximate solutions. For the method presented in [Nes05a],
[CEO05] gives a theoretical bound on the required accuracy of the solutions to the
subproblems, however without proof. This proof as well as theoretical bounds for
the other methods are presented in this thesis.

The results for the linear programming relaxation of the UFL problem can be
extended to other problems such as the Packing problem, Scheduling problem, the
Set Covering problem, the Maximum Concurrent Multicommodity Flow problem,
and the Survival Network Design problem. Results based on [Nes05a] are given in
[CEO05]. However, we will not further investigate these problems in this thesis.

Application

An important part of this thesis is the implementation of the designed approxima-
tion schemes, since up until now only little empirical work on the performance of
approximation algorithms for LP has been done. In the second part of the thesis,
the focus is on the practical applicability of the developed methods.

In this work, numerical performance study concerns two problem classes, the linear
programming relaxation of the Uncapacitated Facility Location problem and the
Static Traffic Assignment (STA) problem. Both problem classes are derived from
the class of linear multicommodity flow problems. Since both applied approximation
schemes deliver a primal and dual solution at each step, the relative errors can easily
be bounded using the duality gap.

The algorithms have been tested on randomly generated instances for the linear
programming relaxation of the Uncapacitated Facility Location problem. Both
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algorithms, primal-dual subgradient methods and smoothing techniques with gra-
dient schemes were implemented with subproblems solved to optimality. Numerical
results showed that performance was good for algorithms based on the smoothing
techniques with gradient schemes and poor for the algorithms based on primal-dual
subgradient schemes.

For the Static Traffic Assignment problem, a new model developed by Nesterov
and de Palma in 2000 [NdP00O, NdP03] is considered, which is compared with Beck-
mann’s classical model developed in 1956 [BMW56]. We test both models in small
benchmark instances using commercial solvers. Particularly of interest is an under-
standing of how the two models compare regarding e.g. congestion, Braess paradox,
and Price of Anarchy. Then, based on Nesterov’s optimization various algorithms
are designed for solving the Static Traffic Assignment problem. Using benchmark
and real world instances of the problem we compare the algorithms. As opposed
to the Uncapacited Facility Location problem, the algorithms based on the primal-
dual subgradients schemes show better performance than those based on smoothing
techniques with optimal gradient schemes. Furthermore, a comparison between the
quality of the Traffic Assignment delivered by our algorithms and the quality of
Traffic Assignment computed by VISUM, ([VIS06]), a commercial software based
on the Beckmann model, is made.

The Static Traffic Assignment problem as formulated by Nesterov and de Palma
corresponds to a Minimum Linear Cost Multicommodity Flow problem and its dual.
Lagrange relaxation remains one of the most often used method for solving large
Minimum Cost Multicommodity Flow problems. As an example for a different
solution approach (without an approximation guarantee), we refer to the recent
paper of Babonneau, du Merle, and Vial [BAMVO06], where the Lagrange relaxation
is solved with a variant of the analytic center cutting-plane method. An overview
on approximation algorithms for solving the Minimum Cost Multicommodity Flow
problem is given in Chapter 9.

1.3 Structure of the Thesis

The thesis is divided into two main parts. The first part (Chapters 2 to 6) is
concerned with the theoretical basis of large scale linear optimization, while the
second part (Chapters 7 to 10) deals with practical applications of the algorithms
from the first part. Chapter 2 briefly introduces linear programming and frequently
used methods applied to solve them exactly or approximately. Chapter 3 describes
strongly convex functions, which are fundamental for the methods in the follow-
ing two chapters. In Chapter 4, we present primal-dual subgradient methods for
approximately solving large scale linear programs in detail. Chapter 5 then ex-
amines smoothing techniques and gradient schemes. All methods from this thesis
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assume that oracles exist, which can provide exact solutions to “easy” subproblems.
Chapter 6 provides answers as to whether these methods still converge when only
approximate oracles are available.

The second part of the thesis begins with Chapter 7, in which the linear program-
ming relaxation of the Uncapacitated Facility Location problem is examined. The
algorithms from Chapters 4 and 5 are implemented and test results are given. Chap-
ter 8 deals with the static Traffic Assignment Problem for which two models are
given. Chapter 9 shows numerical results for the Traffic Assignment Problem. We
compare on the one hand the practical performance of the implemented algorithms
and on the other hand the traffic predictions made by the two models. Chapter
10 concludes the application part with tests of two algorithms on their practical
performance for solving the Minimum Quadratic Cost Flow problem, which is the
only subproblem that must be solved approximately. Finally, Chapter 11 gives a
summary and an outlook.






Part 1

Large Scale Linear Programs and
Optimization Methods






2. Large Scale Linear Programs (LP)

We assume that the reader is familiar with the theory of Linear Programming (LP).
Nevertheless, the following provides a brief overview of the concepts used. Details

and proofs in particular are omitted however and the interested reader is referred
to the following books [Van96, BT97, BV04].

2.1 Linear Programs

Simply stated, a linear program is a mathematical optimization problem in which
both the objective function and the constraints are linear functions. Many prob-
lems arising in practice can be formulated in this fashion. Examples are network
problems such as telecommunication, portfolio optimization, or resource allocation.
This widely applicable use is one of the main reasons for the enormous interest in
linear programming.

A compact formulation of an LP is as follows

(LP) minimize 'z
subject to Ax <b

where ¢ € R", b € R™, and A € R™*". Each LP has an associated dual problem,
which is formulated as follows

(Dual LP) maximize —b'z
subject to ATz +c=0.
z>0

The relation of the optimal solutions of the two problems is given by the weak and
strong duality theorems.

Theorem 2.1 (Weak duality — Theorem 4.3 in [BT97])
If x is primal feasible and z dual feasible, then 'z > —b' 2.

Thus, a duality gap can be defined as ¢’z + b 2. By defining the optimal value of
the LP by p* and the optimal value of the dual LP by d*, we can state the strong
duality theorem.
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Theorem 2.2 (Strong duality — Theorem 4.4 in [BT97])
If either the LP or its dual has a bounded feasible solution, then the other also has
a bounded feasible solution and p* = d*.

One can prove the optimality of a pair of primal and dual solutions (z*, z*) using
the so-called Karush-Kuhn-Tucker (KKT) conditions.

Theorem 2.3 (KKT Conditions — Section 5.5.3 in [BV04])
x* and z* are primal respectively dual optimal solutions if and only if

1) Ax*<b (feasibility of x*)
2) AT2*+c¢=0,2>0 (feasibility of z*)
3) ()T (Ax* —b) =0  (complementarity)

The feasible region of an LP is given by a polyhedron since each constraint that
the decision variable is subject to, defines a hyperplane. The following theorem
states an interesting fact about the location of optimal solutions. Note that an
extreme point of a polyhedron is by definition a point, which cannot be expressed
as a convex combination of other points in the polyhedron, i.e. a vertex.

Theorem 2.4 (Theorem 2.8 in [BT97])
If the feasible region of an LP contains at least one extreme point, the optimal
objective value s either unbounded or is attained at an extreme point.

Both exact and approximation algorithms for solving linear programs exist. An
overview is given in the next sections.

2.2 Exact Optimization Methods

Several algorithms exist which can solve linear programs exactly. Here, two of the
most widely used methods shall be briefly described, namely the Simplex and the
Interior Point methods.

The Simplex method was introduced in 1947 by Dantzig [Dan63]. It starts with
an extreme point of the polyhedron that defines the feasible region of the LP and
then moves in every iteration of the algorithm to an adjacent extreme point with
improved objective value. Combining Theorem 2.4 with the fact that the number
of extreme points is finite guarantees termination at an optimal solution (though
precautions against cycling are needed if the polyhedron is degenerate).

A major drawback of the Simplex method is given by the fact that the number of
extreme points of polyhedrons grows exponentially with the number of constraints.
Klee and Minty showed an example of an LP, for which the Simplex method passed
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all extreme points before reaching the optimal solution, thus proving that the worst
case performance of the algorithm is exponential [KM72]. However, the Simplex
method proves to be efficient in most real life applications of modest size.

Whether the linear programming problem could be solved in polynomial time re-
mained an open question until 1979, when a method was presented that had poly-
nomial worst case running time (Khachian’s Ellipsoid method [Kha79]. However,
it compared poorly to the Simplex method in real life applications.

The first algorithm having a polynomial worst case running time and showing good
performance in practical applications was the Interior Point method presented by
Karmakar in 1984 [Kar84]. The method starts from an interior point of the feasible
region and then follows a “central” path given by adding a logarithmic barrier
function to the objective function towards an optimal point. Newton’s method is
applied to follow the central path. Finally, when a point sufficiently near an optimal
extreme point is found, it can be rounded in a polynomial number of steps to an
exact solution. The theoretical worst case running time is given by O(Lnln(n)),
where n is the dimension of the problem space and L is the length of the input
data, i.e., A, b, and c.

2.3 Decomposition Methods

We are interested in large scale linear programs, i.e. problems containing millions
of decision variables. In this case it is usually no longer possible to solve the
problem exactly because both running time and memory usage become prohibitively
large. Most frequently used approaches are then decomposing the problem into
subproblems or relaxing some constraints. An overview is given in the following
subsections.

2.3.1 Dantzig-Wolfe Decomposition and Bender’s
Decomposition

In order to improve problem tractability, decomposition methods reduce either the
number of variables or the number of constraints to be considered in an algorith-
mic step. The basic idea of both Dantzig-Wolfe and Bender’s decomposition is to
reformulate the linear program into a suitable master-problem and then iteratively
solve subproblems to improve the current solution of the master-problem.

The Dantzig-Wolfe decomposition is applied if the linear program has an excessive
number of variables, i.e. columns in the tableau of the LP. The method starts from
a basic solution of the master-problem and solves linear subproblems in order to
find variables, which must enter the basic solution of the master-problem in order to
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improve the objective function value. Thus, variables enter the solution iteratively,
which is called “delayed column generation”.

Bender’s decomposition is applied if the LP has a large number of constraints.
This method starts with a solution of a relaxed master-problem, in which only a
part of the constraints are included. Subproblems are then applied to find violated
constraints, which must enter the relaxed master-problem. This approach is called
“delayed constraint generation”.

Note, that both methods are very similar in the sense that Bender’s decomposition
is essentially the same as Dantzig-Wolfe decomposition applied to the dual problem.

2.3.2 Lagrange Relaxation

The Lagrange relaxation is a technique that enables us to transfer some constraints
into the objective function. Assume that the constraints of a given LP can be
divided into “easy” and “hard” ones. We then rewrite the problem in the following
fashion.

(LP) minimize 'z

subject to Ax <b
rEQ

where ¢ € R",)b € R™" A € R™" @ C R" is a sufficiently simple non-empty
polyhedron, e.g., a simplex or box. Thus, the “easy” constraints define ). The
Lagrange relaxation of the inequality constraints of this problem is as follows.
(LR) max Y(u) Y(u) = Iniél {c"z + v’ (Ax — b)}.
u> FAS

The problem LR is called the Lagrange dual problem. Note that the dual LP is
obtained if () = R™. If we suppose that the linear problem, LP, has a finite optimal
solution, solving the LP problem is equivalent to solving its Lagrange relaxation
(LR) as the following theorem shows.

Theorem 2.5
Consider the linear minimization problem LP and its Lagrange relazation LR,
LP:= min 'z LR := max,>o { mingeo{c’z + v’ (Az — b)}}
Az <b
rE€Q

where Q = {x | Az < l;} is a polyhedron. If the linear minimization problem has a
finite optimal solution, then LP = LR.

A proof is given in Appendix A, Theorem A.1.



3. Theoretical Foundations

In this chapter we give a definition of the problem, which will be investigated in
subsequent chapters, and introduce strongly convex functions. These functions
play an important part in the optimization methods and thus some of their basic
properties are also investigated.

3.1 Problem Description

We consider specially structured large scale linear programs, which can be formu-

lated as follows

(LP) minimize ¢’z

subject to Ax <b
reQ

where ¢ € R", b € R™ A € R™" @ C R” is a sufficiently simple non-empty
polyhedron, e.g., a simplex, and n and m are in the order of millions. Then, we
consider the Lagrange relaxation of the inequality constraints,

(LR) max P(u) P(u) = glelg {"x +ul'(Az —b)}.

and we assume in addition that ) is bounded and that a non-empty, convex and
compact polytope P C R™ containing an optimal solution of the Lagrange relax-
ation LR exists. Thus,
= mi 3.1

max t(u) = min f(z) (3.1)
where f(r) := max,ep {c'z + u? (Az — b)}, see Theorem A.3 or Corollary 37.3.2
in [Roc70]. The function v (u) is a concave piecewise linear function and the func-
tion f(z) is a convex piecewise linear function. Hence, both functions are non-
differentiable. Our objective is to solve (3.1) approximately, i.e., to find & € @) and
u € P such that f(z) —(u) <e, € >0.

Note, however, that bounding the polyhedron () and finding a non-empty, convex
and compact polytope P containing an optimal solution of LR is not trivial. The
choice of ) and P influences the tractability of the implemented methods.

Let us present the main assumptions that we are making as well as the problem we
are considering.



18 Theoretical Foundations

Assumption 1
e () C R" is a non-empty, convex and compact polytope,
e P C R™ is a non-empty, convex and compact polytope.
As a consequence

e the function f(z) := max,ecp {cTz+u?(Az—0b)} is well defined for all x € Q,
e the function ¢ (u) := min,ecq {¢’z+u’ (Az—b)} is well defined for all u € P,

e the function f(z) has a finite minimum f* over () attained at z* € @,

e the function ¢ (u) has a finite maximum ¢* over P attained at u* € P.

We note that under Assumption 1 there is no duality gap.

Problem 1 Suppose Assumption 1 holds. Given € > 0, find a feasible primal
solution Z € @) and a feasible dual solution @ € P such that f(z) —¢(u) <e.

The methods presented in Chapters 4 and 5 deal with convex non-smooth optimiza-
tion problems. They were developed by Yurii Nesterov between 2001 and 2007, see
[Nes05¢], [Nes0ba], [Nes09], and [Nes05b]. We use them here in order to solve simul-
taneously the maximization and minimization problems in Equation (3.1). First,
we consider optimization methods based on subgradient techniques (Chapter 4).
Next, we consider methods based on gradient optimization (Chapter 5), which con-
sist mainly of two steps. First, a smooth approximation of the objective function
is derived, and then gradient-based optimization methods are applied. In the fol-
lowing chapters, we will follow the lines of Nesterov in [Nes05¢c|, [NesO5a], [Nes09],
and [Nes05b] to introduce these methods.

3.2 Strongly Convex Functions

In the following we introduce some basic definitions that are used throughout the
text.
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Definition 3.1 (Convex and Closed Convex Function)
Let S CR"™ be a conver set and g : S — R. The set

epi g := {(z,t) | v € S,t € R, g(x) <t} CR"™M (3.2)

1s called the epigraph of the function g. The function g is convex if its epigraph,
epi g, is a convex set. Moreover, if the epigraph is a closed convex set, the function
g 1 called closed convex.

Note that the convexity of a function g : S — R, over its convex domain S C R"”
is equivalent to satisfy

g(1 =)z +0y) < (1—-0)g(x) +0g9(y) 0<0<1 (3.3)
for every x,y € S, Theorem 4.1 in [Roc70].

Definition 3.2 (Smooth Function and Lipschitz Continuous Gradient)
Let S C R™, with R" endowed with a norm ||.||s. The function g : S — R is called
smooth on S if it is finite and differentiable throughout S.

The gradient of Vg(.) is Lipschitz continuous on S, if
3 Lgs>0s.t [Vg(z) = Vg)lls < Lyslle —ylls Va,yes, — (3.4)

where the dual norm is defined by ||C||¢ = max),)4<1{((,z)} for ¢ € R™. The
constant L, g is called Lipschitz constant of Vg with respect to ||.||s.

For the sake of clarity we use the following notation. Our main space is R™ and we
consider a set S C R". Any parameter whose value depends on the subset S will
have S as index, e.g., the Lipschitz constant L, ¢ in the previous definition. The
same notation will be used for the norms.

Note that for any smooth convex function g : S — R, with a convex domain
S CR",

9(y) = g(x) + (Vy(z),y — x) (3.5)
holds, see e.g. Definition 2.1.1 and Theorem 2.1.2 in [Nes03]. If the gradient of g is
also Lipschitz continuous, then g has the following nice property.

Theorem 3.3

Let S C R™ be convex and let R™ be endowed with a norm ||.||s. Let g: S — R
be a smooth convex function, such that its gradient is Lipschitz continuous with
Lipschitz constant Ly s with respect to ||.||s. Then, for all x,y € S

9(9) < o) + (Vo) y — ) + 25y — ]} (3.

holds.
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For a proof see e.g. Theorem 2.1.5 in [Nes03].

Definition 3.4 (Smooth Strongly Convex Function)
Let S be a convex subset of R™ and let R" be endowed with a norm ||.||s. A smooth
function g : S — R s called strongly convex with convexity parameter og > 0 for

s ¥
o(9) > 9(x) + (Vo(a)y —2) + sosly— ol Vyzes @7

A typical smooth strongly convex function over R" related to the Euclidean norm
is the squared Euclidean norm,

glz) =5 llzl = (Zx ) .

In this case, the convexity parameter o is equal to 1 with respect to .||

200¢
1507

1007

—ga(y)

S0 lower approximation

—— upper approximation

5 10 15 20 25 30 35 40

Fig. 3.1: Smooth convex function ¢(z) with lower approximation, g¢(z) +
(Vg(x).y — 1), and upper approximation, g(z) + (Vg(x).y — 1) +
“5ly — s, at @

A crucial property of a strongly convex function is the uniqueness of its minimizer.

Theorem 3.5 (First Order Condition)
Let S C R™ be a closed convex set and let g : S — R be a smooth convex function.
Consider the minimization problem

min g(z). (3.8)

TES
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a) x* €S is an optimal solution of (3.8) if and only if
(Vg(z*),z —2") >0 Vzelbl. (3.9)

b) If g is strongly convex then the optimal solution x* € S of (3.8) exists and is
unique.

The reader is referred to Theorem 2.2.5 and 2.2.6 in [Nes03| for a proof.

The methods that we present in this chapter are oracle based, i.e., they assume
that specific subproblems can be solved to optimality, in the sense that an optimal
solution can be cheaply computed. The optimal solution of these subproblems
are needed in order to evaluate special function values and their gradients. These
special functions are of the following type
g(x) = g(x) + max {(Bz,u) — ¢(u) — Bdr(u)} VeelsS (3.10)
where S C R” and T' C R™ are convex and compact sets and 3 > 0. Both
spaces, R" and R™, are endowed with a norm, respectively ||.||s and ||.||z. The
function ¢ : S — R is smooth and convex with a Lipschitz continuous gradient
with Lipschitz constant L; ¢ with respect to |.||s. The function ¢ : 7" — R is also
smooth and convex with a Lipschitz continuous gradient with Lipschitz constant
L, with respect to ||.||[7. B € R™*" is a linear operator and its norm is defined as
B|lst := max max (Bx,u). 3.11
1Bllsz := max, max (Br, u) (3.11)
Finally, dr : T' — R, is a prox-function of T, i.e., a strongly convex function with
special properties, see Definition 3.6. Its convexity parameter is denoted by o7 and
its minimizer over T by u°.

Definition 3.6 (Prox-Function)

Let S be a convexr subset of R™ and let us endow R™ with a norm ||.||s. The func-
tion dg : S — R, s a prox-function associated to S if it is a smooth strongly
convex function over S with convezity parameter og > 0 with respect to norm ||.|s.
Moreover an x° € 1i S exists, such that dg(z°) = 0.

For clarity we introduce the auxiliary function I's,

Is:SxT — R (3.12)
(z,u) — (Bz,u) —¢(u) — Bdr(u).

Hence for all x € S, g(z) = g(z) + max La(x,u).
ue

For all fixed uw € T, the function I's(.,u) is convex and smooth. Its gradient at
x € S is given by
V.l s(z,u) = BTu.
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For all fixed x € S, the function I's(z,.) is smooth and its gradient at v € T is
Vul's(z,u) = Bx — Vp(u) — BVdr(u).

—I's(x,.) is strongly convex with convexity parameter Sor with respect to the norm
||l|l7- Therefore, the maximum u,,

Up = arg max Is(z,u), (3.13)

is unique.

Theorem 3.7 (Properties of g(x) — Theorem 1 in [Nes05c])
Consider the function g(x) defined in (3.10). Then, g(z) has the following proper-

ties.

g(x) is a convexr and smooth function and its gradient Vg(x) is Lipschitz continuous

with Lipschitz constant Lgg, i.e.,

B3,
Bor

Vyg(z) = Vg(x) + BTu, Lys=Lss+ (3.14)

where u, = arg max {(Bz,u) — ¢(u) — Bdr(u)}.

Proof. The convexity of ¢ follows from the convexity of § and of I's(.,u) for all
u € T (see (3.12)). Its differentiability is due to the uniqueness of the maximizer
of I's(z,.) over T. Namely, for fixed x, the function I's(z,.) is strongly concave.
Thus, the gradient of g at x is then defined by the sum of the gradient of g at x and
the gradient of I's(., u,) at x, where u, is the unique maximizer of I'g(x,.). For a
detailed proof see Theorem A.6 in Appendix A.

The value of the Lipschitz constant, L, g, remains to be evaluated. For z,y € S we
have

IVg(z) = Va)lls = [IVg(x) = Vily) + B us — B uy |5
< V) = Vaw)lls + 1B (ue — uy)ll3.

Thus we need to bound || B (u, —u,)||%. Using the first order condition for T's(x, .)
at u, and for Ig(y,.) at u,, i.e.,

<B{K - v@(um) - ﬁVdT(ux)a Uy — uz> < 0
(By = V(uy) — BVdr(uy), ug —uy) < 0
we get
(B(z —y),uz —uy) = (VPug) — Vd(uy), uy — uy)
+ 8(Vdpr(uy) — Vdr(uy), uy — uy)
> B(Vdr(uy) — Vdr(uy), uy — uy)
> fBor|ue — uy|7.
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We used the convexity of ¢(u) to prove the second inequality and the strong con-
vexity of dp(u) to prove the third inequality. Hence,

2
(1B (e —u)l5)” < IBI§llua —uyl7

1
< Bl 75— (B(z — ), us — uy)

<
Bor
IBII%r )
< W”BT(W& —uy)|I5llz = ylls-
. X B2
Finally, ||Vg(z) — Vg(y)||% < <Lg,s + ﬂas;T> |z —ylls. N

3.3 From an Absolute to a Relative Error

The methods in Chapters 4, 5, and 6 are meant for computing e-approximate solu-
tions, € > 0, i.e., solutions that guarantee an absolute optimality gap of at most e.
Here we present a procedure to generate solutions that ensure a relative error of at
most € > 0, if an algorithm delivering solutions with a guaranteed absolute error
of € is available for specially structured large scale linear problems. This approach
has been presented in the primary paper [CE05]. However, note that it has been
followed before, see [YouOl], [Bie02], [GK02] and [BIO4]. In a paper of the same
flavor as [CEO05], Chudak and Nagano, [CNO7], use the same approach, albeit proofs
are harder than in [CE05].

Under Assumption 1, we define the following problem.

Problem 2 Given ¢ > 0, find a feasible primal solution z € () such that
f(@) < (1+¢€)- f*. We call z an € -relative-approzimate solution.

The procedure for solving Problem 2 consists of three steps.

1. Modeling.
2. Developing a method for solving the LP within an absolute error of €, € > 0.

3. Using binary search to obtain a relative error of (1 +€’), € > 0, for the LP.

Step 1 is the most important and difficult since it has to take into account the
tractability of the following steps. Recall that solving our original structured linear
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problem is equivalent to solving its Lagrange relaxation max ¥(u), with ¢ (u) =
u

micrgl {c"z +u"(Ax — b)} and miél f(x), with f(z) := mg_g: {c"z +u"(Ax —b)}.
TE s uz

In Step 2 we design a decision procedure, denoted by A-FEAS, that given an error
e > 0 and a target R > 0, either finds a feasible solution z such that f(z) < (1+¢)R
or concludes that f* > R. In order to achieve that, methods with a running time
that is a polynomial of the input size times a polynomial of % times R, have to be
available. Note that the choice of R requires a good knowledge of the problem.

Step 3 follows from a result of Young ([You0l]) where the important problem is
finding a good enough initial feasible solution. Suppose that we have a decision
procedure A-FEAS, whose running time depends on the size of the input and a
polynomial on * (but not on R). The following lemma provides us with a method
for getting a relative approximate solution using A-FEAS.

Lemma 3.8 ([You01])

Suppose that we know a feasible solution x and a lower bound LB such that LB <
15 < f(x) <1LB, for somel > 0, then we can find a feasible solution T such that
f(@) < (A+€)f*, € >0, by running A-FEAS O(loglogl) times with € = § and an
additional number of A-FEAS runs whose overall running time is O(1) times the
time necessary to run once A-FEAS with € = €.

In the second part of this thesis, we apply this procedure to generate polynomial
time approximation schemes for the linear programming relaxation of the Uncapac-
itated Facility Location Problem. We will study them not only from a theoretical
point of view but also from a computational point of view.



4. Primal-Dual Subgradient Method

The Primal-Dual Subgradient method developed by Nesterov in [Nes09] is a simple
but ingenious variation of the standard subgradient method. The main advantage
of the method is that it is a primal-dual method. Namely, at each step an approx-
imate solution for the considered non-smooth minimization problem as well as an
approximate solution for a dual problem are computed. Thus, a dual gap can be
evaluated at each step and used as stopping criteria.

We first introduce the definition of a subgradient of a convex function as well as
the type of problems we are interested in and a few necessary assumptions.

Definition 4.1 (Subgradient)
Let g be a convex function. A vector & is called a subgradient of g at & € dom g if

g(x) > g(x)+({,x—F) Yaxedomyg. (4.1)

The subset of all subgradients at T is denoted by 0g(Z) and is called the subdiffer-
ential of g at ¥.

Assumption 2
e S C R"™is a non-empty, convex and compact set,

e g: S5 — Ris a closed, finite and convex function over S, its minimum, g*,
is attained at z* € 9,

e the subgradients of g are bounded over 5, i.e.,
JL>0suchthat Vo e S VEedg(x) |€ls<L (4.2)

where ||.||s is a norm defined over R™ and ||.||§ is its dual norm.

Problem 3 Suppose Assumption 2 holds. Given ¢ > 0, find a feasible primal
solution Z € S such that ¢(z) — ¢* < e. We call Z an e-approximate solution.
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Here, we focus on the presentation of the Primal-Dual Subgradient methods in-
troduced in [Nes09] and [Nes05b] to solve Problem 3. We will also present the
important definitions and results of standard subgradient techniques. A compre-

hensive survey of the standard subgradient techniques applied to Problem 3 can be
found in [Pol87, Ber95, Nes03].

4.1 Standard Subgradient Method

The main objects used in the standard subgradient method are the subgradient
and the Euclidean projection. The calculation of both objects is assumed to be
tractable and numerically cheap.

Definition 4.2 (Euclidean Projection)
Let S C R"™ be a closed convexr set with non-empty interior. For y € R", the
FEuclidean projection of y onto S is denoted by ws(y) and defined as follows

ms(y) = arg min ly — 2|2 (4.3)

Lemma 4.3 (Euclidean Projection Property)
Let S C R™ be a closed convex set with non-empty interior. For any y € R™ and
for any x € S

Ims(y) — ll2 < [ly — |2 (4.4)

holds.

For a proof see e.g. Lemma 3.1.4 and 3.1.5 in [Nes03].

Fig. 4.1: Euclidean Projection Property

In the following, we introduce the standard subgradient methods. In addition to
Assumption 2, we assume that we know a point xq € S and a Euclidean ball of
radius R around z containing the set S. Consider Algorithm 1, which corresponds
to the standard subgradient method. We note that the difficult operations in the
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algorithm are the computation of the subgradient, which depends on the complexity
of g(x), and the computation of the Euclidean projection, which depends on the
complexity of the set S.

Algorithm 1 Standard Subgradient Algorithm

Requires: - An initial point 2o € S
- A constant R > 0 such that ||z — zolp < R Ve e S
- A constant L > 0 such that ||¢]s < L V€ dg(x) VrelS
- A maximal number of iterations N

Ensures: An approximate solution Z € S such that g(z) — g* < 2L

= UNAT
set step size h = \/ﬁ%
while £k < N do
compute & € 0g(xy,) Subgradient computation
set yp = T — héi
compute Ty, = arg I;lelgl lyr — |2 Euclidean projection

end while

— 1 N
T = Nr1 Zi:o Tk

The convergence result for the standard subgradient algorithm is as follows.

Theorem 4.4 (Convergence of Standard Subgradient Algorithm—Theo-
rem 3.2.2 in [Nes03])

Suppose that Assumption 2 holds for the Euclidean norm, ||.||s = ||.||2. Assume also
that a constant R > 0 and an initial point xq exist such that |z — xo|lz < R for

all x € S and consider Problem 3. Finally let {mk}f;{:o be the sequence of points in

S generated by Algorithm 1 and define T := NLH k0 k-

Then,

@ -9 <A~
) — —_—
=9 = N1

Proof. Consider the following lower linear approximation of ¢(z),

Iny(x) = N;—i—l (Z g(zr) + (e x — xk))
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and define [}, := migl In(x). We observe that [} < ¢g*. Then,
S

9(z)—g° < g(z) -1y

< N1+1<Zg - ggg{igm)wk,x—m})

0
- (Y lm-n) (45)
k=0

In order to bound (4.6), we define ry = ||z, — z|| for all z € S and evaluate

Poer —7h = |lowy — )3 — llze — 2|3
< e — hé — x||§ — ||zx — I||§ (Lemma 4.3)
< P25 — 2h(xy — 2, &),
Then v v v
7"N+1 Z Tk:—i—l —rj) < I Z 1€k115 — QhZ@k — 2, &),
k=0 k=0 k=0
and

N

R? R
0< 7"12v+1 <R+ m(]\f + 1)L2 - 2m Z<xk -, &),
k=0

since rog < R. We deduce
N
> ok —a,&) < RLVN +1,
k=0

and, from (4.6)
RL

) — g < — .
9@ =< T
[

We note that the convergence rate of the standard subgradient method does not
depend directly on n, the dimension of the problem. However for an absolute error
of €, we need to compute O(%) iterations, i.e., O(%) subgradients and Euclidean
projections. A natural question is whether we can find a method with a better
convergence-rate dependency on e using the same tools, i.e subgradients and pro-
jections. The answer is no. Namely, Nesterov shows in [Nes03] (Theorem 3.2.1)
that for n > =%, instances of Problem 3 that require at least (%) iterations to
achieve an e absolute accuracy, exist. Thus, the standard subgradient technique is
optimal for Problem 3. Note that the latter result was first published by Nesterov
and Yudin in [NY83]
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4.2 Primal-Dual Subgradient Method

In spite of the fact that the convergence rate dependency on e cannot be improved,
Nesterov provides a refinement of the standard subgradient method with the primal-
dual subgradient method. Namely, the latter does not require the number of it-
erations to be fixed in advance. Instead, it uses an absolute gap calculation as a
stopping criterion.

Recall that g : S — R is a closed, finite, and convex function over .S, its minimum
g* is finite and attained at z* € S. Let us extend the domain of g to R"™ by setting
g(x) = oo for z ¢ S and consider its conjugate function,

9+(¢) := sup {(C, ) — g(x)} (4.7)
zER?
In general the following inequality holds between a convex function and its conju-
gate,
0.() +g(x) > (&,3) VYazeS VEedomg.

This inequality is called Fenchel’s Inequality. For every fixed x € dom g, the
equality

9:(&) + g(z) = (¢, v) (4.8)
holds, if and only if £ € dg(z) (Theorem 23.5 in [Roc70]).

Now, recall that the function ¢ is assumed to be convex and closed. Thus, we have
(g*)* = ga i'ea

gx) = sup {(z,¢) = g.(Q)} = max {(z,() - g.(O)}-

¢Edom g« (edom g«

The last equality holds since for any z € S, the previous supremum is attained at
¢ € dg(z). Namely, using Equality (4.8), we have

glx) = sup {(z,¢) = g.(Q)} = (, () — g.(0).

(edom g«

Thus we can write our optimization problem as follows

g" = min g(x) = min Ce{ggﬂXg*{<x,C>—g*(C)}

= max min {{(z,{) —g.({)}

(€dom g« x€S

(Theorem A.3 or Corollary 37.3.2 in [Roc70])

= o, e mip (o))

—  max ¢(0).

(edom g
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where

p(C) = —g+(¢) + min (¢, z) (4.9)

€S

and define the general dual problem as

max ¢((). (4.10)

(edom g«

The main idea of the method is to use the computed subgradients in order to de-
termine an approximate solution for the dual problem as well as an approximate
solution for the primal problem. Moreover, the method retains all computed gradi-
ents during the process in order to create a smooth convex function whose minimizer
converges to a minimizer of the objective function.

Algorithm 2 Primal-Dual Subgradient Algorithm - Dual Averaging Algorithm
(DA)

Requires: - A prox-function dg(x) over S with convexity parameter og > 0 with
respect to norm ||.||s and minimizer z° over S
- An absolute error € > 0

Ensures: An approximate primal solution Z € .S and an approximate dual solution
¢ such that g(z) — p(¢) <.

choose Gy > 0
choose \g > 0 and set Ag = A
set xg = z°
compute & € dg(xg ) and set o = Aoéo Subgradient computation
set T = ’\0350 and ¢ =
set k=10
while g(7) — ¢(¢) > € do
set k=Fk+1
choose (B > fr_1 and compute x, = arg H1€1§1 {{Ce—1, ) + Brds(x)}
: Strongly convex projection
choose A\, > 0 and set A, = A1 + \i
compute §k € 8g(xk) and set ( = Qk . + )\kfk Subgradient computation
set T = — ZZO)\:EZandC 1@ 10)\52
Objective functions evaluation
end while

Consider Algorithm 2, which corresponds to the general Primal-Dual Subgra-
dient algorithm, and Figure 4.2, which illustrates the main ideas of the algo-
rithm. Namely, at each step a new subgradient, &, is computed and accumulated
(o = (1 + A2&. With this accumulation and a prox-function, a strongly convex
approximation of g(x) is created, vg,(z). The minimizer of vg,(z) over S will be
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El’éé a(x,) vg (%)

\/

Fig. 4.2: Primal-Dual Subgradient Method

the point where the next subgradient will be evaluated. The primal solution is then
given by a weighted sum of the computed evaluation points. The dual solution is
similarly given by a weighted sum of the computed subgradients.

We note that the difficult operations in Algorithm 2 are the evaluation of the
primal and dual functions g(x) and ¢((¢), the computation of the subgradients of
the primal function, and finally the computation of the minimizer of the strongly
convex approximation over S, i.e., for fixed ( and 5 > 0, arg I;légl {{¢, z)+pds(x)}.

Theorem 4.5 (Convergence of Primal-Dual Subgradient Algorithm —
Theorem 1 in [Nes09])

Suppose that Assumption 2 holds and consider Problem 3. Let & and ( be the
solutions generated by Algorithm 2 after k iterations. Then,

k
- 1 1 A 2
7)— g < g(T) — < Dg+ — — ||l 4.11
9(%) = g" < 9(z) — ¢(¢) < Sy (ﬁk-ﬁ—l s+ 5, z:; 5, I4lls ) (4.11)
holds, where Dg := max ds(x) and the dual function ¢ is defined in (4.9).
Te

From the statement of Theorem 4.5, we notice that we can use the last part of
Inequality (4.11) as stopping criterion instead of the dual gap, which requires the
evaluation of both objective functions, g(z) and (C). For a same desired accuracy,
this choice of this stopping criterion leads to an increase of the number of completed
iterations with respect to the dual gap. However, each iteration is less expensive,

since we do not need to evaluate both objective functions anymore.

Before we prove Theorem 4.5, we investigate the sequences {\;}¥_, and {3;}%_ since
the quality of the convergence of the primal-dual method depends on them as we
note from Equation (4.11).
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In particular, let us consider the following two kinds of sequences:
Simple averages sequences:

L .

AN=1 Bi=—""B Vi>0 412
b= Japs V1 (4.12)

Weighted averages sequences:

1 1 A
Nz Bi= e Vi>0 1.13
1€l V205Dg (4.13)

where the sequence {3 }%_, is defined as follows

A A A A 1
50:51213ﬂd5i+1:@'+gVi21- (4.14)

)

The sequence {\; }%_, defines how the evaluation points {x;}¥_, and the subgradients
{&}F, are accumulated. In the simple averages sequences every z; and & for
1 =0,---,m have the same weight. In the weighted averages sequences, the weight
of z; and &; depends on the norm of & for i = 0,--- ,m. For the sequence {3;}%_,
the constants multiplying (; for 2 = 0, - - - , m, have been chosen in order to minimize
the right hand side of Equation (4.11).

The choice of {Bi}fzo is motivated by their advantageous properties, see Lemma
4.6.

Lemma 4.6 (Lemma 3 in [Nes09])
The sequence {B;}F_, defined in (4.14) has the following properties,

(Z) Bk+1 = Zf:O é fO?“ k 2 07

b) \/Qk—lgﬁkg1+1\/§+\/2k—1f0rk21.

Given the properties of sequence { Bz'}izo, Theorem 4.5 results in Theorem 4.7 when
the simple averages sequences or the weighted averages sequences are used.

Theorem 4.7 (Theorem 2 and 3 in [Nes09])

Suppose that Assumption 2 holds and consider Problem 3. Let T and C be the
solutions generated by Algorithm 2 after k iterations using either simple averages
sequences (4.12) or weighted averages sequences (4.13). Then,

) ) ) _ 2L 2Dg
9(8) = 9" < 9(7) = 9(Q) < ==/

holds, where Dg := max ds(x) and the dual function ¢ is defined in (4.9).
S

(4.15)
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Proof. First note that the first inequality in (4.15) is trivially satisfied since g* =
maX{cedom .} P(¢), see Equation (4.10).

Then, we evaluate the convergence result of Theorem 4.5,

_ 1 1 o A2

i=0
when special {\;}¥_ and {8;}F_, sequences are used.

We first consider the simple averages sequences. Since \; = 1 and ||&]|s < L for
1=1,...,k,

k

1 A e
Br+1Ds  + . —||51'H52
95 oo Bi
< 5k+1DS+_Zﬁ
LDs 2 ¢ QUSDS Lp;
RGP P R v
Dy ( 1
- 1D ﬁk+1+27)
20’5 i—0 ﬁz
2D
= Sﬁkﬂ (Lemma 4.6 statement a))
<

2D 1
L 5 ( + V2k — 1) (Lemma 4.6 statement b))
Vs i "

2D
< 9L ZZEVEF L
gs

Finally, we obtain fo <5k+1Ds + 5= 205 Zz 0 ﬁz &H ) \/iLT 2DS

Now we consider the weighted average sequences. Since for i = 1,...,k, A;
/& 1E, &S < L, and §; = «/Wﬁ“ we get the following results using snmlar

arguments as previous for the average sequences.

k

1 A2 |
D — E Ziells? = D — E —
Br+1Ds + 20 - 3 1€ills Br+1Ds + Sos 2 5,

[Ds { - F
= E(ﬂkﬂ—l‘{';E)

oD
"5k 1

gs

IN
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Again we obtain

Zz—o </6k+1DS + 20’3 Z’L =0 Bz H > 2L 2DS D

Vk+1

As expected, the Primal-Dual Subgradient method—same as the standard subgra-
dient method—is optimal. Namely, for an approximate solution with an absolute

error of € > 0, the primal-dual subgradient method requires at most O(Ei2 ]Z_;L)

iterations. The values of the constants L, Dg, and og depend on the choice of the
norm defined in the feasible set .S and on the choice of the strongly convex function
dg. The numerical results presented in the second part of this thesis illustrate the
importance of the constants L, Dg, and og for speeding-up the Primal-Dual Sub-
gradient algorithm. Let us turn to the proof of Theorem 4.5. This proof can be
found in [Nes09]. However, we present it here since we extensively use it in Chapter
6, when we deal with approximate oracles.

Proof of Theorem 4.5. The solutions Z and ¢ are primal and dual feasible since they
are a convex combination of primal, respectively dual, feasible solutions. Moreover,
the first inequality in (4.11) is trivially satisfied since ¢g* = max{ccaom ¢.3 ©(C), see
Equation (4.10).

Let us evaluate g(z) — ¢(¢). By definition of (), (4.9), we have

9(z) —p(C) = g(Z)+ g.(¢) — min (¢, )

zeSs

< 302 o) +0n(6) — min (Y20

L z€eSs

1=

We define 6y := max {Zf:o Ail&iy i — x)} and proceed in two steps to find an
Te
upper bound for it. In the first step we show that

k
Ok < BraDs+ Y Al wi = 2o) + max {(G, 20 — ) — fends ()} (4.16)

i=0
and in the second step we show that,
k

1 2 9
4.1 < D — —|&; % 4.1
(4.16) < Bpp1Ds + 20 ; B 1€:1s7 (4.17)
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where Dg = max ds(x).

We start with the right-hand side of Inequality (4.16),

b
BiaDs + Y Xil&, wi — xo) + max {(Ck, 2o — @) — frids(z)}

1=0

!
= max {Brs1(Dg — dg(x)) + Z Ail&i, xi — 20 + 10 — ) }

=0

(because (; = Z X&)

k

= max Aili, i — 1) = O, (Ds = max ds(r) and By > 0)
=0

In order to prove inequality (4.17) we define the following functions

v, (C) := max {{¢,x0 — ) — Bids(x)}, i=0,... k. (4.18)
In view of Theorem 3.7, the functions v (¢) are convex and their gradient are
Lipschitz continuous. The gradients and their Lipschitz constant can be expressed

as follows,
1

@'US

where z, := argmax,es{((, 2o — =) — fds(x)} and og is the convexity parameter
of dg. In particular, Vivz(0) = 0. Moreover, since ;41 > (; for i > 0, we have

Vg4 (C) < Vs, (C)

For i = 0,...,k, note that the points x; computed in Algorithm 2 correspond to
Loy = arg maXzeS{<Q—1>$o - iE> - @ds(x)}-

Vg, (€) =z — x¢ Ly, .s:= (4.19)

For ¢ > 1 we have

v (G) < v (G) (Bix1 > i)
L,,
< V@-(Cifl) + <V’/ﬁi(@—1)» G — Q'A) + 252 Gi— CF1H§2
(Theorem 3.3)
= g, (Gi-1) + (xo — i, G — (1) + I1G — Gioalls”

2@
(Equation (4.19) and z¢, , = ;)

= vg,(G1) + (xo — @i, &) + 5%
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Last equality holds since (; — (;_1 = N\ for i > 1. Hence, the inequality

22
V31 (Gi) — v, (Gim1) < Xid&s, w0 — x3) + F;HH&H*SQ

holds for ¢ = 1,..., k. Summing up over all 7 > 1, we get

k

k
1 )\3 * 2
I/ﬁk+1(Ck — Vg CO < Z fzaxﬂ +ﬂZ_H€lHS .
=1 =1 ¢
Using that (o = Ag&p, we have

2
I's

Vﬁ1(<0) < V51(0)+<VV51(0),<0>+
2
< —ﬁlds<xo>+<mo—xo,¢o>+%;50H50H32 (6 > )
2
o lalls® (ds(en) =0)

5%

k kA2
and vg, ,, (G) + D Ail&is T — x0) < ﬁ i=0 B;
Thus,

IN

Or+1

k
Bri1Ds + Y il mi — o) + v, ()
=0

k

1 A2 )
< BeaDs+=—> gl
< Brr1Ds+ 205 2= 5, 1&ill's

and we finally get

k

_ 1 1 1 22
9(7) — p(¢) < A—9k+1 < " <ﬁk+1 0% ; é”&“f) :

4.3 Primal-Dual Subgradient Algorithm for
Functions with Bounded Variation of
Subgradients

For the analysis of the Primal-Dual Subgradient method we assumed that the sub-
gradients of g(z) were bounded with respect to the chosen norm ||.||§ for any



4.3 Primal-Dual Subgradient Algorithm for Functions with Bounded
Variation of Subgradients 37

r € S, i.e, we assumed that a constant L > 0 exists so that ||£,[|% < L for all
& € 0g(x), x € S, see Assumption 2. Now, we replace this assumption by suppos-
ing that the function ¢ has subgradients with bounded variations, which gives us
Assumption 3.

Assumption 3
e S C R"is a non-empty, convex and compact set,

e g: S — R is a proper, closed, finite and convex function over S, its mini-
mum, g, is attained at x* € .S,

e the function g has subgradients with bounded variations over S, i.e.,

3 M > 0 such that ||, —&l|ls <M V& €0g(x), & €0g(y), z,y€ S
(4.20)
where ||.||s is @ norm defined over R™ and ||.||% is its dual.

Then, Problem 3 becomes Problem 4

Problem 4 Suppose Assumption 3 holds. Given € > 0, find a feasible primal
solution Z € S such that ¢(Z) — g* < e. We call T an e approximate solution.

In [Nes05b], Nesterov slightly modified the primal dual subgradient method to cope
with the minimization of functions having bounded variations of subgradients. The
modification consists of removing the starting primal solution zy and the corre-
sponding subgradient &, € dg(zo) from the primal and dual solution given by the
algorithm, i.e.,

k k k
1 - 1
T = A_k E )\ZZEZ and C = A_k E )\1&, where Ak = E )\Z
i=1 i=1

i=1

As in Algorithm 2, the difficult operations in Algorithm 3 are the evaluation of
the primal and dual functions, g(z) and ¢((), the computation of subgradients of
the primal function, and finally the computation of the minimizer of the strongly
convex approximation over S, i.e., for fixed ( and 5 > 0, arg I;légl {(¢,x)+Pds(x)}.

In order to avoid the evaluation of both objective functions, we may choose as
stopping criterion the last part of the Equation (4.21) in Theorem 4.8, which states
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Algorithm 3 Truncated Dual Averaging Algorithm (TDA)

Requires: - A prox-function dg(x) over S with convexity parameter og > 0
with respect to norm ||.||s and minimizer z° over S
- An absolute error € > 0
Ensures: An approximate primal solution € S and an approximate dual solution

¢ such that g(z) — ¢({) < e.

choose \g =X\ >0 and Gy =31 >0

compute & € dg(xg) and set (o = Ao&o Subgradient computation
compute r; = arg I;lelél {(Co, ) + Prds(z)} Strongly convex projection
compute & € dg(xq) and set {; = A& Subgradient computation
set T=x1, (=&, and Ay =\
set k=1
while ¢(7) — ¢(¢) > ¢ do

set k=k+1

compute xp = arg I_,?el? {{Ce—1,2) + Br—_1ds(x)}

Strongly convex projection
choose A\, > 0 and set A, = A1 + \
choose (3, such that ’6’“ < Beo

= Ap1
compute &, € 8g(a:k) and set Ck Ck 1 —|— )\kﬁk Subgradient computation
set T = 1 ZZ | Nz, and ¢ = Ck 1;:1 A&

Objective functions evaluation
end while
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the convergence of Algorithm 3. Again, as for the Dual Averaging Algorithm, this
may lead to an increase of the number of iterations with respect to the number of
iterations done using the dual gap as stopping criterion.

Theorem 4.8 (Truncated Dual Averaging Algorithm) B
Suppose that Assumption 3 holds and consider Problem 4. Let T and ( be the
solutions generated by Algorithm 3 after k iterations. Then,

e 1 By M N
9(z) — g" < g(T) — p(() < S (Ds(ﬁo + z_; Ai_ll) t 9 z_; ﬁH) :
(4.21)

holds, where Dg := max ds(z).
xe
In particular, using the sequences {\;}5_ and {B;}r_, defined as follows

M
i =1, = Vi>1, d X = M\, = [,
/6 \/m\/z 1 an 0 160 61

we have after k iterations that ¢(T) ) < QM /QDS

The proof of convergence of Algorithm 3 is similar to the proof of convergence of
Algorithm 2. As for Algorithm 2, the convergence rate of Algorithm 3 depends on
the choice of the sequences {\;}*_, and {8;}}_,. The main difference between the
convergence of Algorithm 2 and Algorithm 3 is then the value of the constants L
and M. We know that M < 2L, however M could be small and L large.

4.4 Applying the Primal-Dual Subgradient
Method to LPs

We would like to apply the Primal-Dual Subgradient method to solve the following
problem:

melcrgl f(z), f(z):=clz+ max {u” Az — bTu}, (4.22)

where c € R", b € R™, A € R™™, () C R" and P C R™ are non-empty, convex, and
compact polytopes, see Assumption 1. We assume that R" and R™ are induced
with norms, which we denote by ||| and ||.||p respectively.

First, we consider the subdifferential of f at z € R™, df(x). Note that the domain
of definition of f is R™ since P is compact.

Lemma 4.9
For x € R", define U(x) := {u €Plu:= arg max {(Az — b)TU}}. Then,
vE

Of(x) = ¢+ conv{ATu, | u, € U(x)}. (4.23)
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Proof. “2”:  Let z,y € R". Take u, € U(x) and define £ := ¢ + ATu,. Then,

@)+ €y —a) = ot max {(Ar = 0)Tu} + (e + ATw) (y — )

o+ (Az — b)Tup +c(y — x) +ul A(y — )
= cy+ (Ay —b)"u,

< cly+ max {(Ay —b)'u} = f(y)
holds. Thus, £ € 0f(x).
“C”:  The function f(x) is closed and convex over its domain, R™. Therefore, we

have (Theorem 23.5 in [Roc70])
flx)+ f.(&) =2T¢ Vo eR",YVEc€of(n). (4.24)
Let us consider f,(§) for £ € df(z).

fu(&) = sup{€Tz— f(a)}

TER™
= sup {ng —c'z 4+ min {—(Az) v+ bTu}}
rzER" uepP
= min {sup{(f — (c+ ATu))Tx} + bTu} :
ueP zeR™

We note that f,(£) is finite if and only if an @ € P exists such that £ = ¢+ AT4,
ie., & —ceImAT.

Let us observe that the function z — max {(Az—0b)Tu} corresponds to the support
ue

function of P evaluated at Ax — b and that its conjugate is the indicator function
of P.

Now suppose that a @ exists with ¢ = ¢ + AT%. Then

fole+AT@) = sup {(c + ATa) e — 'z — mea;({(A:U - b)Tu}}

reR™

= sup {(A:v —b)Ta+ b — rilealgc{(Am — b)Tu}}

r€eR™

= b+ sup {(Ax — )" — max{(Ar — b)Tu}}
TER™? ueP
b

Last equality holds since the last supremum corresponds to the indicator function
of P evaluated at u € P.
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Then, using Equality (4.24), last result and that f(z) is finite we have
(c+ATa)'as — flc+ ATa) = f(x)

v+ (An)Ta—-bv'a = T+ mag:{(Ax —b)Tu}
ue
(Az —b)Ta = mag){{(Aa: —b)Tu}.
ue
Thus, @ € U(z) and & = (¢ + ATa) € ¢ + conv{ATu, | u, € U(x)}. O

Note that computing a subgradient of f at x € R” is equivalent to solving the
maximization problem max,cp{(Az — b)Tu} and thus, to evaluating f(z). Since
the function u — (Az—0b)Tu is linear in u, its maximum is attained on the boundary
of P and is prone to be non-unique.

We previously presented two Primal-Dual Subgradient methods, one for minimizing
functions with bounded subgradients (Algorithm 2) and the other for minimizing
functions with bounded variations of subgradients (Algorithm 3). The convergence
rates of both methods mainly differ on the value of these bounds, i.e., the bound
of the subgradients’ norm L and the bound of the norm of subgradients variations
M. Which method should we employ for our minimization problem (4.22)7

Let z,y € R" and &, € 0f(z), &, € 0f(y) be defined as follows
& =c+ ATv, ¢, =c+ ATy,

where v, € U(z) and v, € U(y), with U(z) and U(y) defined as in Lemma 4.9.
Then, for all x € ) we have

1€:115,

Hc—i—ATva*
lellg + 1 Allg.pllvellp

lellf, + 1 Allq,p max [0l

lellg + [[Alle.p e

IA A

where Rp = max |v|lp. For all z,y € @, we also have
vE

I6e = &l = lle+ Alve — (c+ A'wy)llg
1AT (s — vyl
[All.pllve —vyllp

2| Allg.» max [0

2| Allg.pRp.

IA A

Thus, we take L := |[c[|5 + [|Allq.pRp and M := 2|[Aq.pRp. Depending on the
value of [[c||¢,, the constant L may be larger than M. Thus, the choice of the method
depends on the considered instance of our LPs.
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Algorithms 2 and 3 are primal-dual algorithms. Namely, at each step of the algo-
rithms, primal and dual feasible solutions are computed and a dual gap can therefore
be evaluated. The general dual problem considered by the methods is however not
the standard one, which is established using the conjugate function of the function
to be minimized,

Jnax o(C),
where ¢(¢) = —f.(¢) + miqr?l ¢Tx, (see Section 4.2), but they are equivalent. Let
TE

us consider the conjugate function of f,

f(Q) = sup{¢Tz — f(x)}

rzER”

= sup {<T$ — 'z — max {(Az)"u — bTu}}
rER" ueP

= sup {QTm — 'z + min {Tu — (Am)Tu}}
rER" ueP

_ : o T \\T T

= min {555{(( (c+A"u)) 2} +0b u}

+oo ifpacPst. (=c+ATq
V'a if3aePst. (=c+ATadand i = arg rneilg {vTu}

and the general dual objective function ¢(() is defined as follows,

P(Q) = —fu(C) + min {¢"a}
—00 ifdaePst. (=c+ A"a
= —bTu + IIélQI?l {(c+ATa)Tz} fFaePst. (=c+ ATa and

~ . T
0= arg min {b" u}

For ¢ € dom f,, a @ € P exists so that ( = ¢ + AT@. Thus,

= AT
Jnax o(C) max p(c + A u)

_ T ~ T, \T _
= max { b u + min {(c+ A"u) x}} max ()

We show in the following that we can use the information provided by the solution
¢ delivered by Algorithm 2 to create a feasible solution for our dual problem having
the same dual gap upper bound as f(z) — ¢(().

For each computed x; and & we choose v; € U(x;) and define v := Aik Z?:o Ai;.
Since each v; belongs to P and P is convex, we have v € P. Thus, v is a dual
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feasible solution. Let us now evaluate f(Z) — ¥(v).
L& L&
f(Z) —¢(@) = f(A_k Z >\il’i> - w(A—k Z )\ivi)
i=0 i=0
L&
A ; Ai (f(xi) = ¥(vi)

k
1 T T
= I ; i (c zi + max {(Az; — b)" v} +

IN

T, T, T
b v; min {(A"v; + ¢) x})
k
= Z i (CT% + vZ-TAa:i — bl +
e

T, (AT, T
b v; + Ialsleaé{{ (A%v; +¢) x})

= Ai max {i)ﬂc—k Av;, i — x>}

k zeQ

= A—k%‘{ZA (6 =)}

Recall that we defined in the proof of Theorem 4.5 on the convergence of Algorithm

2 the quantity
k
9k+1 = I;leaé( { ZO )\Z<€Z7 €T; — 33’>}

and we showed that

k

1 A2 5
0 < D — &5
1 < B Ds + Sos ; Z||§ s

Thus, we have the same dual gap upper bound as the general dual problem,

1 L? )\2
< Y (ﬁkﬂ st o Z E)

A similar reasoning can be done for a dual approximation solution v obtained by
Algorithm 3.

f(@) —(v)






5. Smoothing Techniques and Gradient
Mapping

The optimization techniques in [Nes05c| and in [Nes0ba] were developed for mini-
mizing non-smooth functions with a special structure and are therefore, less general
than the Primal-Dual Subgradient techniques described in the previous chapter.
However, they have a better theoretical running time of O(1/¢) instead of O(1/€?)
for an absolute accuracy of e for this special structure, which is

9(x) = g(z) + max {(Bz,u) —¢(u)} Vwes (5.1)

where S C R™ and T" C R™ are non empty, convex, and compact sets. ¢ : S —
R and ¢ : T" — R are differentiable convex functions with Lipschitz continuous
gradients with Lipschitz constants Ly g and L. B € R™*" is a linear operator.

Our objective is to minimize g over S. Given the properties of function g and of
the sets S and T" we have

min g(z) = max p(u),

where
o(u) := —p(u) + rznelg {(Bz,u) + g(x)} VueTl, (5.2)

see Theorem A.3 or Corollary 37.3.2 in [Roc70].

We use S and T as indices to distinguish between the norms defined on R™ and R™
as well as the different parameters defined with respect to the sets S and 7. We
denote the norm of the linear operator B by
|Bllsr :== max max (Bz,u).
lzlls<1lullr<1

Moreover, g shall be called the primal objective function and finding ¢* =
minges g(z) is the corresponding primal optimization problem. Analogously ¢
is the dual objective function and finding ¢* = max,cr @(u) the dual optimization
problem.

We next describe the characteristics of the problem under consideration in this
chapter.
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Assumption 4
e S C R" is a non empty, convex and compact set.
e 7' C R" is a non empty, convex and compact set.
e §: S — Ris a closed, smooth, and convex function over S
e 0:T — R is a closed, smooth, and convex function over T’
e B € R™" is a linear operator.

e g: S — Ris a closed and convex function over S defined as follows

g(x) = g(x) + max {(Bz,u) —¢(u)} Vzrels

ueT
Its minimum, ¢*, is finite and attained at z* € S.

e ¢0:T — Ris a closed and concave function over T' defined as follows
pu) = —p(u) + min {(Br,u) +§(z)} VueTl

[ts maximum, ¢*, is finite and attained at u* € T

Problem 5 Suppose Assumption 4 holds. Given € > 0, find a feasible primal
solution Z € S and a feasible dual solution @ € T such that ¢g(z) — p(u) < e.

The first step in the methods from [NesO5c| and [Nes05a] is to find smooth ap-
proximation functions for both the primal and the dual objective function. The
functions g and ¢ are not differentiable in general, since the optimization problems
maxgery{ (Bx,u) — @(u)} and mingeg{(Bz,u) + §(r)} may have a non unique
solution.

In order to create smooth convex, respectively concave, approximations, the meth-
ods use prox-functions, see Definition 3.6. Namely, dr : T — R, is a strongly
convex function with convexity parameter o > 0 with respect to norm ||.|| and
ds : S — R, is a strongly convex function with convexity parameter g > 0 with
respect to norm ||.||s. Without loss of generality we assume that the minimum of dg
over S and of dr over T is zero. Then, the smooth approximations of the objective
functions are defined as follows,

Gur(#) = () + max {(Bau) — $(u) — prdr(w} YreS  (53)
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Ous(u) == —p(u) + r;lelgl {(Bz,u) + §(x) + psds(z)} YueT (5.4)
where pr > 0 and pg > 0 are called the smoothing factors.

Both functions g,, and ¢,4 are of the same type as the function defined in (3.10)
and therefore they have the properties described in Theorem 3.7. In particular, g,
is convex and differentiable with Lipschitz continuous gradient Vg, with Lipschitz
constant L

Gup S
o T B |BII&r
Vg, (x) =Vi(r)+ B uyy s Ly, s=1Lgs+ (5.5)
HroT
where
U = arg max {(Ba, uyr — @) — prdr(u)}, (5.6)

ueT
and ¢, is concave and differentiable with Lipschitz continuous gradient Vg, with
Lipschitz constant L

SousvT7
_ e _ 1B]I3,
Vus(u) = =Vo(u) + Bx,g Ly,.m=Lor+ (5.7)
HsOs
where
Tpygu = arg I;léél {(Bx,u) + g(z) + psds(x)}. (5.8)

In [Nes05c|, Nesterov defines an optimal scheme for smooth optimization where
the smooth objective function also has a Lipschitz continuous gradient. Denoting
by L the Lipschitz constant of its gradient, the scheme has a convergence rate
of O(y/L/e¢), which is the best we can hope for, see [Nes03], Chapter 2. This
result was first published in [NY83]. Putting together the optimal scheme and the
approximation of the primal function (5.3), with a smoothing factor pur of order
O(e) and thus L =~ O(1), we achieve a convergence rate of O(1/e).

The method presented in [Nes05¢] is a primal-dual method, yet it requires a number
of iterations fixed in advance and the dual is only computed once, during the last
iteration. Here, we concentrate on a variation of the method described in [Nes05a].
It has the same convergence rate as the method described in [Nes05c¢], yet it com-
putes a primal and a dual solution at each step and the number of iterations needed
to proceed does not have to be known in advance.

Before entering into the details of the method described in [NesO5al, let us recall
the relation between both objective functions and their approximations. For all
x € S and u € T we have p(u) < g(r) and there is no duality gap, i.e., p* = g*.
Let us denote by D7 the maximum of the prox-function dr over 7" and by Dg the
maximum of the prox-function dg over S, i.e.,

Dy = max dr(u) and Dg := max ds(z).
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Then, using Equations (5.1), (5.2), (5.3), and (5.4), we have for all x € S andu € T

Gur (¥) < 9(2) < gur () + prDr (5.9)

and

Vus(u) — psDg < p(u) < @uq(u). (5.10)

Hence, we note that for all x € S and u € T the corresponding gap can be bounded
as follows,

0 <g(x) —o(u) < gu(x) — us(u) + pr Dy + psDs. (5.11)

Thus, if we can ensure for an z € S, and a v € T that g,,(z) < p,4(u), we
can bound the duality gap using the smoothing factors and the maximum of the
prox-functions,

0 <g(z) —p(u) < prDr + psDs.

The idea of the method consists in finding a way to generate sequences {x, i} 150
and {uy, pk }r>o satisfying 9y (k) < @y (ug) for each k > 0 and ph ks — 0 with
k — oo, so that the duality gap g(z1) — ¢ (ux) remains bounded by p% Dr + pk Dg
at every step k of the algorithm. Nesterov called the condition

Gy () < oy (), (5.12)

the Fxcessive Gap condition and the method is then called Fxcessive Gap method.
Figure 5.1 illustrates this idea for the special case where S =T and ¢(u) := — f(x).
This picture is based on the illustration of the Excessive Gap method in [Chu05].

Fig. 5.1: Excessive Gap Method
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5.1 Gradient Mapping

The main object used in the methods presented by Nesterov ([Nes05¢c|,[Nes05a)) is
called gradient mapping. We begin by focusing on the primal approximation g,,..
The latter is a smooth function with Lipschitz continuous gradient with Lipschitz
constant Ly, s, see Equations (5.3) and (5.5). Thus, for z,y € S, the inequality

gMT?

s
Gr (V) < Gur () + (VG (@), y — ) + —5=ly — =5
holds (Theorem 3.3). Hence, for a fixed z € S the function Z,,, , : S — R defined

as

LgﬂTvS 2
Zyra(Y) = Gur () + (Vg (2),y — x) + T\Iy — 5 (5.13)

is smooth and strongly convex and may be interpreted as an upper approximation of
9ur(y). The gradient mapping, denoted by GM,, (z), is then the unique minimizer
of this upper approximation,

GM,, (xr) := arg min Z,, .(y) (5.14)

Inr yes

o . Lg“T,S 2
= arg min | (Vg (2),y —2) + —lly — 2|5
yeS 2

See Figure 5.2 for an illustration of the gradient mapping.

Fig. 5.2: Gradient Mapping

Similarly, for a fixed v € T, we define W,
lower approximation of ¢, (v), as

su o I — R, a smooth strongly concave

L
22Ty — w3 (5.15)

W#s,u(v) = Pus (u) + <V90us (u)a v u) - 9
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and its unique maximizer GM,, (u),

GM,

Pug

(u) = arg max Wgu(v) (5.16)

w—u%}.

In the following we show how using the gradient mapping GM,, (x) and its sym-
metric GM, (u), we can generate from the pairs (z,pur) and (u, pug) satisfying
the Excessive Gap condition, g,,(z) < ¢,4(u), the pairs (Z, fir) and (u, fig) also
satisfying the Excessive Gap condition.

= arg max § (Vy,e(u),v —u) — Lowst
veT Hs ’ 2

Theorem 5.1 ([Nes05a], Theorem 4.2)
Let x € S and u € T satisfying the Excessive Gap Condition for some ur > 0 and
ps > 0. For € (0,1) compute

T = (1—=7)x+ 72,4
u = (1=7)u+Tuuz
T o= GM,, (%)

and set fig := (1 — T)us and fip := pr. Then, the pairs (Z, ir) and (u, fis) satisfy
the Fxcessive Gap condition provided that T is chosen in accordance to

2
T g
<Mss'

1
1l—7 7 L (5.17)

gHTas

Theorem 5.2 gives the symmetric result of Theorem 5.1 for the dual step.

Theorem 5.2
Let x € S and u € T satisfying the Ezxcessive Gap condition for some pr > 0 and
ps > 0. For T € (0,1) compute

U = (1 — T)U + Tup,T,x
T = (1—-7T)x+712,54
u = GM,, (1)

and set fig := ps and g := (1 — 7)pp. Then, the pairs (T, i) and (u, fis) satisfy
the Excessive Gap condition provided that T is chosen in accordance to

2
T [0k
<,UTT'

1—-7~ L

(5.18)

@HSvT

Before proving Theorem 5.1 we consider the following important inequality for the
proof of Theorem 5.1.
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Lemma 5.3 ([Nes05a], Lemma 3.2)
For any z,y € S and pur > 0 we have

Iur (W) + (Vour (0), 7 —y) < 9(2) + (B, tpr y) — P(Uury)- (5.19)
Proof. By definition of g,, and convexity of g we have for any z,y € S and pp > 0,

Gur(Y) + (Vgur(y), 7 —y)
g(y) + (By, uuT,y> - @(uuT,y) - NTdT(UuT,y) +
<V§(y) + BTu,uT,y? T — y>

< g(x) + <B$7 uu:ny) - @(uumy) - :quT(uuT,y)
< 9(@) +(Br, upry) — P(Uury)-
The last inequality holds since we assume that dr is non-negative over T'. O]

Next, we present the proof of Theorem 5.1. This proof can be found in [Nes05a].
However, we also present it here since we use it in Chapter 6, when we consider
approximate oracles.

Proof of Theorem 5.1. We have to show that ¢, (@) > gz, (Z). Therefore we eval-
uate @, ().

vus(@) = —@(a) + min {{By,a)

_|_
= —@(@)+ min {(By,u) +g(y) + (1 — 7)psds(y)}

(fis=(1—7)us)

—(1=7)o(u) — 7é(uups) +

1;16%1 {(By, 1 = T)u+Tuuz) + §(y) + (1 — T)psds(y) }
(by convexity of ¢)

= min {(1-7)[-¢(u) + (By.u)

yeSs

v

1+

9(y) + psds(y)] +

J

~— ,_:3.>

™ [=P(tsa) + (By ) + 9)] }
)

In order to simplify the calculations we first evaluate Expression A; and then Ex-
pression A;. We start by considering Expression A; as a function of y, H(y) :=
—p(u) + (By,u) + g(y) + psds(y). Note that ¢, (u) = minges H(y) and therefore
arg minges H(y) = x,,, by definition. As H is differentiable and strongly convex
with convexity parameter ugog, we have

1
Hy) = H(wusu) + 5ps0slly — Tuslls

1
= 90#5(“) + §MSUS||y - xusm”%'
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Then, using the Excessive Gap condition, we have

1
A > Pus (U) + 5#505”?/ - xusm”%‘

1
> Gup(x) + Eusasﬂy — ZTpgull® (Excessive Gap condition)

. . . 1
> Gur () + (Vg (), 7 — 8) + S50y — sl

) ) 1
= YGur (z) + T<vgNT(x)’ T — xﬂs#) + 5”508”9 - fCus,uH%-

Last equality holds, since x — & = 7(x — x,4,) Now we consider Expression As,.
Using Lemma 5.3 we get

AQ = _¢< T,£)+<By7uuT,i>+§](y)

G (2) +(VGpur (£),y — 2)
- gMT(QAj) + <VgNT(j>7y - (1 - T):B - Tflfus,u>.

Y
g

Finally putting together both expressions and using Inequality (5.17) we get

ops(w) > min {(1—7)A; +7As}
yes

) . R 1
> rynelg {(1 —7) [QMT(ZU) + 7—<V9;LT(33)’$ - xus,u> + 5:“505Hy - xusm”%} +

7 [9ur (8) + (Vg (), = (1= 7)o = T0)] |

: . . 1
= min {guy (&) + (Vg (2), 7(y = 2ps)) + (1= T)gps0slly = zusullsh

v

. . . 1
glelgl {guT (z) + <vguT (2),7(y — xus,u» + ELguT,S”T(y - xusu)H%}

(Inequality (5.17) : (1 — 7)usos > Ly, s )

vV

min {9 (2) + (V000 (2),2 = ) + 5L, 5112 — 12}

(Define z := & + 7(y — xpgu), since & = (1 = 7))z + 72,444 € S,
we have z € (1 — 1)z +75 C9)

= G (8 + (Vs (0,7 = &)+ 3 Lo, 57— 13

(¢ = GM,,, (1)

r () = 93 (7).

v

O

Theorem 5.1 and Theorem 5.2 lie at the heart of Algorithm 4. Note that the difficult
operations in the algorithm are first the evaluation of the primal and dual functions,
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g(z) and ¢(u), the different strongly convex projections onto S, 7,4, and x4,
respectively the strongly concave projections onto 7', w,, ., and u,, ;, and finally
both gradient mappings, GM,, () and GM,, (a).

From this point on, we restrain ourselves to a special instance of the problem, where
the Lipschitz constants of § and ¢ are equal to zero, Ly s = Ly = 0. Note that
the LP instances that we are interested in, have this special structure.

Theorem 5.4 (Convergence of Excessive Gap Algorithm, [Nes05a] Lemma
4.1 and Theorem 6.3)

Assume Assumption 4 holds and consider Problem 5. Let the pairs of sequences
({zr trs0, {05 rs0) and ({ug }rso, {1k r>0) be generated by Algorithm 4. Then, for
each k > 0 the pairs (xy, p%) and (ug, p%) satisfy the excessive gap condition,

9y (21) < @y ()

and

4 DgDrp
— <——IB . 2
o) = o) < 7 1Bllsry /222 (520)

Thus, the theorem shows that if we run the algorithm for || B|s.r+/ % iterations,

€
we obtain an absolute accuracy of at least €. In other words, the convergence rate
of the Excessive Gap method is O(1).

Proof. A recursive argument exhibits the following behavior of the sequences
{wite=o0 and {p&}rs0. For k even, we have u§ = 7u$ and pj = 25uq. For
k odd, we have pf = k+_2u% and pk = %H,u%.

Now we show that at each iteration k, either Inequality (5.17) or (5.18) holds. For

k > 0, we have li’ék = (k+3;4(k+1)‘ If k£ is even,

os0rT ¢ 2 4

psos _ _osor pept = pgHT
Lo,s  IBlIE """ IBlg " (+ D)k +2) — (k+1)(k+2)

and if k£ is odd

oso0T 2 4

M?UT _ 9s9r Mkuk _ " ,uo
ok T IBIZ- " B3 s T (k+2)(k+1)  (k+2)(k+1)

- —

Thus, inequalities (5.17) and (5.18) hold alternatively. Consequently, the Excessive
Gap condition propagates from iteration to iteration provided that it is satisfied for
k = 0, in view of Theorem 5.1 and Theorem 5.2. Hence, it remains to be shown
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Algorithm 4 Excessive Gap Algorithm

Requires: - z° = arg Hlelgl ds(z) (dg(z°) =0)

. . ) D
- An initial smoothing factor u% := 2||B||sr p—
C e . ) D
- An initial smoothing factor u% := || B||s.r p—

- An absolute error € > 0
Ensures: An approximate primal solution Z € S and an approximate dual solution
u such that g(z) — ¢(u) < e

compute zo = GM, , () Quadratic projection onto S
T
compute ug = Uy, o Strongly convex projection onto 7'
set k=0
while g(xy) — ¢(ug) > € do
_ 2
Tk = %43

if £ is even then
compute 2,4, = arg min {(By, ur) + §(y) + usds(y)}
Strongly convex projection onto S
set & = (1 —71p)zy + TRk
compute w5 = arg max {(B#,v) — ¢(v) - prpdr(v)}
Strongly convex projection onto 7'
set upr1 = (1 — 7)ug + ThlUyk 5

compute xy+1 = GM, , (Z) Quadratic projection onto S
k
set gt = (1 —m)p and py™ = pify
end if

if £ is odd then
compute . ,, = arg e {{Ba,v) — $(v) — phdr(v))
’ S
Strongly convex projection onto T
set = (1 —m)ug + ThUpk
compute z,¢ ; = arg min {(By, @) + i(y) + p5ds(y)}
Strongly convex projection onto S
set T = (1 — 7)) + ThT kg

compute g1 = GM, , (0) Quadratic projection onto 7'
Ks
prtt = (1= m)ph and pgt' = pf
end if
E=k+1 Objective functions evaluation
end while

set T = x, and 4 = ug
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that the Excessive Gap condition holds for £ = 0.

9,05
L ||z — 2°|I3

gu%(‘ro) < gu%<xo> + <v.g,u% ($O>, Lo — $O> +

. o o o Lg#%,S ol|2
= min {g,0(2°) + (Vg (2%), 2 = 2°) + ——]lz — 2°[5}

zeS
. ~ ~ LgH%,S o2
< min {3(a) + {Br,uo) — Bluo) + —ob e — 2|3}
(Lemma 5.3)
o . 1 0
< min (9(e) + {Br.uo) — Blun) + Lol — ]2}
( LguOT’S < M%US )
< —g(uo) + min {3(x) + (B, uo) + pds(x))
1
( §USH$ —2°|3 <dgs(x) Vzes)
= Sou% (u())
Now, Inequality (5.20) follows immediately from Inequality (5.11) and the particular
form of pf and k. m

5.2 Applying Excessive Gap Method to LPs

Recall that our objective is to solve large scale linear problems and for this purpose
we consider their Langrange relaxations (see Chapter 3.1). This approach leads us
to the following optimization problems, the primal problem

: T T
min f(x), flz)=cax+ max {(Az,u) — b u}
and the dual problem

— _pT : T
max Y(u), Y(u) = —=b"u+ min (Az,u) +c'x
with

min f(z) = max ¢(u).

since () C R™, P C R"™ are assumed to be convex and compact.

We note that both problems fit perfectly the structure of the optimization problems
considered in this chapter, see (5.1) and (5.2). Choosing appropriately the prox-
functions dg(z) and dp(u) with convexity parameters og > 0 and op > 0 with
respect to norm ||.||g and ||.||p, we define the following smooth approximations,

fup(@) ="z + max {{Az,u) — b"u — ppdp(u)} (5.21)
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2
with V., (z) = ¢+ ATy, . and Ly, o = ”:ﬂf}f, see Equation (5.5), and
Dug(u) == —bTu+ min {{Az,u) + 'z + pgdg(x)} (5.22)

2
with Vi, (u) = =b+ Ay and Ly, p = 4o.r oo Equation (5.7). Note that
the corresponding L s = 0 and Ly = 0.
Therefore for an approximate primal and dual solution with an absolute gap of €

DoDp
oQop

we need to compute at most 2| A[[?, p iterations of Excessive Gap method.

As for the Primal-Dual Subgradient algorithms, the choice of the prox-functions as
well as the norms is crucial for the performance of the Excessive Gap algorithm.



6. Approximate Oracles and the
Optimization Methods

The Primal-Dual Subgradient method as well as the Excessive Gap method, are
oracle based methods. As we mentioned in the previous chapter, the methods
assume that the minimum of a specific class of strongly convex functions can be
exactly determined. We suppose now that it is difficult or numerically expensive to
compute this minimum, yet possible to get an approximation with a given guarantee
without unacceptable numerical effort. Working with such approximate solutions
is attractive but the question remains whether the algorithm will still converge or
not? In Theorem 7 in [CEO05], the result concerning the Excessive Gap method was
presented without proof. The previous question arises when applying the Excessive
Gap method to the Survivable Network Design problem since we face Minimum
Quadratic Cost Flow problems as subproblems. In the following, we present the
proof in details and extend the result of the paper to the Primal-Dual Subgradient
methods.

6.1 Approximate Oracles

The main idea of the proof of Theorem 7 in [CE05] consists of using an oracle
providing a solution with the guarantee of an absolute accuracy and the properties
of strongly convex functions.

Definition 6.1

Let h be a a strongly convex and differentiable function defined over a convex and
compact set S € R™, and let og > 0 be its convezity parameter with respect to the
norm ||.|s. A d-oracle provides a §-approximation z° of the minimum x* of the
function h(x) over S, such that,

h(z®) — & < h(z*) < h(2?%), (6.1)

holds for o > 0.

In the next lemma the properties of such d-approximations are described.
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Lemma 6.2

Let h(z) be a strongly conver and differentiable function defined over the convex
and compact set S € R™, and let og > 0 denote its convexity parameter with respect
to the norm ||.||s. For a given § > 0, let 2° be a §-approzimation of the minimum
x* of function h(z) over S with

h(x%) — 6 < h(z*) < h(z?).
Then,

1. ||2° — 2*||s < \/20/0s.

2. Forally e S,

1
h(y) +0(5,Cs, 05) > h(z’) + 50slly = 2|13,

where 6(9,Cs,0g) := (20 + v/2005Cs) and Cg := max |z —yls-
x?y

Proof. The function h is strongly convex, thus

1
h(:z:‘s) > h(z") + (Vh(.r*),x5 — ") + 505”335 — x*H?g

holds. Since z* is the minimum of h over S, (Vh(x*),2° — 2*) > 0 holds. Thus, we
get soglj® — 2*||% < h(2®) — h(z*) < 6 and ||2° — 2*||s < \/20/0g holds.

The second property follows from the definition of a J-oracle and the first statement
of this lemma. Namely,

1 * 1 *
M)+ sy — 2 < h() + 6+ Soslly — o'

1
+ slly — 2*|lslla” — 2|5 + Soslla” — 2°|3

2
< h(y)+d6+ 2005Cs +6
= h(y) + (20 + V/2005Cs).

6.2 Primal-Dual Subgradient Methods

In the Primal-Dual Subgradient algorithms we suppose that at each step k we can
exactly compute xj, the minimum of a strongly convex function, i.e.,

T = arg IxIlelgl {(Ck=1, 2) + Brds(x)}
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where 3, > 0 and dg(z) is a prox-function over S with convexity parameter og > 0
with respect to a norm ||.||s and with minimum attained at z°, see Algorithm 2.
Using the notation introduced in the previous chapter we define

Ly (2,) = (¢, 2) + frds(x) (6.2)

and thus x, = arg migl I, (x,Ck—1). Note that for fixed ¢, I'g, (z, () is also strongly
BAS

convex with convexity parameter Byos with respect to ||.|s.

Now, we assume that for § > 0 and fixed (1 € R™ a yd-oracle exists that delivers
a (ro-approximate solution :vk’“(s of x;, i.e.,

T, (22 1) = Bud < D (2, Goot) < T (@2, ¢Gos). (6.3)

The only difference between the primal-dual subgradients algorithms presented in
Chapter 4 and those we present next, is the use of [yd-oracles instead of exact
oracles at each step k. We generate (30 approximate solutions instead of exact
solutions, see Algorithm 5. Recall that the objective of Algorithm 5 is to minimize
approximately a convex function g(x) defined over the set S C R™. It generates a
approximation solution Z € S and a dual approximation solution { € dg(z). The
dual objective function is p(¢) = —g.({) + I;légl (¢, x).
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Algorithm 5 Dual Averaging Algorithm with §-Oracles

Requires: - A §-oracle
Requires: - A prox-function dg(x) over S with convexity parameter og > 0
with respect to norm ||.||s and minimizer z° over S
- A constant 9 > 0
- An absolute error € > 0
Ensures: An approximate primal solution Z € S and an approximate dual
solution ¢ such that g(z) — ¢({) < e.
set k=0and Gy =1
choose \g > 0 and set Ag = \g

compute %% a Byd-approximation of zo = arg migl ds(z) God-Oracle
HAS
compute & € 89(:26305) and set (o = A\oéo Subgradient computation
Bod _
set T = —Aol’ig and ¢ = _)‘Xgo

while ¢(Z) — ¢(¢) > e do

set k=k+1
choose (B, > (1_1 and compute xf’“‘s, a (ro-approximation of
T = arg melgl {{C-1, ) + Brds(z)} Bro-O0racle
choose A\, > 0 and set A = A1 + A
compute & € ag(a:,f’“‘s) and (¢ = (po1 + M\ Subgradient computation

- 1 k Bié ~ 1 1 k
set T = - dicoNiry” and ¢ = A—k(k = A Yoo Aidi
Objective functions evaluation
end while
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Theorem 6.3 (Convergence of Primal-Dual Subgradient Algorithm with
6-Oracles)
Let & and C be the solutions generated by Algorithm 5 after k iterations. Then

k
_ 1 1 A2 ) 20
z) — < Ds+=—Y ZHlglE® ) +4/ =L
90 =90 < s (5 S+ e ||s> -

where Dg := max ds(x) and ||| < L fori=1,... k.
TE

Before proving Theorem 6.3, we study the influence of the [ d-approximation on
the convergence of Algorithm 5 if it uses the simple averages sequences (4.12) or
the weighted averages sequences (4.13). Given the properties of these sequences
(Lemma 4.6), the convergence of Algorithm 5 results in Theorem 6.4. It turns out
that to ensure a theoretical absolute error 0 < e <1 in O(e%) iterations, J has to
be of the same order as €2.

Theorem 6.4

Let T and C be the solutions generated by Algorithm 5 after k iterations using either
simple averages sequences (4.12) or weighted averages sequences (4.13).

Dy - _ 22L [D
= = — < -

where Dg := max ds(x) and ||&||s < L fori=1,... k.
zE

(6.4)

Proof. Putting together the results of Theorem 6.3 and Theorem 4.7, we get

. _ L 2Dg 2
9(7) — ¢(¢) < \/k—+1’/ o +\/U:SL.

we obtain the desired result,

Dg
k417

_ ~ L 2Dg 2Dg 2v2L [Dg
9(@) = ¢(0) = Vi1V s \ <fs(/l€+1)Lg VE+1V o

Let us now prove Theorem 6.3.

Then, using 6 =

Proof of Theorem 6.3. This proof is similar to the proof of Theorem 4.5, except
that the absolute error at each step of the algorithm must be carried along the
calculations.
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As in Algorithm 2, the solutions Z and ¢ are primal and dual feasible since they are
a convex combination of primal, respectively dual, feasible solutions. We evaluate

9(7) = 2(Q) = ¢(z) +g.(¢) — min ((, )

k k
Ai : : Aii
< 31 (06 a&) - min (3 T )
i=0 1=0
(by convexity of g and g.)

e

We define O444 = max {Z?:o Xil&, xf"é — m)} and procede in two steps to find
Te

an upper bound,

Orr1 < Prt1Ds + Z Ai(&i, Zl - x§°5> + ngH(Ck)a (6.5)
LAY 25 <
< ﬁk—i—lDS“‘EZﬁZ”giH*S2+ \/U—SZ)\i”&“*s, (6.6)
=0 =0
where
Voo (G) 1= (Geog™) — min Ts, (2, G) (6.7)

k
= DAl zg”) — min {ZA (€, ) + Bryads (@) }. ZA@
=0

First, recall that §, = 1. Then, note that as vs,,,((x) in proof of Theorem 4.5,
(4.18), the function ng+1(Ck) is convex and differentiable. Its gradient is given
by Vung(C) = 2% — z;, where ), = arg min,eg s, ., (2, ¢) and it is Lipschitz

continuous over S with Lipschitz constant L,,g see Theorem 3.7).

=1
wr1”>  Bry10s
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Let us first show Inequality (6.5),

Br+1Ds +

>

k
Z /\i<§i7 xii(s - xOﬂO§> + ngﬂ(Ck)
=0
k k
Bre1Dg + > Xl @ — 26y + ) Ml 20°°) —
i=0 i=0
k
min {; Ail&ir @) + Brrds(z)}
k
_ (g P
max {f1(Ds —ds(w)) + ;M b =)}
k
max Ni(&, 270 — ).
z€S 0

To show Inequality (6.6), we first note that vj (¢;) < v§,(¢) holds for i > 1
because {f;};>1 is a increasing sequence and then

V,giﬂ (G)

<

IN

IN

IA

V,g,- (G)

1) ) Lygi’s * 2

v, (Gim1) + (Vv (o), G — Gim1) + 5 16 — Gl

P | )
Vi (Gima) + (20 — 2 + 2 — iy M) + hos Nll&Ns”

1

Vgi(Ci_l) + (2 — 2P0 &) + 205 N&lls" + (@ — 2, )

. 1 N , .
VA(Go) + (@2 = o0 N+ NG + e — sl

| 1 7 R
V5, (Gior) + (20 — 2, Ni&) + A& + U—S/\z‘H&Hs-

2805

(Lemma 6.2 — convexity parameter of I's, (z,(—1) : Bios)

Hence, for i > 1,

: A2 20
) 1 Bod Bid i %2 *
Vg, (G) = v, (Gi1) S Aif6,2°° — 27°°) + M—USH&”S 4/ U—S)\i||§z‘||s-

Summing up over all 7+ > 1 we get

k k

| 1 o= A2 20 o
) ) Bod Bid 7 *2 *
o (G6) = V(@) = D A =) 5003 GG+ 20D Ml

i=1 i=1
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Given that
s 5 5 L Y5y
Vg, (Go) < v, (0) + (Vg (0),Go) + 2oz
= 15,(0) + (26° — w0, Ao&o) + Qﬁ—(;SH&HEQ
(v3,(0) < 0 since dg(z) > 0V z € 5)
1 20
< )\2 * 2 = *
S 2Bos olléolls™ + \V os olléolls
we have
i 1
Vi () <) Al 2 — 2) 905 2 —MH V Ejﬂm%
i=0
and thus
k 55
D Nl a0 — ) + v, (G) < —Z 5, Hsz +y/ U—SZ)\iniHZ
i=0 ! i=0

and Inequality (6.6) is proved. Finally, we get

. 1
9(7) — () < Opr1
Zf:o >\z
< o (BaDst - IMH \/ EZAMH
— Z;czo )\1 k+14L7S 2% S = i ills
< = (o D+—1 Xz + 2 Z)\L
m&%SLVianw@
k
1 L A e 26
Sy (61:4—1 s+ 204 ; iH&HS ) + o5

Approximate Subgradients.

Each iteration of the primal-dual subgradient method requires not only the compu-
tation of a minimizer of a smooth strongly convex function but also the computation
of a subgradient of the objective function. The influence of the approximate mini-
mizer in the convergence of the methods was studied in the previous section. Here,
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we investigate the influence of approximate subgradients. The definition as well
as results presented in this subsection are standard (see, e.g., a work by Chudak
and Guarisco, [CG06], concerning the use of subgradient methods for stochastic
optimization problems).

Definition 6.5 (abc-subgradients)

Let a,b >0 and ¢ > 0. For a convex function g, ¢ is an abc-subgradient of g at
x € dom g if

ag(z) 4+ (€%, y — x) < bg(y) + ¢ YV y e domg. (6.8)

The 110-subgradients correspond to the usual subgradients. The hyperplane defined

by a 1lc-subgradient, £!1¢, defines a supporting hyperplane after a translation of

at most ¢ in the opposite direction of £!'*. An abc-subgradient will perturb the

Fig. 6.1: 11c-subgradient

convergence of the primal-dual subgradient less than an approximate minimizer. In
particular, we show in the following theorem that the error due to the approximate
subgradients will not propagate through the iterations. In [CGO06], Theorem A.3,
Chudak and Guarisco show a similar result for the Standard Subgradient Method.

Theorem 6.6 (Convergence of Primal-Dual Subgradient Algorithm with
Approximate Subgradient)

Let a,b > 0 and ¢ > 0. Moreover, suppose that at each iteration i of Algorithm 2,
an abc-subgradient 8% of x; is computed instead of an exact subgradient &;. After

k iterations, denote the average primal solution by T := Zf:o /)\‘—;xz and the average
dual solution by (*° = Zf:o 2‘—;5?“. Then,
Cabe 1 1 Qa N e ra
ag(T) — by < Brr1Ds +— > —|&™ s | +¢ 6.9
B 06(55) < s BenaDs + g0 3 e (6.9

where Dg := max ds(x).
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Proof.
~abc C_‘abc b
ag(z) = bp(=-) < ag(z) +bg.(*5-) — min (¢, z)

k by fabc

< A . i _ : ~abc

< 35 (vate 00 550)) - mip €
oy 1 k

< SN fbc,xz +¢) — — min Y fbc,x

< PR+ - mip A
1 k

< (gabe .

< b I}

The fourth inequality holds due to the definition of abc-subgradients (Definition
6.5). Namely,

fqbc fqbc
ag(z;) + bg.( P ) = ag(z;) +b sup {( P U —9(y)}
= ag(x;) + sup {(&" . y) — bg(y)}

< ag(z;) + (€, 2;) — ag(x;) + ¢
= <€z(‘lbcv LU1> + .

The remaining part of the proof can be deduced directly from the proof of Theorem
4.5, since from here on, the fact that ; is a subgradient of g at x; for « > 0 is not
used anymore. O]

Note that if we suppose that a = b = 1, i.e., that the computed abc-subgradients
are exact subgradients up to a constant ¢, the claim of the previous theorem results
in the following corollary.

Corollary 6.7
Leta=0b=1 and c > 0. Moreover, suppose that at each iteration i of Algorithm 2,
an abc-subgradient £}1¢ of x; is computed instead of an exact subgradient &;. After

k iterations, denote the average primal solution by T := Zf:o /)\‘—kxz and the average
dual solution by ('€ = Z?:o /’\\—251116 Then,

k- yo

_ 1 )\
9(T) — p(¢™) < (ﬁkHDs +5- > —’i||§;"’0||’§2> + ¢, (6.10)

Z?:o Ai

where Dg := max ds(x).
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6.3 Excessive Gap with Approximate Gradients

Compared to the primal-dual subgradient methods, working with approximate or-
acles within the methods using smoothing techniques and gradient mappings needs
additional care. Namely, the errors induced by the approximate oracles influence
not only the computed approximate solutions but also the definition of the gradient
mapping.

Next, let us recall the kind of functions that can be minimized using the Excessive
Gap method (see Chapter 5). For x € S C R" and u € T' C R™,

g(x) :=g(x) + max {(Bz,v) — ¢(v)} (6.11)

veT

is the primal function and
plr) = —¢(u) + min {{By,u) +9(y)} (6.12)

is the dual function. The sets S and T are assumed to be convex and compact.
The function g(z) and $(u) are convex and differentiable. At each step k of the
Excessive Gap method, approximate smooth functions of g(z) and ¢(u) are defined.
Namely, for p% > 0 and p% > 0, we have

0,1 (1) 1= §(2) + max {{Bx,v) — p(v) — phedr(v)) (6.13)

where dr(v) is a prox-function over 7" with convexity parameter o7 > 0 with respect
to a norm ||.||r and

s () = —@(u) + min {(By, u) +§(y) + psds(y)} (6.14)

where dg(y) is a prox-function over S with convexity parameter og > 0 with respect
to anorm ||.||s. To simplify the notation we introduce as in Chapter 5 the following
auxiliary functions

U (z,u) = (Bz,u) — $(u) — i dop(u) (6.15)
and

P (2,u) = (Bx,u) + §(z) + phdg(x). (6.16)
Then, the approximate smooth function can be rewritten as g, (z) = g(z) +
maxyer I' ¢ (2, 0) and ¢(u),,, = —@(u)+minges P4 (z,y). For fixed z € S, we note

that —T° b (z,.) is smooth and strongly convex with convexity parameter p%or and
for fixed u € T, @ug (.,u) is smooth and strongly convex with convexity parameter

pEos. Thus, the approximate functions 9k () and ¢(u) il AT€ COnvex respectively
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concave, differentiable, and their gradients are Lipschitz continuous, see Theorem
3.7. The gradients and their Lipschitz constants are given as follows

Vg (@) = Vo(e) + Bru, V() = ~Vo(u) + Bry,  (6.17)

L, s=L; +m L, 7 =Lsr+ 15157 (6.18)
i ST Pt TN ko '

where L; g is the Lipschitz constant of V§(x) over S, Ly is the Lipschitz con-

stant of Vo(x) over T', x,x , is the minimizer of & (., u) over S, and w, , is the
S T

maximizer of I' x (, .) over T.

At each step of the Excessive Gap method, u,x , and k o TOUSE be computed for

a given x € S and for a given u € T. In Chapter 5 we assumed that both optima
are delivered by exact oracles. Here we work with d-oracles (see Definition 6.1).
We consider a §-approximation of Uy o and a d-approximation of x ik AT each step
k. Both solutions, u, , and T,k > are needed for evaluating the primal and dual
approximate functlons as well as for computing their gradients and thus, for defin-
ing the gradient mapping. In the following, we investigate how d-approximations

perturb the evaluation of the approximate functions and their gradients.

U

Lemma 6.8
Forx e S, ur >0, and 0 > 0, define

Gop (@) = §(2) + Tpp(w, ) (6.19)
= g(l‘) + <BI’ U;LT :c> - @(quT, ) :quT( ,u,T z)

V() = Vi(x)+ B, ,, (6.20)
where ufmm is a d-approzimation of w,, , with guaranteed accuracy 6, i.e.,
FNT(l'?quT,I) < Do (@, upr ) < Dup (2, ,(iT ) 0.
Then,

L gp () < gur(7) < g () +6,

2. IV 9ur () = Vg, (@)ls < (8, pror),

20 H
HroT

where €(0, uror) 1= ST-

Proof. These results follow directly from the definition of uHT o
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1. Since Ty (2,1l ) < Tpp (@, Upg0) < Tpp(2,ul, ) + 6, we have

\g(‘r) + PHT(xv quT,zZ S Q(JJ) + FHT(xv u#T’IZ S g(l‘) + PNT(x7 quT,{L'> + (E

giT (z) Iup (@) gfLTE;)-HS

2. Recall that Vg,,(z) = Vj(z) + BTu,, , where u,, , = arg max,er [, (z,u) ,
then

IV gz (@) = Vap, (@5 < 1B e — BT, o5 < IBllszlltyr e — ), ol

20
< |[Bllszy| —— = (0, pror)
Hror
)

The last inequality follows from Lemma 6.2 applied to I',,,.(z,u). Since ug,, , is a d-
approximation of u, and —I',,.(z,u) is smooth and strongly convex with convexity

5 [_25
parameter ppor, we have [lug —uy, o flr < /20— O

The previous lemma can be written in a dual form as follows.

Lemma 6.9
ForueT, us >0, and 6 > 0, define

gois(u) = —¢(u) + @us(mis’u, w) (6.21)
= —@(u) +(Bxy, u) + §(zh, ) + psds(, )
Vgozs(u) = —Vo(u) + Bwl‘i&u, (6.22)
where st,u is a d-approzimation of x4, with guaranteed accuracy 9, i.e.,
Dy (xis,ua u) — 6 < Dy (xus,w u) <P, (xis,u’ ).
Then,

1o () = 0 < @us(u) < @ (),

2. Vs (u) = Ve (W)l < £(0, psos),

where (8, p1gog) = uggSHBH&T-

The approximation functions ng and goi . are respectively convex and concave
with Lipschitz continuous gradient. In the following lemma and its corollary we
investigate similar properties for the functions g, () and ¢, _(u).
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Lemma 6.10 (Properties of ¢’ _(x))
For all z,y € S, we have

1 Vg () = Vg, W5 < Ly, sly — zlls + 26(3, pror),

2. 9o (W) + e, pror)lly — zlls +6 = gy, (2) + (Vg (2),y — z),

L
3. 9o (W) < 0, (2) + (Vap, (2),y — ) + 5 |ly — 2l + (6, pror) |y —alls +9,

. IB]12
with Lg, s = Lgs+ HT—(fTT and (4, pror) = ujf,T |B]|s,7-

Proof. To prove the properties of giT (x) we use Lemma 6.8 and the properties of
9.y () recalled above and shown in Theorem 3.7.

L IVgn, (@) = Vo, s < 1V, (%) = Vgur (@)l5 + 1V gur(2) = Vgur ()l
+ V90 (¥) = Vo, W)ll5

£(0, pror) + [V gur(2) = Vgur (W)lls + £(0, pror)
(Lemma 6.10, statement 1)

2¢(6, pror) + Ly, sllz — yl|s.

(Vgu,is Lipschitz continuous with constant Ly, s)

IA

IN

2 giT (¥) > guply) =6 (Lemma 6.10, statement 1)
> Gup(2) + (Vg (x),y —x) =6 (Gur () is smooth and convex)
> ng () + (Vg (), y —x) =9 (Lemma 6.10, statement 1)
= go, () + (Vg (2),y —2) = (Vgp, () = Vgur(2),y — 7) —
> o (@) + (Vo (), y — 2) = [Vgp, (2) = Vg, (2)|5lly — zlls =0
> g, (2) + (Vg (2),y — 2) — (0, pror)lly — zlls — 6

(Lemma 6.10, statement 2)
3. ng(y) < Gur(y) (Lemma 6.10, statement 1)

Lg#T,S 2
Gz (@) + (Vgpur (), y — ) + —ly — 2|5

<
o 2
(gur () is convex and smooth with Lipschitz continuous gradient)
< G (@) + 8+ (Vg (2),y — 2) + [Vgur(2) = Vg, (@) 5y — zlls
Lgu S 2
+ TTH?J —z||% (Lemma 6.10, statement 1)
< g, (@) 0+ (Vg (), y — ) + (5, pror) |y — |

Ly, s
+ 222y —
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Again, we can formulate a dual version of the previous result.

Lemma 6.11 (Properties of @ZS (u))
For all u,v € T, we have

1 Ve () = Ve (i < Ly, rllu = vllr + 2200, psos),
2. s (v) < g (u) + (Vi (), v — ) + &0, psos)l|lv — ullr + 6,

L £l
3. @25(0)4—5(5, psos)||lv—ullr+9d > gozs(u)—l-(Vgozs(u),v — u)—“”‘TSTHv—uH%,

IBII%, 7

HSOS and 8(57 NSO'S) = = HBHS,T'

HSOS

with L¢H57T = L@,T +

The influence of the d-oracles on the main objects of the Excessive Gap method—
the Gradient Mappings defined below—remains to be studied.

GM,, (x) = arg mig Zyr oY) (6.23)
ye
. 1
= ag rynelbr‘l {9ur (@) + (Vgur(2),y — x) + §L9uT7SHy - ng}
GM,, (u) = arg max Wieu(v) (6.24)
ve

1
— arg max (s (1) + (Vipua ()0 = 0) = 3Ly rllo = ull})

Our first remark concerns the gradient of both approximation functions, i.e.,
Vg, (x) and Vo, (u). Their evaluation requires computing the maximum of the
function I',,(x,.) over T" and respectively the minimum of the function @,(.,u)
over S, see (6.17). Since we assume that we can only compute d-approximations of
these optima, we now aim at evaluating the optima of the following functions

1

Z W) =g (2) + (Vg (x),y —x) + 2LguT,s||y — z||% (6.25)

and
We = Vi 1L 2 6.26
s = Ppe(u) + (Vg (u),v —u) — 3 oug. TV — ull7, (6.26)

where ¢)_(x) and Vg’ () are defined as in Lemma 6.8 and ¢’,_(u) and V', ()
are defined as in Lemma 6.9. Then, we denote by GM gﬂT (x) the d-approximation

of the minimum y* of Z% _(y) over S, and by GMwa (u) the d-approximation of

JIra
the maximum v* of W2, (v) over T, i.e.,

20, (GME (2) =0 < 20 () < 2, (GM] ()

Hr,T

Wo o JGMD, (w) < Wi (v°) S W (GM, (u)+ 6

Hs,u Pus Hs,u
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At a fixed point z € S we have the following relation between the Gradient Mapping
GM,, (r) and its approximation GMgHT (x),

Zyy a(GMy, (x)) < Z° (GM;MT (x)) + 0+ <(0, /LTUT)HGM;SMT(J]) —zlls, (6.27)

HT,T

where €(0, uror) = 0 _||B||s,r- Namely,

P«SO'S

Ly x(GM,

g/”‘T

(©)) € ZupalGM, (2))

< gfLT(x) +0+ <VgiT(m), GM;HT(:E) —z)+

(Vgur(2) = Vg, (2), GMy,_(x) - x)

+ %LguT SHG]\/[;SHT (z) — 2|3 (Lemma 6.10, statement 1)
< MT‘,,:(GM‘S () +6

+ ||V9uT( ) =V, (@)5IGMy, () -zl
< Zn,o(GMy, () + 6 + (6, pror)|GM,, (2) — 2ls.

(Lemma 6.10, statement 2)

Algorithm 6 corresponds to the Excessive Gap method using the above defined
approximate Gradient Mappings and J-oracles.

In order to investigate the convergence of Algorithm 6, we will first study the
influence of the d-oracles on the Excessive Gap conditions (g, (z) — ¢, (ug) <
0V k). For this sake, we show that Lemma 5.3 also holds when d-oracles are used.

Lemma 6.12
For any x,y € S and pup > 0 we have

9. (y) + (Vg (), 2 —y) < g(z) + (Bz,u), ) — @), ),
u) — p(u) — prdr(u)}.

0

where Uy

is a d-approzimation of u,, , = arg max {(By,

Proof. By definition of ng and convexity of g we have for any z,y € S and pur > 0,

9.+ (Vo (y),z—y)
9(y) + (By, vl ) — @(u, ) — prdr(ul, )+
(Vo(y) + B ), x —y)

g uT Yy
) <B.I‘, u,uT y> @(UZT,y) quT( lJ«T y)
z) + (B, w,, ) — p(uy,,)-

TSy

IA A

1Y)

The last inequality holds since dr(u) > 0 for all u € T' is zero. O
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Algorithm 6 Excessive Gap Algorithm with Approximate Oracles

Requires: - A §-oracle with § > 0
- 2° = mingeg dg(x) (dg(x®) = 0)

- An initial smoothing factor u% = 2||B|lsry/ oszTDs

C . D
- An initial smoothing factor p% = || B||s.r Py
- An absolute error € > 0

Ensures: An approximate primal solution € S and an approximate dual

solution @ such that g(z) — ¢(u) <€

compute o = GM, , (x°) a d-approximation of
T

; A( 0 T,06 o 1 0
arg. min {(Vg(x )+ B Upe 4orY =T )+ §Lgu%75||y - ||?9} d-oracle
(

compute iy = U0 ., a d-approximation of arg max {(Bz°,v)—@(v)— phdr(v)}

Hs veT
d-oracle
k=0 Objective functions evaluation
while ¢(z;) — ¢(ux) > € do
_ T2
Tk = %13
if £k is even then
compute 2, d-oracle
Hg Uk
set &= (1 —74)ZTk + Tkl’zk a
S
compute u’, _ d-oracle
KT
set Uy = (1 — 7p)uy + Tk“ig,i
compute Ty, = GM;MIC (7) d-oracle
T
set pf™ = (1—7)pk and pfit =
end if
if £ is odd then
compute u’, _ d-oracle
KTk
set u = (1 —7g)ug + Tkuik 2
T
compute x%, . d-oracle
Nsvu
set Ty = (1 —7)x + T"fxi’g,a
compute Uy = GM‘gug (@) d-oracle
set ppt = (1 —7)ph and pg™ = pk
end if
k=k+1 Objective functions evaluation
end while

set T =, and u = Uy
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Details for the even steps of Algorithm 6

if £ is even then
compute z° R S-approximation of arg min {(By, i) + §(y) + ukds(y)}

yes
d-oracle
set &= (1 —7%)Tk + Tkl’ik an
compute uu’“ . a 0-approximation of arg max {(BZ,v) — ¢(v) — pfdr(v)}
veT
d-oracle
set Upp1 = (1 — 7)ug + Tkuf# 5
compute Ty, = GM;S . (), a 6-approximation of
KT
arg min {(V9(&) + BTy oy~ 3) + 3L, Iy — 23]
d-oracle

set g™ = (1 —7)pk and pitt = pb
end if

Details for the odd steps of Algorithm 6

if k is odd then
compute uik ;,» & 0-approximation of arg max {{Bzy,v) — ¢(v) — phdr(v)}
% veE
d-oracle
set u = (1 —7)u + Tkuzk 0
compute xuk 4> & 0-approximation of arg miél {{By, ) + g(y) + ptds(y)}
§ ye
d-oracle
set Ty = (1 —7)T + Tk:L‘Zk R
$u

compute iy = GM; o (11) a d-approximation of
arg max {(Vgo( ) + Ba® T u) + %quk v —allz} d-oracle
S,

set pft! = (1 — m)ph and pgtt = b
end if
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Theorem 6.13 (Excessive Gap Condition for Approximate Oracles)
Let 0 >0,z €S, ueT, and pur, us > 0 satisfy the excessive gap condition up to
an error E(6), i.e.,
Gur (1) < pps(u) + E(9).
For t € (0,1) compute

5 L . . .
Theu = O-approzimation of arg I;lelél ng(y,u)

= §-approzimation of arg min {(By,u) + §(y) + pids(y)}
ye

z o= (1 _T)l"l'TQSZS,u
uzm = O-approzimation of arg max T\ (&,v)
d-approximation of arg max {(Bi, u) — ¢(v) — phdp(v)}
vE
u o= <1 - T)u + Tu/iT,i"
_ s .
. GMg,uT (x)
ps = (1=7)us
Ar = pT.

Then, provided that T is chosen in accordance to

72 < M5057
1—-7— L

guTvs

(6.28)

the pairs (z, ir) and (4, fis) satisfy the excessive gap condition up to an error E(6),

Gur (7) < pus () + E(0)

where

B5) = (2—7) (35 +4|Bllsry/ IZESTT, /MT‘;T> +(1—7) (4/3sDs + E(5))

Proof. We follow the lines of the proof of Theorem 5.1.

ops(@) = —p(u)+ min {(By,u) + g(y) + fisds(y)}
= —¢(a)+ min {(By,uw) +g(y) + (1 = 7)usds(y) }

(fis = (1 —7)us )
—(1=7)@(u) — (), ;) +
min {{By,(1 = m)u+71u), )+ g(y) + (1 — T)usds(y) }

(by convexity of ¢ and definition of @)

v
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= min {(1 =) () + (By,u) +3(y) + psds(y)] +

A

T =l ) + Byl o) + g(y)] b

(.

Ao

Now consider the expression A; as a function of y, that is, H(y) = —p(u) +
(By,u)+ g(y) + psds(y). The function H is differentiable and strongly convex with
convexity parameter pgog and has x4, as unique minimizer over S. For xis,u’ a
d-approximation of z,, ,

1
H(y) > H(Izs,u> + §,USO'S||:U - Izs,u”?@ - 6(57 057 MSJS>

1
= @Zs(u) + 5#50’5”3/ - ng,u”% o 9(67 CS) MSUS)

holds with 0(d, Cs, pusos) := 26+ +/20pu505Cs and Cg = max |z —yl|s, see Lemma
x,ye
6.2 statement 2. Thus,

1
Ay > @ (u)+ §ﬂsas||y — 2 J|IE = 0(5,Cs, psos)

1
> Pus(u) + §MSUSHZ/ — 20, % — 0(6,Cs, psos)

(Lemma 6.9 statement 1)

1
> g (v) = E©) + Shsoslly — alls = 00, Cs, psos)
(Excessive Gap condition )
1
> ng<.I') - E((S) + QMSO-SHZ/ - xig,u”% - 6(57 CSvMSO-S)
(Lemma 6.8 statement 1)
> g, (&) + (Vo (), 2 — &) — B(8) — (0, pror)||lv — &]ls —

1
+ §MSUSHy - xZSuH% —0(6,Cs, pusosg)

(Lemma 6.10 statement 2)

A . 1
= G () + 7V, (8), 7 = 2 ) + Srsoslly — gl =0

_8(57 /'LTO_T)T”':C - xis,u”s - ‘9(67 OSu MSO-S) - E(a)

(x—2=1(x— xis,u))

Now we consider expression As. Using Lemma 6.12 and the definition of , we get
Ay = _@(Uzs,:ﬁ,) + <Byauf¢5,§:> +3(y)
g (B) + (VG (2),y — (L= T)w — Ty, )

v
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Putting both expressions together we get

Ps (ﬂ) 2

>

v

v

IV

vV

vV

min {(1 —7)A; +7As}
yeSs

. 1
min {0 =)0, @) + (Vg (@), 7 = ) + spsoslly = ol 3]

+ 7o (@) + (Vel, (@), y — (1= T)a — 2l )]}

— (1= 7)[6 + (6, uror)llT(z — @) ) |ls + 006, Cs, psos) + E(6)]

. 1
min {gf, (#) + <V£A®m@—$%0%+ﬂ—Tguwﬂw—wwﬁ@}

- (]‘ _T) [5+5(67 ,U/TO-T)“T(‘T ,us u>||5+9(5 CSHU’SO-S)
+ B(0)]

: 5 (a v (4 1L 2
min {48, (2) + (V. (), 7(y - 3l ~al )

— (L =7)[0+ e, pror)llT(x — 2, )ls + 003, Cs, psos)

+ E(6)]
(Inequality (6.28) : (1 — 7)usos > 7°Lg, s)
. 1 Lo 2
min {g7, (¢ S Lapsllz = #l3} — (1 =7)[

(Vg (8),2 = &) +
(z —

) +
+ (0, prop)|IT(z — 25, s + 0(5,Cs, psos) + E(5)]
1)

(Define 2 := & + 7(y — 7}, ,,), since & = (1 —7)x + TIEMSU €S,
(1—-7)x4+75C0S)

1
o5y (8) + (Vg (2).7 — ) + 1
— (1 =7)[6 + (0, pror)||z — &||s + 0(6, Cs, psos) + E(9)]

(Definition of z := G’M5 (&) and &)

we have z € (1

Ly,,.sllz = 2[5 —

9y (7) = 26 = £(0, MTUT)HCU — il

— (1 =7)[6 + (0, pror)||x — &||s + 0(6, Cs, psos) + E(0)]
( Lemma 6.10 statement 3)
9ar () = 30 — (0, pror) |7 — Es

—(1-7) [(5 + e(6, pror)||z — 2||s + 0(5, Cs, psos) + E((S)]
(Lemma 6.10 statement 1 and fip = pr)

= 3(5 + 6(5, /LTUT)HE — i‘“s
+(1-7) [5 + e(9, pror)||(z — Z||s + 0(6, Cs, psos) + E(é)}
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Since dg(z) is strongly convex, we have ||z — 2°||s < /2Ds/og for any = € S,
where x° minimizes dg(z) over S. Therefore, for any z,y € S,

2Ds
[z —ylls <z —2%||s + [[27 — ylls < 2
Then,
B() = (4—7)0+ (2= 1@ pror)|(z — ils + (1 — 785, Cs, psors)
+(1—7)E(9)
= (A4—=7)0+ (2—7)e(d, pror)||(z — 2f|s + (1 —7)(20 + /20psos|ly — [|s)
+(1 = 7)E(J)
(Definition of 6(J, CS,,ugog
<

/ 2D 2D
(6 —37)0 +2(2—7) |B||ST,/ 5+2 1— 7)\/20pg0g4 ) =2

+(1—-7)E

2Ds
(Definition of €(0, uror) and ||z — y||s < 2\/— Va,yes)

DeD
= 3(2—1)8 +4(2 — 7)||Bllsry ) ——= 4(1 = 7)\/dusDs
o507 \/ uTDT

+(1 —7)E(9).

]

The symmetric result of Theorem 6.13 for the dual step is claimed in the next
theorem.

Theorem 6.14
Let 6 >0, x € S, ueT, and pur,us > 0 satisfy the excessive gap condition up to
an error E(0), i.e.,

Gur (2) < P (u) + E(0).
For t € (0,1) compute

uz%x = J-approzimation of arg max I (2,0)
a = (1 —T)U—FTuuTm
xis,ﬁ = d-approximation of arg Iynelgl @Mg(y,ﬂ)
T o= (1—7)3:'—1—7'91;usu
i GM;, (a)
fr = (1 =7)ur

Hs = [LS.
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Then, provided that T is chosen in accordance to

72 < pror
1—7— L

¢HS7T

(6.29)

the pairs (z, ir) and (u, fis) satisfy the excessive gap condition up to an error E(6),

Gur (T) < pus () + E(0)

where

E(8) == (2 —7) (35 +4||Bls/ isz, /MS(;S> +(1-1) (4\/6NTDT + E((S)) .

Combining the previous results, we derive the following theorem, which is the key
to evaluating the order of the propagated error §.

Theorem 6.15

Let the pairs of sequences ({Tr x>0, {15 tis0) and ({Gx }eso, {15 }r>0) be generated
by Algorithm 6. Then, for each k > 0 the pairs (Ty, u%) and (g, uk) satisfy the
excessive gap condition,

9. (24) < @, (1) + B (6) (6.30)

DA
Eo(8) = 35+V0 <4HB||57T,/ JSUT>
soT

EL(8) = 65k+2\/§\/52(\/i+1+%> <4||B||S’T /isz_>2+E0(5)

for k> 1.

Jun

Proof. We first prove that Inequality (6.30) holds for k = 0.

9,0.(To) < gZOT (To) + 90 (Lemma 6.8 statement 1)
L

gH%7S

< gi%(xo) + (VgZoT(:L"’), To—a°) + 1Zo — 2°||%

+ 20 + &(8, pyor)||To — 2°||s (Lemma 6.10 statement 3)

: 5 5 Lasg.s 2
< min gl (%) + (Vi (2), 2 — 1) + — 2 o — a3

€S

+ 30 + &(8, pyor)||To — 2°||s (Definition of GM;SHOT (%))
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: o o o 1 o
< iy {ofy (e + (Tl @)z = %)+ ol - 13}

xeS 2
1

+ 3(5+€(6,M%UT)||J_ZO—IOHS <Lgu8~’s = éﬂgaT)

< min {gy () + (Vgly (2,7 = a°) + () } + 3
1

+ 206, ppon)llTo — s (ds() = osllTo —2°[l5)
= Imnélg {g(mo) + <Bl‘oa uz%,$a> - @(ui%,xo) - M%dT(uZ%7zo)

+(V3(a°) + BTuly o —2%) + ,u%dg(x)} +30

+ &(8, pror)l|zo — 2°ls

(Definition of gon (x°) and VgZOT(xO) in Lemma 6.8)

. N § 0 A0

< min {3() + (Bz,uly ) + uhds(a) | - pluy ) + 39

+ (0, pyor) || 7o — 2°||s
(Convexity of g(x) and dr(u) >0V ueT)

= —¢(io) + min {g(x) + (B, o) + pgds(x)} + 30
+e(8, pyor)llzo —a°lls (o = upy o)

< @l () + 36 + =8, )| — 2°lls

20

_ 0 (5
= ¢ (o) +30 + o

DDy \ i
@Zg(uo)+35+\/45||3||51< . )
osoT
D 2D
Y .—||B — 5 and (|3 — 20| < 4 =2
(g = || Hs,T\/angDT and [|Zo — 2%||s <4/ US)

For k > 1, we proceed by induction. To simplify the notation we define the constant

DoD
T = 4||Bllsry/ ——
gsaT

Let us show that Inequality (6.30) holds for £ = 1. Using Theorem 6.13 with 7 = 7
and E(0) = Ey(6), we have

9,1.(T1) < @) + E(9)

= gpué(ﬂl) + (2 - TQ) (35 + T M%i)T> + (1 — 7’0) (4\/5,&%[)5 + EQ((S))

I1Blls.rllZo — =°[|s

IA
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— () + (35+2\/_) (2\/ﬁ+E0(5)>

2 T T
(7_0257 MSDS 27 ,U(I)“DT:Z)
2
= P, ( 1) +46 +2v20Y ( \/_ 3)+3E0(5)

< (i) + 60 +2V20T(V2+ 1) + Ey(0)

DsDy )\ ?
= (i) + 65 +2V20(V2 + 1) <4||B||Sm/ 5 T) + Eo(6).
osoT

Now assume that Inequality (6.30) holds for & and show that it also holds for k4 1.
We distinguish the case where k is even from the case where k is odd.

Suppose k is even. From Theorem 6.13 we have
91 (Tht1) < o (Ursr) + Epga ()

with

Ep1(0) = (2 — ) (35 + 1,/ MT(;T> + (1 =) (4\/ opEDs + Ek(5)) :

Let us first evaluate p4Dr and pkDg. Since pk = k%QpJOT and pk = ﬁllug we have

2 2 D 1 7

k 0 S
Dy = Dr=-—""|B Dr=-——
Hrr k+ gHT T k+ 2” ls:r ogorDr " ky22
1 1 D 1 7T

k 0 T
De = — %D — 9 Dg=———.
Hs™s E+1ts T r 1Bl orDg % T k+12

Then,

Epa(0) = (2 - ki—l—?)) (35+T w>

2 oY
+ (1_k——i—3> (4 20+ 1) +Ek(5)>

_ kA2 (65+2\/_\/5T k+2>+—< 2v/2 —+Ek(6)>

k+3

IN

65+2\/§\/5_’r( (k+1)+1+ >+Ek(5).

1
vVk+1
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Note that if k is odd, pf = 5% and p§ = =5 p% we have

2 D 1 7T

k 0 S
Dy = ——upD B 7 Dp=_— _
Hrtr ko 1hreT k:+1“ sz osorDp L k+12’
1 D 1 7T

k 0 T
Ds = ——1%Dg = ——2|B T py—— =
Hss D Lo T |Blls:x osorDs ° k422’

and using Lemma 6.14 we also get

Ek+1(5)§6(5+2\/§\/(5_T( (k+1)+1+\/k1_+1>+Ek(5).

B (0) < 65+2\/§\/6_T( (k+1)+1+
65+2\/§\/ﬁ( (k+1)+1+

—kl—i— 1) + E5(9)

a5)

k
+ 66k + 2\/5\/52(\/2' +1+ %)\/T + Ey(6)

= 65(k—+1) +2f\/_z (Vi+1 +7)\/_+E0()

k+1 DSDT %
= 60(k+1) +2\/’IZ (Vi+1 +7) <4HBHS,T,/ USGT) + Eo(6)

]

IA

Having derived the error propagation, we can finally state the accuracy ¢ of the
approximate oracles, which is sufficient for obtaining the same rate of convergence
as if exact oracles were available.

Theorem 6.16 (Convergence of Excessive Gap Algorithm with Approxi-
mate Oracles— Theorem 7 in [CE05])

Let the pairs of sequences ({Ty, tr>0, {15 }es0) and ({Ug}rs1, {15 e>1) be generated
by Algorithm 6. Then, for each k > 1

) 24 DsDr
— < |B
9(@r) — () < = 1Bllsz p—

holds provided that 6 = k+1)5 | Bl| 5.1+ /gngT

(6.31)
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Proof. Using Theorem 6.15 we get for k > 1

0 < g(Tk) — o(ur)
(Definition and properties of g,» and ¢, )

IN

9y (Tx) — @t (W) + g Ds + py D
(Excessive Gap condition, Theorem 6.15)
Ex(9) + psDs + p Dr

60k + 2\/5\/5;(\/2’ 14 %) <4HBHS,T eifj) 2 + Eo(0)

4 DgDp
—||B
+ k+1 | HS’T o50T

DeD
65(k+1)+¢5<4||3||5m/ cl T)
osoT
DeD
65(/<;+1)+\/5<4||B||S,T,/ S T)
osoT

IN

IN

(ST

IN

Vi

(ST

IA

(2\/5( m\/_d +1+/k 1d>+1)+ 1 B ,/DSDT
waw —aw —
2 1 \/E k"’l 5T osoT

IN

65(k + 1) + 4v/2V/6 <4HB||S,T DsDT> ’ (M n ké)

osor

(NI

IN

0s0T

60(k + 1) + 4v2V6 <4HBHS,T DSDT)Z(OHD +k%)

IN

3 1 22 4 DgsDr
= 2241 ——||B
<2(/<:+1)3+(/<:+1)+ V2 >k+1” ls\ = cor

IN
W
S

(2\/52(\/1 +1+ i) + 1)
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Last inequality holds since for £ > 1 we have < (kH)g + k+1) +2v2 + ) O

Thus, in order to obtain an error of ¢ > 0, d has to be of order O(e’). This sug-
gests that the algorithm could be instable under minor inaccuracies of the oracles.
However, the numerical results in Section 9.3 do not support this concern. Note
that we have not made any assumptions on the oracles except their accuracy. The
last result was presented in Theorem 7 in [CEO05]. Note that due to a calculation
error we supposed that a § of order O(e*) was sufficient. Nevertheless, such an
order of precision is prohibitive and implies that subproblems must be solved to
optimality. If possible, Primal-Dual Interior Point methods should be applied given
their running time dependence on 9, O(log %) It may be possible to improve the
theoretical result by imposing other requirements on the approximate oracles.



Part 11

Applications of the Optimization
Methods to Special Linear
Problems






7. Uncapacitated Facility Location
Problem

In this chapter, we present polynomial time approximation schemes for the lin-
ear programming relaxation of the Uncapacitated Facility Location problem (UFL)
basing either on the Primal-Dual Subgradient methods (see Chapter 4) or the Ex-
cessive Gap method (see Chapter 5). These schemes are analyzed not only from
a theoretical point of view but also a practical. Theoretical and numerical results
were partially presented in [CEO05]. In this paper we focus on the presentation of
a polynomial time approximation scheme based on the Excessive Gap method and
using the Euclidean norm and the Squared Euclidean norm as prox-functions. We
obtained the following result, for ¢ > 0 a polynomial time approximation scheme
exists, which delivers a (1+4€)-approximation in O(%) It improves the dependence
on € of the previous best algorithms we were aware of by a factor of O(2), [You00],
[GKO02], and [Chu03]. Here, we extend the presentation to the polynomial time
approximation scheme based on Primal-Dual Subgradient methods and we also
consider other choices of norms and prox-functions. Note that we focus on the
presentation of numerical performance of the developed algorithms. Related results

concerning the Facility Location problem with submodular penalties were presented
by Chudak and Nagano in [CNO7].

7.1 Problem Description

The Uncapacitated Facility Location problem (UFL) consists of a set of potential
facility locations F and a set of clients D that require service. Building a facility
at location ¢ € F has an associated fixed cost f; > 0, and any open facility can
provide an unlimited amount of a certain commodity. Each client j € D has a
demand d; > 0 that must be shipped from one of the open facilities. If a facility
at location ¢ € F is used to satisfy the demand of the client ;7 € D, the service cost
incurred is proportional to the distance ¢;; from 7 to j. The goal is to determine
a subset of the set of potential facility locations at which to open facilities and an
assignment of clients to these facilities so as to minimize the overall total cost; that
is, the fixed costs of opening the facilities plus the total service cost.
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We assume that all the demands are 1 (otherwise we replace ¢;; with d;c;;) and
throughout we let m := |F| and n := |D|. Of course the UFL problem corresponds
to an integer minimization problem but here we consider the simplest linear pro-
gramming relaxation introduced by Balinski in [Bal65]), which we will refer to as
UFL-LP,

(UFL-LP) minimize Z Z CijTij + Z fiyi

ieF jeD ieF
subject to inj =1 VjeD (7.1)
ieF

Any 0-1 feasible solution corresponds to a feasible solution to the UFL problem.
Namely, y; = 1 indicates that a facility at location ¢ € F is open, whereas x;; = 1
means that client ;7 € D is serviced by the facility built at location ¢ € F. The
inequalities (7.1) state that each demand point j € D must be assigned to some
facility, whereas inequalities (7.2) say that clients can only be assigned to open
facilities. Thus the linear program UFL-LP is indeed a relaxation of the prob-
lem. The linear programming relaxation, UFL-LP, is known to provide excellent
lower bounds, and sometimes is referred to as the “strong linear programming re-
laxation”. Namely, it was often observed that optimal solutions of the UFL-LP are
integral, see [MF90] and references thereafter. Moreover, Chudak shows in [Chu98]
that for the metric case (service costs are proportional to distance), the UFL-LP
optimal solution is within a factor of 1.736 of the optimal cost of the UFL problem.
Baiou and Barahona recently show in [BB06] that for special instances of the UFL
problem, the convex hull of the integer feasible solutions is equal to the polytope
of feasible solutions of the UFL-LP.

In order to solve the UFL-LP, Lagrange relaxations have been considered because
of its large size (O(mn) variables and constraints). In practice, the algorithms that
are known to obtain the best results are those that relax equations (7.1). However
these algorithms usually have problems delivering feasible primal solutions (see
[BC99]) and do not have a known worst-case analysis of the running time. In
contrast, from a theoretical point of view, relaxing constraints (7.2) has proven
more useful. In this category, there are the algorithms of [You00], [GK02] and
[CS03]. These algorithms are all polynomial time approximation schemes providing
in 0(6%) iterations an e-relative approximate solution, which corresponds to the
previously best known running time dependence on e. We follow this approach
as well and derive polynomial time approximation schemes first with a running
time dependence O(%) and secondly with a running time dependence O(2), our
improvement contribution.
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Consider the Lagrange relaxation of inequalities (7.2),

mgx Hml,iyn Z Z CijTij + Z flyl + Z Z Wi 331] i

=1 j=1 i=1 j=1
subject to  x € Al
’IUUZO VjGD,iEf

where A denotes the Cartesian product of n m-dimensional simplex, i.e., A,, :=
{zeR™ | 3" z =1,z >0Vi=1...,m}and A, := A, X --- X A,
(the notation will be used throughout this chapter). Since we do not require the
variable y to be nonnegative, we can assume without loss of generality that for each
1=1,....m, f; = Z?Zl w;j. Then, using the change of variables w;; = fju;; for
t=1,---,mand j=1,--- ,n, with u € A", we get the following representation
of the previous Lagrange relaxatlon,

(UFL-LR) max JQA%L {Z PR DS fz’uijxij} :

i=1 j=1 i=1 j=1

For the sake of clarity, we will use the notations introduced in Chapter 3. Thus,
the primal space @ is A? and the dual space P is A]". The primal function is

flz) = Z Z Cijij + Max {Z Z fluwxw} (7.3)
i=1 j=1 i=1 j=1
and the dual function is

Thus, the sets @ and P with the objective functions f(z) and ¥ (u) satisfy Assump-
tion 1.

Note that both functions have the property of being separable either by clients or
by facilities. Namely we can rewrite the functions as follows,

=2 <Z Ciyy + A Zfiuw‘f”ia) (7.5)
j=1 T =t
and
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The evaluation of both functions is hence simplified, since we have to compute a
sequence of smaller maximization or minimization problems. These optimization
problems correspond to minimization or maximization of linear functions over A,,,
respectively A,, which can be done in O(m), respectively O(n). Hence, the overall
complexity of the evaluation of the primal or the objective functions is O(nm)

Before considering in detail the developed approximation algorithm for solving UFL-
LR and its dual, we show that it is simple to derive a feasible solution, (z,y), for
the UFL-LP from a feasible solution £ € A?, such that the corresponding costs are
equal to f(z). Namely, for each facility i € F we define y; := max;ep Z;; and for
all © € F and j € D we define z;; := Z;;. Then,

f(j) = Z Zcz]xz] + Z Jznea}i Z fzuwng

11]1 =1 :

= Z Z CijTij + Z fi max Zij

11]1

= Z Z CijTi4 + Z fzyz

=1 j=1

Similarly, we can derive from a feasible solution u € A" a feasible solution for the
dual problem of UFL-LP. In the following consider the dual of UFL-LP,

(UFL-DP) maximize Y v

j€D
subject to Zwij =f; VieF

jED

v; — wij < Cij VieD,ieF

w;; > 0.

For all i € F and j € D we define w;; := f;u;; and for all j € D we define
v = minief{cij + flﬂ’l]} Then,

M-

v = min
7j=1 =

m
min Z (Cij -+ fﬂTLZ]) Tij
1

n

= min (cij + fitii)
7j=1
n

= Y

=1
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7.2 Optimization Methods

For applying both methods, Primal-Dual Subgradient method and Excessive Gap
method, the first step consists of choosing space norms and then the appropriate
prox-functions (differentiable and strongly convex functions). This decision has
considerable impact on the tractability, since it generates different algorithms and
implies different oracles.

We are going to consider two options. First we use the Euclidean norm for the
space norms and the squared Euclidean norm for the prox-functions. Secondly, we
consider the Norm 1 and the Entropy function for the prox-functions. Both choices
generate approximation functions, which are either separable by client or by facility.

First, let us investigate the subdifferential of the primal function, which does not
depend on the chosen norm.

For fixed z € @, define
Ui(x) = {u, €A, |u; = arg ggz}i {Zl fixijvij}} Vi=1,....m
]:

and U(x) := Uy(x) x -+ X Uy (). Moreover, define for u € U(x),
glj:CZJ+quZj VZzl,,m,jzl,,n, (77)

then £ € Of(x) using Lemma 4.9. Thus, computing a subgradient at x is equivalent
to solving

n
max E fiijvij Vi=1,...,m
7=1

UiEAn -

i.e., it is sufficient to evaluate maxgi<j<ny x;; for i = 1,...,m, which can be done
in O(nm), see Algorithm 7.

Algorithm 7 UFL:Subgradient

Input: An evaluation point x
Output: ¢, € 9f(x) and the corresponding feasible dual solution u

for : = 1 to m do

compute j* = arg max ;;
1 =g _ ) eyt fiug o ig=7"
U= 0 otherwise P4 & = { Cij otherwise

end for

Note that when we compute a subgradient £, we also compute a corresponding dual
solution wu.
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The next subsections are divided into two parts; one part concerning the Primal-
Dual Subgradients methods and the other part concerning the Excessive Gap
method.

7.2.1 FEuclidean Norm

We endow the primal space as well as the dual space with Euclidean norms. As
prox-functions we consider the squared FEuclidean norm. Thus, the primal prox-
function is defined as follows

1
do(w) = e~ (73
1 :
where x?:= —1 = arg min ||z,
m z€Q
n(m—1)
og =1and Dg = PR > max do(z),
(7.9)
and similarly, the dual prox-function is defined as
1
dp(u) := §Hu —u°|)?, (7.10)
1 :
where u’:= —1 = arg min ||u
n ueP
—1
op=1and Dp = ﬂ(” ) > max dp(u),
2 n uepP
(7.11)

where we denote the unit vector by 1.

The minimum z°, respectively u°, corresponds to the Euclidean projection of 0 €
R™" onto the product of simplices A7, respectively A’". The maximal value of

both prox-functions, Dg and Dp, are attained at the extreme points of the product
of simplices, A7 and A"

Finally the norm of matrix A is given by

A = max max (Az,u
I4le.r max, max, (Az,u)

m n
= max 1max E E fiuijwij
[zll2<1{luflz<1 “— <
=1 j5=1

< .
< H?ﬁ?‘éHfi?ii(@?q%f’)”xHQHu“z
< (max fi) = fmax- (7.12)

1<i<m
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Primal Dual Subgradient Method

In the different subgradient methods with the exception of the Truncated Dual Av-
eraging method, we assume that the norm of the computed subgradients is bounded
(this bound was denoted by L). Since the adjoint norm of the Euclidean norm is
the Euclidean norm itself, the norm of the subgradients is also Euclidean. Let x be
fixed and consider ¢, € df(z) defined as in Equation (7.7) with u € U(x), then

||€x||* - ng |2 = (ZZ Cij +fzuzj >

i=1 j=1

m n 1/2
(Z > e+ fz‘)z) = e+ fla= L

i=1 j=1

IA

where u € U(z), f € R with f1 =--- = fi, = fi forall 1 <i < m.

In the Truncated Dual Averaging method, we assume that the subgradients of the
primal function f(z) have bounded variations. We next evaluate an upper bound
for those variations, which we denoted in Section 4.3 by M. Let z and y be fixed
and consider &, € 0f(z) and &, € 0f(y) defined as in Equation (7.7), then

m n 1/2
16e = &yll2 = (Z Z(Cij + fiug; — ¢y — fmf’])2> with u* € U(x), v’ € U(y)

i=1 j=1
n

m 1/2
(szﬂ“?? —“592) < (Vallfi) =

i=1 j=1

where [ = (fi,+ , fm):

Now we have all the elements necessary to apply the Primal-Dual Subgradients
algorithms to the linear programming relaxation of the UFL problem. Algorithm 8
corresponds to Algorithm 2 using the simple averages sequences (4.12), Algorithm
9 corresponds to Algorithm 2 using the weighted averages sequences (4.13), and
Algorithm 10 corresponds to Algorithm 3.
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Algorithm 8 Simple Dual Averaging Algorithm for UFL (UFL-SDA-Euclidean)

Input: - 2° = %1
- The constants Dg and L
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution u € A’ such that f(z) —(u) <e.

setk:()andﬁozl
set xg = 2°
compute & € df(xg) and ug UFL:Subgradient
set Co = &o
set T = x¢ and u = ug.
while f(z) —¢(u) > ¢ do
set k=k+1

— f 1 —_L 3
Compute /Bk - /Bk—l + kal and /Bk — \/ﬂﬁk

compute z;, = arg gélél {{Ce—1,2) + ﬂk%Hx — x°||3}

UFL:Quadratic projection onto Al

compute & € df(xy) and uy UFL:Subgradient
set Cp = Ckgl + &k

= k+r1 Y —or and u = k+r1 Zf:o w UFL:0Objective functions
evaluation

end while
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Algorithm 9 Weighted Dual Averaging Algorithm for UFL (UFL-WDA-
Euclidean)

Input: - z° = %1
- The constant Dg
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution @ € A" such that f(z) — ¢ (u) <e.

set k=0, andﬁAozl
set xg = x°

compute & € df (xg) and ug UFL:Subgradient
set Ao = m, Ao = Ao, and (o = Aoéo

set T = xo and U = ug.
while f(z) — ¢ (u) > € do
set k=k+1

compute B = B_1 + ﬁ and [, = \/##Qﬁk
compute xr, = arg Ixrgg {{Ck—1, ) + ﬁk%Hx —2°||3}

UFL:Quadratic projection onto A},

compute & € Of(xy) and uy UFL:Subgradient
set A\ = m, A = A1+ A, and G = Ceo1 + A

- 1 k — 1 k
set T = - Yoz and @ = A > o A
UFL:0bjective functions evaluation
end while
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Algorithm 10 Truncated Simple Dual Averaging Algorithm for UFL (UFL-TSDA-
Euclidean)

Input: - 2° := %1

- The constants Dg and M
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution u € A" such that f(z) — ¢ (a) <e.

set k=1and ;=1

set xg = z°

compute & € Jdf(zo) and ug UFL:Subgradient
compute r; = arg rxrgcr?l {(&0, ) + Bigllz — 2°|13}

UFL:Quadratic projection onto A7,

compute & € df(z1) and uy UFL:Subgradient
set (1 =&
T =x and 4 = uy UFL:0bjective functions evaluation

while f(z) — ¢ (u) > € do
set k=k+1
compute xp = arg Imrélél {{(Ch—1, ) + ﬁk%”x - 950”3}

UFL:Quadratic projection onto A7,

set ﬁk = \/%#Q\/E

compute & € Of(zx) and uy UFL:Subgradient
set Cp = gk—l + &k .
T=1>qxandu=1> UFL:0bjective functions evaluation

end while
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In order to evaluate the running time of all algorithms, we need to study the com-
plexity of the three operations below, which are the most demanding operations in
the algorithms, i.e.,

1) the evaluation of the primal and the dual objective functions, f(z),z € A’ and
U(u),ue AT

2) the computation of the subgradients of the primal objective function, &, €
of (x),x € AL.

3) the computation of the quadratic projections onto A”.

We note that these operations can be efficiently conducted. Namely, as explained at
the end of the previous subsection, it takes O(nm) time to evaluate both objective
functions. Moreover, using Algorithm 7, a subgradient of the primal objective
function as well as a corresponding feasible dual solution can be computed in O(nm)
time. The oracle providing quadratic projection onto A} remains to be determined.

Towards that end, we consider a general formulation of the quadratic projections
onto A”,

n m 1 n m
minimize Z Z a;jyij + éb Z Z ys (7.13)
j=1 i=1 j=1 i=1
subject to  y € A}

where a € R™ and b € R,.. We observe that this problem is decomposable. Thus,
it is sufficient to solve the following n minimization problems,

RS LS~ 2 .
yj = arg min {z;aijxi+§bz;xi} Vi=1,...,n (7.14)

and Y= (y17"'ayn)‘

From the KKT conditions of a single optimization problem (7.14), we derive the
procedure described in Algorithm 11 for computing the general quadratic projection
onto A" (7.13).

Lemma 7.1
Algorithm 11 delivers in O(nmlogm) time an optimal solution to the following
problem

minimize Z Z aijYij + 517 Z Z Yij
7j=1 =1 7=1 =1
subject to  y € Al

where a € R™ and b € R,..
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Proof. To show that Algorithm 11 delivers an optimal solution we show that output

y and (A, w) satisfy the KKT conditions for the considered optimization problem.

Note that we assume the components of vector a to be ordered, i.e., a;; < ag; <
<y, forj=1,...,n.

Thus, we show that

1) aij+by;+XN\j—w;;=0fori=1,..., mand j=1,....n

2) yyw,;=0fori=1,....mandforj=1,...,n (orthogonality)
3) Yty =1forj=1,...,nandy;; >0fori=1,...,mandfor j=1,...,n

(primal feasibility)
4) XeR™and w;; >0fori=1,...,mandforj=1,...,n

(dual feasibility)
hold.
Let us fix j and consider & > 1 such that yy; = —3(\; + ar;) > 0 with
k

A= =0+ 200 ay).
Fori=1,....k, we have w;; = 0 and y;; = —%()\j +a;) > —%()\j + ayj) > 0 since

a;; < ag;. Thus, the KKT conditions 1), 2), and 4) are satisfied for i = 1,...,k
and fixed j.

For proving that they are also satisfied for : = k4 1,...,m and fixed j let us first
note that for k + 1,

k+1

1 1
_E( Tl b+ZaU +ak+1j> <0

=1
and thus —+(b + Zle a;;) + agy1; > 0. Then, fori=k+1,...,m,

yi; = 0
k 1 k
Wi = = (b —+ Zaij) + Qij = _E(b —+ Zaij) + Ax+15 > 0.

i=1 =1

o=

Finally,

m k

k k
3= 3 = S - 14D
i=1 =1

i=1 i=1 =1 i=1

H

Thus, y and (A, w) satisfy the KKT conditions for the considered optimization
problem.
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For fixed j the running time is O(mlogm + m) where the first term is due to
the sorting of the components of a, aij,...,an,;. Thus the total complexity of the
procedure is O(nmlogm). O

As mentioned in [CE05] and pointed out by one of the referees of the paper, the
sorting can be avoided using a variant of the weighted median algorithm, see [KV00],
and thus providing a linear time algorithm for solving the quadratic projection onto
AT . Nevertheless, the numerical results presented in the last section of this chapter
concern the algorithms using the non linear version of the quadratic projections onto
AT Algorithm 11, which is very simple to implement.

Algorithm 11 UFL:Quadratic projection onto A},

Input: - A vector a € R and a constant b € R,

Output: - The optimal solution y € A” of the quadratic optimization
problem described in (7.13).
- A Lagrange dual solution (A, w) € R™"™,

Order a such that a;; <agj <--- <ayjforj=1,...,n.
for j =1ton do
set \j = —=(b+ Y1 a;;) and k =m
set y; = —5 (A + any)
while y,; <0 and k> 1 do
k=Fk—1
set A; = =5 (b + 2., aiy)
set g = —3(Aj + ax)

end while
for:=1to k do

set yij = — 2% and w;; = 0
end for

fori=%k+1tomdo
set Yij = 0 and Wyj = >\j + Qg5
end for
end for

Now, we have all the required information for the investigation of the running time
of the UFL-SDA-Euclidean Algorithm (8), the UFL-WDA-Euclidean Algorithm (9)
and the UFL-TSDA-Euclidean Algorithm (10).

Theorem 7.2
Given € > 0, the UFL-SDA-FEuclidean Algorithm (8) and the UFL-WDA Algorithm
(9) output in O (E%Hc + flI3n*mlogm) time a primal and a dual solution, T € A™

and w € A", such that f(z) — ¢ (u) <.

n ’
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Proof. Using the theoretical result presented in Theorem 4.7, we know that if we
run either the Simple Dual Averaging Algorithm or the Weighted Dual Averaging

Algorithm for (%D—g — 1) iterations, we obtain a primal and dual solution, z € A7,

and u € A", such that f(z) — ¥ (u) <€, e > 0. Thus we need to run

e+ fl3n(m—1) < 9le+ fli3n
€2 2 m -2 €2

of the UFL-SDA-Euclidean Algorithm or the UFL-WDA-FEuclidean Algorithm to

have a primal and a dual solution with an additive gap of e.

At each iteration we need to compute a subgradient, which requires O(nm) time, a
quadratic projection onto the A”  which requires O(nmlogm) time, and to evaluate
both primal and dual objective functions, which requires O(nm) time. Thus, each
iteration takes O(nmlogm) time and thus, the running time of the considered
algorithms is

<—||c—|—f|| n mlogm) :

Theorem 7.3

Given € > 0, the UFL-TSDA-Euclidean Algorithm (10) outputs in
O (5n*mlogml| fl|3) time a primal and a dual solution, T € AP, and @ € AT,
such that f(z) — (u) <e.

8M? Dg
e og
iterations of the Truncated Simple Dual Averaging Algorithm, we obtain a primal
and dual solution, z € A?, and u € A", such that f(z) — ¢(u) <€, € > 0. Thus,

we need to run UFL-TSDA-Euclidean Algorithm for
16]|f[I3 n (m — 1) 8Hfllg

e 2 m €2

Proof. Using the theoretical result presented in 4.8, we know that if we run

iterations to have a primal and a dual solution with an additive gap of e.

As for the UFL-SDA-Euclidean Algorithm and the UFL-WDA-Euclidean Algo-
rithm, each iteration takes O(nmlogm). Finally, the running time of the UFL-
TSDA Algorithm is

1 _
0 (;anlogmeH%) .
]

We note that UFL-TSDA-Euclidean Algorithm outperforms the other two algo-
rithms. In the last section of this chapter we confirm this observation with numer-
ical results.



7.2 Optimization Methods 101

Excessive Gap Method

The first step in the elaboration of the Excessive Gap method is the creation of
smooth approximation functions for both primal and dual objective functions. This
corresponds to the choice of the prox-function dg and the prox-function dp, defined

in (7.8) and (7.10).

Using the same notation as in Section 5.2 we define the following smooth approxi-
mations:

~ m n R n ~ 1 n . 2
Jup (@) = (Z CijTij + max {Z; JiuisTi; — Spp Z;(Uij — ug;) })
j= j=

i=1 \j=1

(7.15)

j=1 =1

(7.16)

with the smoothing factors g > 0 and pp > 0. Recall that z° is the minimizer of
do(z) over @ and u° is the minimizer of dr(u) over T', see (7.8) and (7.10). We note
that both approximation functions, f,, and 1,,,, are separable either per client or
per facility as the objective functions, f and v, themselves.

Recall that we denote by w,,; the maximum over A" of
{221 Z?:l fluw:ﬁw — %[LP Z:il Z?:l (uij — U%)Q} and by muQﬂ] the minimum
over Ay, of {3210 S0y (e + il )i + $ig Xty Sy (s — 252

The gradient of the smooth approximation functions are Lipschitz continuous and
are defined as follows,

Vfup (‘%)z] = cij + fiu{“Pvi‘}ij Vi, (ﬂ)” = fix{uQvﬁ}ij
fori=1,...,mand 7 =1,...,n. Their corresponding Lipschitz constants are
2 2
qupvQ = —MP LWQ,P - _,LLQ .

Hence, computing a gradient demands the use of Algorithm 11 to compute respec-
tively u,, z and x,, 4.

In Algorithm 12 we tailor the Excessive Gap algorithm (Algorithm 4) to the linear
programming relaxation of the UFL problem. The initial smoothing factors ,u% and
u% are then given by

Wty =24

0P\ — = = 2fmax

Dp m | (n—1)
O'QO'pDQ n
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| D n [(m—1)
% :=|A 9 = Jmax .
ol H HQ’P O'QO'pDP f m (Tl — 1)

Before specifying Algorithm 12, we study the structure of the primal and the dual
Gradient Mapping. Let 2 € R™, @ € R™, pug > 0, and pup > 0. The primal
Gradient Mapping at 7, GMj, (%), is defined as follows,

and

N . 3 . L. 3
GMy, (T) = arg min UV fup (@), y — ) + THy — |3}

. 3 Ly, .
= arg min {(Vf.,.(%),y) + =22y — 7|13}
yeQ 2

and the dual Gradient Mapping at u, GM%Q (@), is defined as follows,

5 B o Ly, P ~
GMy,o (@) = arg max {(Vihu(@),v — i) — —a2 v — i3}
L ) P
= arg min {— (Vi (@), 0) + —2 |l — al|2}.

veP

Both optimization problems are quadratic projections onto A" | respectively on A",
As shown in Lemma 7.2.1, these projections can be solved in either O(nmlogm)
or O(mnlogn) with Algorithm 11.

Theorem 7.4 (Theorem 2 and Lemma 1 in [CEO05])

Let n > m. Then, given € > 0, the UFL-EG-Euclidean Algorithm (12) delivers in
O (L frmazn®?m®?logn) time a primal and a dual solution, T € A?, and @ € AT,
such that f(z) — (u) <e.

Proof. Using the theoretical results in Theorem 5.4, we know that if we run

M @ iterations of the Excessive Gap algorithm, we obtain a primal and
Qop

dual solution, z € A?” and u € A", such that f(Z) — ¢(u) <€, € > 0. Thus we
need to run 2f%\/ (n — 1)(m — 1) iterations of the UFL-EG-Euclidean Algorithm
to get a primal and dual solution with an additive gap of e.

At each iteration of the UFL-EG Algorithm we either need to solve two quadratic
projections onto A and one quadratic projection onto A or two quadratic pro-
jections onto A and one quadratic projection onto Al . Assuming that there are
more clients to deliver than potential facilities to open, i.e., n > m, we have that
each iteration takes O(mnlog (n)) time. Moreover, recall that the evaluation of the
primal and dual functions take O(nm).

Thus finally, the running time of the UFL-EG-Euclidean Algorithm is

1
@) (—fmazn3/2m3/2 log n> )
€
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Algorithm 12 Excessive Gap Algorithm for UFL (UFL-EG-Euclidean)

Input: - 2° = %1 e R™™
- Initial smoothing factors ,uOQ and u%
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution @ € A" such that f(z) — ¢ (u) <e.

set k=0
compute xg = GM;o (z°) UFL:Quadratic projection onto Al
compute ug = Upf, o UFL:Quadratic projection onto A"
while f(zy) — ¥(u;) > € do
if k is even then
compute x, K g UFL:Quadratic projection onto A7,
5 k+1
set & = F5Tk + 2T
compute u, b & UFL:Quadratic projection onto A"
set Ugy1 = %uk + k_isuug,i“
compute GMfu‘;D (z) UFL:Quadratic projection onto A},
set Tpy1 = GMy, X (2)
k+1 _ k+1 k+1
set figy kiqu and pptt = pk,
else
compute u, b i UFL:Quadratic projection onto A"
N
set @ = pus + 533 Uply oy
compute z,, X UFL:Quadratic projection onto Al
set Tpi1 = k+3mk+ k+3 Lk i

compute GMy, , () UFL:Quadratic projection onto A"
I
set g1 = GMw k (@)

set uk+1 = ) and phtt = o JTYS
end if
set k=Fk+1
UFL:0bjective functions evaluation
end while

set T = x, and 4 = ug
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]

Note that the difference with respect to the result presented in [CE05], Theorem 2
and Lemma 1, is the factor log n due to the sorting required for solving the quadratic
projections onto A’ using Algorithm 11.

The UFL-EG-Euclidean Algorithm outperforms all three Primal-Dual Subgradient
algorithms, in the dependence on the input data as well as in the dependence on
the absolute error e. The numerical results given in Section 7.4 strongly support
this observation.

7.2.2 Entropy Function

We study now another choice of prox-functions and norms. For the space’s norms,
we consider the following combination of the norm 1 and the Euclidean norm. For
z € R" let us write it as z = (x1,...,2,) with z; € R™ for j = 1,...,n and endow
the primal space with the norm ||z||¢ defined as follows,

" 1/2 W S om 2\ 1/2
lzllq = (Z ||%‘||?> =1 <Z |9Uz‘j|>
j=1 j=1 \i=1
Symmetrically, we endow the dual space with the norm ||ul|p,
1/2

Jullp = (im)/ i(ZH) ,

i=1 \j=1

with v = (U, ..., up), u' € R" fori =1,...,m.

As prox-function, we choose the Entropy function defined for the primal space as
follows

do(x) = nlom+ Z Z T Ina;; (7.17)
i=1 j=1

and for the dual space,

dp(u) = mlnn—l—ZZuij In w;;. (7.18)

i=1 j=1

Note that both functions are well defined over Q(= Al respectively over P(= A").
Moreover, the convexity parameter g = 1 over () and the convexity parameter
op =1 over P.
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Lemma 7.5 ([Nes05c|, Lemma 3)
The proz-function dg is smooth and strongly convex with og = 1 over the set Q)
with respect to the norm ||.||q-

Proof. Clearly, the function dg(z) is smooth over its domain. From theorem of
Taylor, we have that dq(z+h) = do(x) + (Vdg(x), h) +5(df(n)h, h) for n a convex
combination of x and (x + h), both in ri@Q) and where the second derivative of dy is

. m n h?j
given by <d22(77)h, h) = Zi:l Zj=1 nij

Now we fix j and using Cauchy-Schwartz we get a lower bound for the second
derivative at 7. Namely,

2
2 — . g — . hij o h_?ﬂ
1 <; | & ’> (; Vij mj) Z Nij ;m] i=1 77ij'

Summing over j we get [|h|g, < (df(n)h, h) and thus,

do(e +h) > do(x) + (Vdq(x), ) + 5 ],

]

The minimizer of dg(x) over @ is #° = L1 and the minimizer of dp(u) over P is
u’ = %1. Both can be easily computed using the KKT conditions. The maximum
of dg(x) over @) is attained at the extreme points of the set (), namely if the
maximum of a convex function over a convex set is attained, it is allways attained

at an extreme point of the set. Then, Dy = maéc do(z) = nlnm. Respectively,
fAS
Dp := max dp(u) = mlnn.
ueP

The norm of matrix A remains to be computed.

A = max max (Ax,u
[4le.r ||:c\|@<1uuup<1< u)

= E § fzuz]xz]
||90HQ<1HUHP<1

=1 j=1
<
- ||£ﬂ3§1uuuf’<i(f?%x fllzlallul>
(for w € R, |lwll2 < [Jw|i < V/nllwl2)
< fmax max max [|z|g|lullp = fmax- (7.19)

ll= HQ<1II ullp<1

Since [|.||2 < ||.||1, it is not suprising that we get the same bound for the norm of A
as when we consider Euclidean norms.
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Primal Dual Subgradient Method

In order to use the Dual Averaging Method we need to evaluate an upper bound
for the norm of the subgradients computed at each step of the method.

Lemma 7.6 12
et R — R defined as €(e) i= (6.0}, Then el = (S (max )

Proof.

1€llg == max ZZ&]'TU = llff||lg><<122|§zg|!%!

vaIIQ<1 1 i1
<
= H?@é] (max [&4]) ZW’
" Y2 /0 om 1/2
< )2
< s (Stmsielr) (D)
7=1 7j=1 =1
n 1/2 " 1/2
_ J
) (Z(lglgx ) ) - (ZM nw>
j=1 j=1
& if max (6] = |6y
Now define 7, := ’ 1§i§7’?| il = 1l and z := Ilfll . Then,
0 otherwise
5 m . m S (max [6,))?
Tii I=1M1<i<m
3N ura =Y gt = 5 = = lelly.
2 2l ~ (S ma [€5D2)Y

Recall that &; = ¢y + fiug;, i = 1,...,mand j = 1,...,n with u* € U(x) is a
subgradient of f(x), x € R™ (se Equatlon 7.7). Then,

n 1/2
2
(ZQ@%X Cij + fmas) )

j=1

IN

" 1/2
||§||Z) = <Z<1I£%X |Czj+fz |)2)

7j=1

< \/ﬁ(cmax + fmaa:) =: L

where ¢ = max max ¢;
maT e 1<iem
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To use the Truncated Dual Averaging Algorithm we need to bound the subgradient
variations. Thus, let z and y € R™ and let £, and §, be the subgradient of f at =,
respectively the subgradient of f at y. Then, for u* € U(z) and w? € U(y),

n

1/2
fo - fszg = Z(lfgiagﬁfcij + fzufj - (Cij + fo%)DQ)

Jj=1

J=1

n 1/2
= | G il —ué’jw?)

" 1/2
< ngfmz> < \/ﬁfmax =: M.
j=1

Now we have all the elements needed to apply the Primal-Dual Subgradients algo-
rithms to the linear programming relaxation of the UFL problem. Algorithm 13
corresponds to Algorithm 2 using the simple averages sequences (4.12), Algorithm
14 corresponds to Algorithm 2 using the weighted averages sequences (4.13), and
Algorithm 15 corresponds to Algorithm 3.
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Algorithm 13 Simple Dual Averaging Algorithm for UFL (UFL-SDA-Entropy)

Input: - z° := %1

- The constants Dy and L
- An absolute error € > 0

Output: An approximate primal solution z € A?, and an approximate
dual solution u € A such that f(z) — ¢ (u) <e.

setkzoandﬁozl
set xg = z°
compute & € df(x°) and ug UFL:Subgradient
set o = &o
set T = x¢ and u = ug.
while f(z) —¢(u) > € do

set k=k+1 R

compute f = fo- -+ 5 and 5 = £

compute z; = arg min {(Ge1, @) + G iy iy iy Inwy}

UFL:Entropy projection onto A7,

compute & € df(xy) and wuy UFL:Subgradient
set Cp = Ck# + &k .

=7 2o and &= g Yoo UFL:0Objective functions
evaluation

end while
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Algorithm 14 Weighted Dual Averaging Algorithm for UFL (UFL-WDA-Entropy)

Input: - z° := %1
- The constant D
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution u € A such that f(z) — ¢ (u) <e.

setkzO,andBozl

set xg = 2°
compute & € df (xg) and ug UFL:Subgradient
set Ao = m, Ao = Xo, and (o = Aoéo

set T = x¢ and u = ug.
while f(z) — ¢ (u) > € do
set k=k+1
3 — 1 _ 13
Compute ﬂk — ﬂk—l + Br1 and 6]4 — \/ﬁﬁk
compute x = arg min {(Qe—1, ) + B D25y D005 wij In iy}
UFL:Entropy projection onto A7,

compute & € Of (xy) and uy UFL:Subgradient
set )\k = m, Ak = Ak_1 + /\k, and Ck - gk—l + >\k§k

_ k — k
set T = Aik Yoz and @ = Aik > o N
UFL:0bjective functions evaluation
end while
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Algorithm 15 Truncated Simple Dual Averaging Algorithm for UFL (UFL-TSDA-
Entropy)

Input: - z° .= %1
- The constants Dg and M
- An absolute error € > 0

Output: An approximate primal solution z € A and an approximate
dual solution u € A such that f(z) — ¢(u) <e.

set k=1and 5; =1

set xg = z°

compute & € Jdf(zo) and ug UFL:Subgradient
compute z; = arg 1;1616121 {0, @) + B1 D5y D imy wij Inwy;}

UFL:Quadratic projection onto Al

compute & € df(z1) and uy UFL:Subgradient
set (1 =&
T = and 4 = uy UFL:0bjective functions evaluation
while f(z) — ¢¥(u) > € do

set k=k+1

compute T, = arg g&r} {{Ce—1, ) + B Z?Zl Yo i Inw;}
UFL:Entropy projection onto Al

set O, = \/E\/E

compute & € Of(zx) and ug UFL:Subgradient
set ( = gk—l + &k .

T=1>qxandu=1> UFL:0bjective functions evaluation

end while
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In the following we study the complexity of the oracle needed by the three algo-
rithms, Algorithm 13, 14, and 15, i.e., UFL:Entropy projection onto A} .

First we observe that due to the separability by clients of the Entropy function
do(z) we can rewrite the projection onto A} as follows: at iteration k& we have
Tpy1 = (21,...,2,) where for j =1,...,n

.1'] arg yrgin {;Ck 11]y1+6k;y1 nyz} (7 0)

Using the KKT conditions of a single optimization problem in (7.20), we can show
that this problem has a closed form solution.

Namely, let the problem described by Equation (7.21) be a generic formulation of
the optimization problem (7.20),

minimize i i a;;yi; +b i i Yij Iny;; (7.21)

j=1 i=1 j=1 i=1
subject to  y € A,

where a € R™ and b € R, Lemma 7.7 solves Equation (7.21).

Lemma 7.7
Consider the generic optimization problem of Equation (7.21) and let y € R™ and
(A, w) € R™™™™ be defined as follows:

e—aij/b
i = = Yi=1,. j= n (7.22)

Zlnil —ay;/b
Aj o= —b (— In (Z e_‘”f/b) ) R} (7.23)
w;; = 0 Vi=1,. j=1,...,n. (7.24)

Then, y is primal feasible and optimal and (A, w) is dual feasible and optimal.

Proof. We verify that the solution y and (A, w) satisfies the KKT conditions for the
optimization problem described by Equation (7.21):

2. yywy; =0 Ve=1,....m, j=1,...,n (orthogonality)

3> My =1 Vji=1,...,nandy; >0 Vi=1,...,m, j=1,....n
(primal feasibility)
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4 wy; >0 Vi=1,...,m, j=1,...,n (dual feasibility)
Since w;; =0 for i =1,...,m and j = 1,...,n, the orthogonality condition (2) as
well as the dual feasibility (4) are trivially satisfied. The primal feasibility (3) is
also easily verified. Namely, fori=1,...,mand j=1,...,n, y;; = Z:;Li:l/b >0

1=1¢

and for fixed j we have Y yi; = S (e %i/b) /(30" e~ /%) = 1. Finally,

CLij + b(ln y,-j + 1) + )\j — wij

= a;+b (—aij/lﬂ—ln (1/%6“””’)) —b <ln (1/%6%‘/1’) + 1)

= 0

fort=1,...,mand j =1,...,n. All KKT conditions are satisfied and thus y is
primal feasible and optimal and (A, w) is dual feasible and optimal. ]

We note that the computation of the primal solution y in Lemma 7.7 requires
O(nm) time. Now we are able to derive the running time of the Algorithms 13, 14,
and 15.

Theorem 7.8

Given € > 0, the UFL-SDA-Entropy Algorithm (13) and the UFL-WDA-FEntropy
Algorithm (14) output in O (% (Cmaz + finae)?n®*mInm) time a primal and a dual
solution, T € A, and u € A", such that f(z) —(u) < e.

Proof. Using the theoretical results in Theorem 4.7, we know that if we run either
the Simple Dual Averaging Algorithm or the Weighted Dual Averaging Algorithm
for (%f—g — 1) iterations, we obtain a primal and dual solution , z € A?, and
u € AT, such that f(z) — ¢ (u) <€, e > 0. Thus we need to run

9n2(cma:c + fmaa:)2 Inm

€2

gn(cmax + fmaw)Q
62

of the UFL-SDA Algorithm or the UFL-WDA Algorithm to have a primal and a
dual solution with an additive gap of e.

nlnm—1<

At each iteration we need to compute a subgradient, which requires O(nm) time, an
entropy projection on A”  which requires O(nm) time, and to evaluate both primal
and dual objective functions, which requires O(nm) time. Thus, each iteration takes
O(nm) time and the running time of the considered algorithms is

1
O (—n?’mln m(Cmaz + fmax)Q) )

€2
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Theorem 7.9

Given e¢ > 0, the UFL-TSDA-Entropy Algorithm (15) outputs in
O (% f2.n®*mInm) time a primal and a dual solution, T € A7, and u € A, such
that f(z) —¢¥(u) <.

Proof. Using the theoretical results in Theorem 4.8, we know that if we run 8@5 : f—g
iterations of the Truncated Simple Dual Averaging Algorithm, we obtain a primal
and dual solution, z € A” and u € A", such that f(z) — ¥ (u) <€, € > 0. Thus,
we need to run UFL-TSDA-Entropy Algorithm for 87"‘21“6—2#’2’“” iterations to get a
primal and a dual solution with an additive gap of e.

As for the UFL-SDA-Entropy Algorithm and the UFL-WDA-Entropy Algorithm,
each iteration takes O(nm). Finally, the running time of the UFL-TSDA-Entropy
Algorithm is

1
O (—Qfgwxn?’mln m) .
€
O

As with the algorithms based on the Euclidean Norm, we note that UFL-TSDA-
Entropy Algorithm outperforms the other two algorithms.

Excessive Gap Method

We now apply the Excessive Gap method to the linear programming relaxation
of the UFL problem using Entropy functions and Entropy norms for defining the
primal and dual smooth approximations,

fNP (f) = Z (Z Cijfij + Jlneagi {Z flu”i"” — Up Zuij lnuij})
j=1 j=1

i=1 \j=1

(7.25)

Yo (@) = 1 (I?eliAﬂm {Z(%’ + fillig)wy; + pg Y wiyIn l’w})

i =1 i=1

(7.26)

with the smoothing factors pg > 0 and pp > 0. Note that both approximation
functions, f,, and ¢, , are separable either per client or per facility as the objective
functions, f and v, themselves.

The gradient of the smooth approximation functions are Lipschitz continuous and
are defined as follows,

V fup (i')w = cij + fiu{upﬁﬁ}ij Vg (ﬁ)” = fix{:“‘Q7ﬂ}ij
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for e = 1,...,m and 7 = 1,...,n. Recall that we denote by w,,; the maxi-
mum of {Z:il Z?Zl fitijZij — pp >y Z?Zl u;j In uij} over A and by x,, 4 the

minimum of {Z:L > i (e + fitlig) i + po oy D i iy In xij} over A" . Their
corresponding Lipschitz constants are
2 2

max _ Jmax
- Ly,yp ="

L —
Jup@ = HQ

Consider Algorithm 16, which corresponds to the application of the Excessive Gap
algorithm (Algorithm 4) to the linear programming relaxation of the UFL problem.
The initial smoothing factors g, and p} are given by

Dp Imlnn
0 =24 = 2 fmaz
Ho 14lle.r ogopDg / nlnm
D Inlnm
0 Q
= A — ~ = Jmax TR
e = [[Alle.p \/ ogopDp / mlnn

Now, we study the structure of the primal and the dual Gradient Mapping, the
main object in the Excessive Gap method. Let 2 € R™, u € R™, ug > 0, and
pp > 0. The primal Gradient Mapping at #, GMy, (7), is defined as follows,

and

- . . + Lrpe -
GMy, (@) = arg iy {(Vhp 0y =3+ Ly - sl (rm)

and the dual Gradient Mapping at «, GM%Q (1), is defined as follows,

Ly, P
2

GMy,, (@) = arg max {(Vzﬁw(ﬂ),v —u) — lv — 12||?3} . (7.28)

We recall the definitions of both primal and dual norms,

lyle :={>_ (Z |$z‘j|> and [[ullp = | > ( |uz‘j|>
=1

j=1 =1 =1

1/2

The optimization problems (7.27) and (7.28) are either separable per client or per
facility. However, they are not as simple as when Fuclidean norms are considered.
Once a client or a facility is fixed the remaining optimization problems are of the
following type.

2
m 1 m

opt := minimize Z a;i(y; — y;) + §b (Z ly; — yl|> (7.29)
i=1 i=1

subject to  y € A,
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where a € R™, gy € A, and b € R,

Next lemma is the key for solving the previous optimization problems.

Lemma 7.10 ([Nes05c], Lemma 6)

Let ||.|| be any norm in R™ and let ||.||* be its dual norm. Then, for any b > 0 and
any h and g
1 1 .
(1) o101? = e { ) = gl = o} (7.30)
holds.

As in Section 5 in [Nes05c|, we use Lemma 7.10 to rewrite the optimum of problem
(7.29) as follows. Note that we consider the norm ||.||; and its dual ||.||s.

2
. I i
opt = Injn (a,y—y>+§b (Z‘yz—yzo

i=1

YEA, s

—  min max {<S,y—§>—2ib(H$—aH*)2}
= g g {5 =) - gyl —al P+ 20 - )}

y=>0

_ 1 .
= max { (o) = gl — ol A

S,A

siZAforizl,...,m}

7_2
= ‘“{ (.0 = 55 A

si>Aand |s; —a;| <7 forizl,...,m}

Since |s; —a;| < 7 fori=1,...,m, we have s; = max{a; —7,\} fori =1,...,m and
A < a; + 7 must hold for 7 =1,...,m in order to have a feasible problem. Then,

—opt = mm {Zylmax{aZ T)\}—i———)\ )\gamm—i—T,TZO}

where a,,;, is the smallest component of vector a.

Since the objective function is decreasing in A, we have that the optimal \* =
Gmin + 75, Wwhere 7% optimal. Thus,

2
—opt = mm {Zyzmax{al Qpnin — 2T, 0}+2b} (7.31)

=1

Assume now that the components of vector a are ordered increasingly and note
that the objective function in (7.31) is defined differently on the following intervals

] —00,0], [0, 254, [f25f asd] [t dmofl] (&m0l 400l In order to find
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the optimal 7* it is sufficient to study the objective function in these intervals, i.e.,

to check its derivative at the following points 0, 5% ... 4mtl,

Suppose now that the optimal 7* is in the following interval [*#=—=", %] Then,

either 7% := 203", ¢; or 7* := #=—% and s} = max{a; — 7", \*} = max{a; —
: .
™4+a fori=1,....k—1
T ) = . . . Moreover ||s* — a||* = max |s; —
a;—71° fori=k,....,m 1<i<m
a;| = 7.

The optimal y* remains to be computed. For that sake we consider Lemma 7.10
again. Namely, we look for y* € A,, such that 0 € d,{—(s*,y — ) + 5 (||s* —a[[*)*}.
Assume for the sake of simplicity that all components of a are different, then by
definition of s* we have that ||s* — al|* = maxl{|s — a;|} is attained at ¢ = 1 and
i=k,...,m. Now, define ¢ := —y*+y+7% “(\eg— Yo e) with A +>77" A =1
and A, )\k, .+ +yAm > 0, and note that ¢ € 8 {—(s*,y" — )+ 5 (||ls* —al*)*}. Then,
we compute y* by setting ¢ = 0 and choosing the convex combination of the vectors
€1, —€ky ..., —€Em, 1.e., choosing Ay, A, ..., A\, which generate y* € A,,.

To continue, we note that to compute y* we need O(mlogm), which corresponds
to the sorting of the vector a. Since for computing the primal gradient mapping
GMj, ,(Z) we need to solve a problem of the type of the generic problem (7.29) n
times, the evaluation of GMWQ () requires O(nmlogm). Respectively, for com-

puting the dual gradient mapping we need O(mnlogn).
Now, let us evaluate the running time of UFL-EG-Entropy Algorithm.

Theorem 7.11
Let n > m. Then, given € > 0, the UFL-EG-Entropy Algorithm (16) delivers in

@] (l 32m32 log nvInn In mfmw> time a primal and a dual solution, * € A, and
u € A", such that f(z) — ¢ (u) <e.

Proof. Using the theoretical results in Theorem 5.4, we know that if we run
44l /DeDp

; - iterations of the Excessive Gap algorithm, we obtain a primal and
Qop
dual solution, z € A and u € A"

msuch that f(z) — ¢ (u) <€ € > 0. Thus we
need to run 2fmas vnmInnlnm iterations of the UFL-EG-Entropy Algorithm to get
a primal and dual solution with an additive gap of e. At each iteration of the UFL-
EG Algorithm we either need to solve two entropy projections, one onto A?, and one
onto A, which take O(nm) time and one projection of the square of the entropy
norm either onto A or into A, which takes either O(nmlogm) or O(mnlogn).
Assuming that there are more clients to deliver than potential facilities to open, i.e.,
n > m, we have that each iteration takes O(mnlogn) time. Moreover, recall that
the evaluation of the primal and dual functions take O(nm). Finally, the running

time of the UFL-EG-Entropy Algorithm is O <%n3/ 2m?2lognvInnlnm fmax) . O
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Algorithm 16 Excessive Gap Algorithm for UFL (UFL-EG-Entropy)
Input: - z° = %1 e R™™
- Initial smoothing factors ,uOQ and u%
- An absolute error € > 0
Output: An approximate primal solution z € A and an approximate
dual solution @ € A" such that f(z) — ¢¥(u) <e.
set k=0
compute zo = GMj , (x°) UFL:Entropy norm projection onto Al
P
compute ug = Up0, a0 UFL:Entropy projection onto A"
while f(x) — ¥ (u) > € do
if k is even then
compute z, b, UFL:Entropy projection onto A7,
N
set & = o+ i3 Lyl
compute u, b & UFL:Entropy projection onto A"
set Ugy1 = %uk + k_i?,uu’éﬁf
compute GM; , (Z) UFL:Entropy norm projection onto Al
Hp
set Ty = GMy, . (2)
set Mk+1 ]iziéﬂQ and g = ik,
else
compute u, b i UFL:Entropy projection onto A"
£ kel
set @ = gk + 73 Uply o
compute z, ﬁ UFL:Entropy projection onto Al
Set Tpt1 = k+3xk + 5 k+3 Lk
compute GMy k( ) UFL:Entropy norm projection onto Al
set U1 = GMw k ( )
set Iuk+1 _ MQ and pht = ]ZE,:“P
end if
set k=Fk+1
UFL:0bjective functions evaluation
end while

set T = x, and 4 = uy
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7.3 From an Absolute to a Relative Error

In this section, we construct a decision making procedure A-FEAS, using the al-
gorithms presented in the previous sections as explained in Chapter 3.3. Table 7.1
resumes the running time of the different algorithms for the linear programming re-
laxation of the UFL problem. We note that all either depend on |¢||2, |||, lc+ f]|2,
Cmaz, OT fmaz, Which we would like to remove. In order to create the decision making

Running Time

dependence of # of iterations

time per iteration

on € on problem data
UFL-SDA-Euclidean | 1/¢? O(nllc+ f13) O(nmlogm)
UFL-WDA-Euclidean | 1/¢? O(nlc+ fII?) O(nmlogm)
UFL-TSDA-Euclidean | 1/¢? O(n||f]12) O(nmlogm)
UFL-SDA-Entropy 1/62 O(m* nm(cmar + frnaz)?) O(mn)
UFL-WDA-Entropy | 1/ O(n2Inm(cmaz + finaz)?) O(mn)
UFL-TSDA-Entropy | 1/¢€? O(m*Inmf? ) O(mn)
UFL-EG-Euclidean 1/e O(v/nm fomaz) O(mnlogn)
UFL-EG-Entropy /e  O(Wnmlnnlnmf,..) O(mnlogn)

Tab. 7.1: Running Time of UFL Algorithms for an absolute error ¢ > 0

procedure, we consider the following two results that follow closely [GK02].

Lemma 7.12 (Lemma 2 in [CEO05])
Let (z,y) be any feasible solution of UFL-LP. Then,

a) if there is some y;, > 0 with fi, > 3 2cr > icp CijTij + D _icr [il)i, we can find
a new solution (Z,y) with strictly smaller objective function value such that

Qio = 07

b) if there is some Ti,j, > 0 with c;,j, > D icr > icp CijTij + D _icr filli, we can find
a new solution (Z,y) with strictly smaller objective function value such that

Livjo — 0.

Proof. For sake of clarity let us denote the objective function in UFL-LP by

p(r,y) = Zie]-‘ ZjeD CijTij + Zie}' Jivi-

a) We note first that g;, < 1 must hold. We define then (z,7) as follows,

Tij

17Eioj

=0 Y jeD,

- 1_?/;0 VieF\{i},
0.

Vie F\{i}, j€ D,
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We can easily check the feasibility of (Z,y). For fixed j € D, >, 2y =
(Zief\{io} Zf'w>/<]_ — i’@)j) = (]_ — ZZ‘ZO])/(]_ — i‘ioj) =1 and for 7 - F and j - D,
Ty < 0;/(1 = %) < 4;/(1 = §;,) = §;. Furthermore, p(2,9) < = (p(z, ) —

B Yio
—Yio

fiin) < Taep(Z,9).

b) We note first that 7, ;, < 1 must hold. We define then (Z,7) as follows,

Ty = Ty VieF, je D\{j},
Bijo = e VieF\ i},
Tiyjo = 0
Ui = 1_;’20% VieF.

(2,9) is feasible. For fixed j # jo, D jcrij = D jerTij = L and Y. 35, =
Zie]—'ji_jo/(l — jiojo) — i.iojo/(]‘ — jiojo) = 1. FOI' all 7 € f and j € D \ {jo},
Zij =Ty <P < Ui/ (1—Ti,;,) = 0. For all i € F\{io}, 245, < Tij, /(1 — Ti,j,) <
yi/(1 — Zi,j,) = ;- Now, we evaluate the value of the objective function at
(‘%J/g)7 p('fai’) < (p(i7g) - Ciojo‘fiojo) < 1_?“0]9('%,?)‘

~Tiojo

175:7;07'0
O

Suppose that we know that the optimal value OPT of UFL-LP is greater than a
certain bound R. Then, we can drop all facility locations with building costs bigger
than R and we can prevent assigning clients to facilities with delivering costs greater
than R. In the following lemma we derive an upper bound for the optimal value
OPT of UFL-LP.

Lemma 7.13 (Lemma 3 in [CE05])

For each client j € D, let LB; := miner(c;; + f;) and LB := max,ep LB;.
Then, LBKOPT < nLB and a feasible solution to UFL-LP exists whose cost is
also bounded by (n LB). Recall that OPT denotes the optimal value of UFL-LP.

Proof. It is clear that LB; is a lower bound for each client j € D. For the upper
bound consider the solution obtainend by opening all the facilities that realize the
minima of LBj, j € D. Then, the solution is feasible and its cost is at most
ZJED LB; <n LB. O

For given €, R > 0, we construct a decision procedure A-FEAS using the UFL-SDA-
Euclidean Algorithm as follows. First we remove all facility locations with building
costs f; > R and we forbid a client to be assigned to a facility if the corresponding
delivering costs are bigger than R and we run N = (9’?" — 1] iterations of the
algorithm. If the objective value at solution delivered by the algorithm, Zy, is
smaller or equal to (1 4 €)R, the decision procedure returns Zy, or else it claims

that OPT > R.
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Running Time
# of iterations time per iteration
UFL-SDA-Euclidean O(n*m(loglogn + %)) O(nmlogm)
UFL-WDA-Euclidean O(n*m(loglogn + %)) O(nmlogm)
UFL-TSDA-Euclidean O(nm(loglogn + %)) O(nmlogm)
UFL-SDA-Entropy O(n*Inm(loglogn + %)) O(mn)
UFL-WDA-Entropy O(n?*Inm(loglogn + %)) O(mn)
UFL-TSDA-Entropy O(n?*Inm(loglogn + %)) O(mn)
UFL-EG-Euclidean O(yv/nm(loglogn + 1)) O(mnlogn)
UFL-EG-Entropy O(vVnmInnlnm(loglogn + 1)) O(mnlogn)

Tab. 7.2: Running Time of UFL Algorithms for a relative error ¢ > 0

Let us show that the previous decision procedure is valid. For ¢ > 0, we need to
run O(5nllc+ f113) iterations of UFL-SDA-Euclidean to have a primal solution Z
and a dual solution @, with f(Zy) — ¢(uy) < €. Note that |[c + f|l» < 2¢/nmR
since we assume OPT < R and we remove the too expensive assignments. Thus, if
we run N = (972# — 1] iterations we have

f(Zn) <eR+¢(un) <eR+ OPT < (1+¢€)R.

Finally we apply Lemma 3.8 using the initial solution given in Lemma 7.13 to
obtain an algorithm, that finds an approximate solution with a relative error of €
in O(n*m(loglogn + %)) iterations.

The same idea can be applied using the other algorithms. Table 7.2 resumes their
convergence results.

The fastest algorithms we are aware of for the UFL-LP have been developed by
Young [You00], Garg and Khandekar [GK02], and Chudak [Chu03]. Their running
time is O(nm?log n(loglogn + %). With respect to the dependence of the running
time on €, the Excessive Gap method improves this result. However, with respect
to the dependence of the running time on the input size, our algorithms are less
effective.

7.4 Numerical Results

The algorithms used here were tested using randomly generated instances of the
UFL problem where the facility locations and the clients are located at random in
the unit square [0, 1] x [0, 1]. We proceeded as in [BC99]. We chose n points in the
unit square uniformly and independently, each simultaneously corresponding to a
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facility location and a client. The cost of delivering the clients are proportional to
the Euclidean distance between the clients and the facility locations. All facilities
have the same building costs. We considered three different types of building costs.
The first type is /n/10, the second type is v/n/100, and the third type is y/n/1000.
Depending on the building costs we get instances with different properties. In
general, instances with high building costs are difficult to solve. To avoid numerical
problems, we rounded the data to 4 significant digits and multiplied all values by
10%. Thus, all data entries are integer. All results were obtained using a computer
with a cpu running at 2.2 GHz.

We primarily compared the number of iterations that each algorithm required.
As expected, the Primal-Dual Subgradient algorithms performed worse than the
algorithms based on the Excessive Gap method, see Tables 7.3 and 7.5. Even if
the theoretical running time is better for the algorithms using Euclidean norm, we
had expected a better practical running time for the methods using the Entropy
function, since our feasible spaces are products of simplices. However, when using
the Excessive Gap method, the algorithm based on Euclidean norm, see Table 7.3,
clearly outperformed the algorithm based on Entropy function, see Table 7.5. In
case of the Primal-Dual Subgradient methods, the results show a less clear picture.
Depending on the chosen building costs either the algorithms using the Euclidean
norm or the algorithms using the Entropy function converged faster.

Tables 7.4 and 7.6 show the maximum number of iterations needed according to
theory, which are at least an order of magnitude larger than needed in practice.

|

Number of Iterations

o building | UFL-EG UFL-SDA UFL-WDA UFL-TSDA
’ costs Euclidean Euclidean Euclidean Euclidean
V/n/10 42 7463 5769 1091
500 | +/n/100 29 100000 (0.084) | 100000 (0.083) 331
v/n/1000 4 100000 (0.262) | 100000 (0.261) 15
v/n/10 45 8138 6384 1917
1000 | +/n/100 39 100000 (0.094) | 100000 (0.328) 592
v/n/1000 9 100000 (0.093) | 100000 (0.328) 51
V/n/10 40 6167 5040 2458
1500 | /n/100 38 100000 (0.083) | 100000 (0.082) 581
v/n/1000 14 100000 (0.338) | 100000 (0.337) 99

Tab. 7.3: Comparing the number of iterations required for a relative error e = 0.05
using Euclidean norm (maximal number of iterations allowed: 100000,
in brackets relative error at this limit)

Figure 7.1, 7.2, 7.3, and 7.4 show the evolution of the primal value and the dual value
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Theoretical Number of Iterations ‘
o building | UFL-EG UFL-SDA UFL-WDA UFL-TSDA
’ costs Euclidean Euclidean Euclidean Euclidean
Vv/n/10 573 1.51%107 1.51%10° 1.50%107
500 | +/n/100 129 2.06%107 (0.084) | 2.10%107 (0.083) 5.69%107
v/n/1000 32 8.48%10° (0.262) | 8.54%10° (0.261) 2.36%10%
V/n/10 904 3.74%107 3.74x10" 3.70%10"
1000 | +/n/100 204 4.16%107 (0.094) | 4.24x107 (0.328) 1.43%108
v/n/1000 45 1.62%107 (0.093) | 1.62%107 (0.328) 6.77x108
V/n/10 1171 6.40%107 6.40%107 6.30%107
1500 | +/n/100 264 2.06%107 (0.083) | 9.12%107 (0.082) 2.40%108
v/n/1000 62 2.74%107 (0.338) | 2.75%107 (0.337) 1.18%10°

Tab. 7.4: Comparing the theoretical number of iterations required for the relative
errors attained in Table 7.3 using Euclidean norm

Number of Iterations

|

nom building | UFL-EG UFL-SDA UFL-WDA UFL-TSDA
’ costs Entropy Entropy Entropy Entropy
V/n/10 1409 78063 4308 15083
500 | +/n/100 310 65516 399 707
v/n/1000 20 97042 363 11
vn/10 2330 100000 (0.058) 67320 35288
1000 | +/n/100 230 100000 (0.051) 755 1013
v/n/1000 111 100000 (0.079) 452 46
V/n/10 2966 100000 (0.065) | 100000 (0.076) 48523
1500 | +/n/100 689 100000 (0.054) 1354 3021
v/n/1000 159 100000 (0.084) 506 97

Tab. 7.5: Comparing the number of iterations required for a relative error e = 0.05
using Entropy function (maximal number of iterations allowed: 100000,

in brackets relative error at this limit)
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’ Theoretical Number of Iterations ‘

nm building | UFL-EG UFL-SDA UFL-WDA UFL-TSDA
’ costs Entropy Entropy Entropy Entropy
v/n/10 7107 1.06%107 1.05%107 1.06%107
500 | +/n/100 1596 1.06%107 1.06%107 1.06%107
v/1/1000 330 3.37%107 3.38%107 3.46%107

V1 /10 12424 | 1.67%107 (0.058 2.27%107 2.32%107
1000 | /n/100 2810 | 1.59%107 (0.051 1.65%107 1.66%107
V/1/1000 620 1.09%107 (0.079 5.57*107 5.75%107

)
0075
Vn/10 17157 | 2.17%107 (0.065) | 1.56%107 (0.076) | 3.68%10"
(0.054)
(0.084)

1500 | +/n/100 3844 1.76%107 (0.054 2.06%107 2.08%107
v/n/1000 869 2.41x107 (0.084 6.80%107 6.80%107

Tab. 7.6: Comparing the theoretical number of iterations required for the relative
errors attained in Table 7.5 using Entropy function

with respect to the computed iterations. We plot all values until a relative error of
0.01 is achieved. All figures show the same pattern, namely, that the optimal value
is approximated more quickly by the dual values than by the primal values. Again,
the methods based on the Euclidean norm perform better than the methods based
on the Entropy function, except for the Weighted Dual Average Algorithm (WDA).

We further investigate UFL-EG-Euclidean algorithm for larger instances. We also
compared the running time needed by the commercial solver Cplex 11.0 ([Cpl])for
solving the same instances to optimality with the running time needed by UFL-
EG-Euclidean algorithm to achieve different relative errors. Due to memory re-
quirements of Cplex 11.0, we used a computer with a cpu running at 2.6 GHz and
32G RAM. Nevertheless, we could only use the dual simplex method but not the
barrier methods. Table 7.7 shows the corresponding results, with the number of
computed iterations in brackets. The advantage of UFL-EG-Euclidean algorithm
becomes clear in the larger instances with high building costs. However, with small
building cost Cplex 11.0 outperforms the approximation algorithm except when
relative errors of 0.05 are sufficient.
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Fig. 7.1: Excessive Gap Method: UFL-EG-Euclidean vs. UFL-EG-Entropy, evo-
lution of primal and dual value
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Running Time

- building Cplex 11.0 UFL-EG-Euclidean
’ costs (dual simplex) | € =0.05 e =0.01 e = 0.0075
J/n/10 50455 119s (40) | 1435s (483) | 2134s (835)
2000 | +/n/100 328s 131s (40) | 977s (316) | 1332s (433)
/71000 1165 62s (18) | 263s (83) | 357s (107)
J/n/10 178215 184s (38) | 1991s (452) | 3272s (711)
2500 | /n/100 1039s 2035 (41) | 1613s (344) | 2254s (480)
/1/1000 217s 103s (21) | 477s (96) | 603s (128)
J/n/10 276455 2305 (38) | 27155 (457) | 4337s (729)
3000 | /n/100 2633s 247s (40) | 2273s (360) | 3360s (506)
/1/1000 378s 178s (24) | 766s (113) | 1035s (146)

Tab. 7.7: Cplex 11.0 vs. UFL-EG-Euclidean, comparing running times (in brack-

ets # of completed iterations)




8. Static Traffic Assignment Problem
(STAP)

8.1 Motivation and Problem Statement

Starting with the mass production of automobiles in the beginning of the last cen-
tury, transport analysts and economists and later, mathematicians and computer
scientists have considered options for coping with road congestion. From a driver
(user) point of view, the highest economic impact of congestion translates into de-
lays. In [War52]|, Wardrop pointed out in his Second Principle that congestion can
only occur if users choose their routes individually in order to optimize their own
utility functions, which is usually the case in transportation networks. Thus the
main focus of research has been on ways of understanding and possibly relieving
congestion in a setting where drivers are free to choose their way. From a game-
theoretic point of view, a transportation network is considered at equilibrium when
all traffic patterns stabilize (and thus, also the delays) and no driver has any incen-
tive to change his current route (Wardrop’s First Principle, [War52]). In this case,
we say that the system is at a user equilibrium state (UE). The other side of the
spectrum is when there is a central decision maker that assigns routes to drivers.
In this case, the goal is to collectively optimize the utilization of the network; when
this goal is achieved we say that the system is at a social optimum state (SO). The
existence and uniqueness of either states is a non-trivial question, but they can be
guaranteed in certain cases for some mathematical models.

Beckmann et al. were the first to propose and solve a mathematical model to
compute both the UE and SO state in [BMW56]. Since then, their model has be-
come standard in transportation networks (e.g., [Nag93], [BMNO5] and references
therein) and nowadays there are several commercial codes to solve it. In this model,
the crucial assumption is the existence of a latency function for each road of the
network. As more users use a road, its latency grows, thus making it less attractive.
Mathematically the problem usually becomes a minimum cost multicommodity flow
problem with non-linear but convex objective in which there are no binding con-
straints among the flows (the natural road capacity constraints are encoded only
through the latency functions).
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Parallel to the development of algorithms to solve the underlying mathematical op-
timization problem, extensions of the Beckmann model with additional constraints
have been investigated, which aim at being more realistic. A generalized utility
function is considered, where at the same time a latency function and Lagrange
multipliers of the additional constraints are used. However, these models have been
little studied mainly due to computational issues, see [LP99], and references therein.

More recently Nesterov and De Palma developed an alternative model, [NdP0O,
NdPO03]. In this model, the capacity constraints are kept explicitly in the mul-
ticommodity flow problem, and, more crucially the First Wardrop Principle is a
consequence of the complementary slackness conditions of a convex optimization
problem. In contrast to the Beckmann model, the delays are not computed by
means of latency functions, but rather as the Lagrange multipliers of the capacity
constraints of a linear multicommodity flow problem.

In the following both models and their main properties are presented. The aim
is to provide clarity in the differences of the models both theoretically and practi-
cally. However, as they rely on different assumptions, the models cannot be directly
compared. Thus, the following measures are considered in order to determine the
utility of the models.

e The price of anarchy, introduced by Koutsoupias and Papadimitriou in
[KP99], defined as the ratio between the total utility at UE and at SO, mea-
sures how far the UE is from the best possible use of the network.

e The Braess paradoz, studied by Braess in [Bra68|, describes the counter-
intuitive phenomenon occurring when adding more resources to a transporta-
tion network, e.g., adding a road or a bridge, deteriorates the quality of a UE.
Given the significant cost of adding resources to a transportation network, a
good model should be able to predict Braess-paradox type of problems before
actually making a physical change to the network.

Problem Statement

We consider a traffic network G = (N, A), where N is the set of nodes, i.e., inter-
sections or zones, and A is the set of the arcs, i.e., the roads. Each arc a € A has
a capacity, cq, i.e., the maximal number of cars that can cross the road a during a
given period of time, and a free travel time, t,, the minimal travel time needed to
travel through the road a at maximal allowed speed.

The goal of the static traffic assignment problem is to allocate a given set of drivers
with fixed origins and destinations on the network in order to attain a Social Opti-
mum (SO) state or an User Equilibrium (UE) state. At the SO state, the total travel
time, i.e., the sum of all drivers’ travel time is minimized (second Wardrop principle,
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1952). At the UE state, each driver selects his fastest route (first Wardrop principle,
1952). The current state of a traffic network is specified by a flow, s € Rl ie.,
where users are driving, and a travel time, t € Rl i.e., how long it takes to travel
through the roads of the network.

The set of fixed origins and destinations is denoted by OD C N x N. For each fixed
origin-destination pair (OD-pair), k € OD, d;, > 0 corresponds to the number of

drivers travelling during a given period of time from the origin of k to its destination.
We denote by h¥ € RMI the flow of the OD-pair k € OD and thus, s = > weop MF-

We assume the number of drivers using a road to be constant during the considered
period of time. Thus, we use this problem for studying the network load only during
short specific periods of the day, for example peak hours where the average number
of drivers using a road can be considered as constant.

8.2 Nesterov & de Palma Model

For Nesterov and de Palma, the capacity ¢, of a road a € A in a traffic network
cannot be violated and as long as there is enough capacity on the roads to allocate
to all drivers, there is no slowdown on the roads. At capacity limit, if the flow of
drivers is not well managed, congestion and thus delays on the roads may occur. One
can characterize the model as a fluid model. Assumption 5 resumes the previous
remarks.

Assumption 5 ([NdP00, NdPO03]) Let (s,t) be a traffic assignment. Then,
(s,t) satisfy the following conditions:

e The total flow s, on an arc a € A never exceeds the capacity ¢, of this arc,
Sa < Cy-

e Below capacity the travel time t, on an arc a € A is equal to its free travel
time ¢,. At capacity limit, it can take any value larger or equal to the free
travel time, i.e.,

if s, < ¢y =ty = ta,
if 5, = cq =ty > ta.

The total travel time is defined as ZaeA Sata.

Recall that at SO we assume that the drivers are managed by a central organization,
which assigns the drivers on the network in order to minimize the total travel time.
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Thus, even for a road with flow at capacity limit, the travel time does not exceed the
free flow travel time. For Nesterov and de Palma, computing a traffic assignment
at SO is equivalent to solving the following minimum linear cost multicommodity
flow problem,

(NdP-SO) min Z Sala
acA

s,h
st s, = Z hF<ec, VacA (8.1)
keOD
Enhk = 6" VkeOD (8.2)
R >0 VY kecOD (8.3)

where E is the node-arc incidence matrix and 6% is the node demand vector, i.e.,

—1 if node z is the tail of arc a,
E,..= 1 if node z is the head of arc a,
0 otherwise

—dy if node z is the origin of OD-pair k,
6k = dr it node z is the destination of OD-pair £,
0  otherwise.

The objective function of NdP-SO corresponds to the total travel time since there
are no delays and thus the travel time is equal to the free travel time, t = .
Equation (8.1) ensures that capacity constraints are respected. Equations (8.2)
and (8.3) ensure that the demand of each OD-pair is satisfied, i.e., all drivers have
to be correctly assigned. We note that this minimization problem models the SO
problem in a very natural manner.

Now let us focus on the capacity constraints (8.1). From duality theory the cor-
responding dual variables are usually considered as the price a user is willing to
pay for getting one additional unit of capacity. Nesterov and de Palma interpret
it as a penalty, i.e., a delay that the drivers will face for trying to use a road al-
ready at capacity limit. We relax (8.1), the capacity restriction, and consider the
corresponding Lagrange Dual problem,

. 7 k k k kopk
max hk,II}lgg%?D{@,kezoph >+<u,k;@h ¢)| EnF =6 nF >0 Vike (’)D}.

(8.4)
For fixed u, we observe that the optimization problem (8.4) is decomposable by
k € OD. Then, for each k € OD, the minimization problem

mhin {{t+u,h*) = (u,c) | ER* = 6%, h* >0}, (8.5)



8.2 Nesterov & de Palma Model 131

is a minimum cost flow problem without capacity constraints, where the cost cor-
responds to the total travel time for assigning drivers of OD-pair k given the travel
time ¢t = ¢t + u. Hence, it is then sufficient to distribute the demand d;, along a
shortest path for the commodity & with respect to the given travel time t = ¢ + u.
Having established the duality relation, we observe that for an optimal solution of
NdP-SO, s*, and optimal Lagrange multipliers, u*, for (8.1) we have

(s*,1) is a traffic assignment at SO,
(s*,t+u*) is a traffic assignment at UE.

It is important to note here that the flow is the same at UE and at SO. UE and SO
only differ in their travel times, i.e., on the Lagrange multipliers. Thus, from the
point of view of traffic management, u* can be used as an incentive for selfish drivers
to reach the SO. One may think of the use of toll (road pricing) or a calibration of
maximal allowed speeds and/or flow capacities.

Let us consider again the Lagrange Dual problem (8.4). Denote Py the set of all
paths between origin and destination of the OD-pair k, and af, the arc incidence
vector for each path P € P,. Then, the length of the shortest path for the OD-pair
k given the travel time ¢, Ty (¢), is defined by

Ty,(t) = min { (af,t) }. (8.6)

PEPy

Using (8.5) and (8.6), the Lagrange dual of the NdP-SO problem, (8.4), becomes

{ Z dka t—t C> }, (87)

keOD
where we replaced t + u by t. Theorem 8.1 resumes the previous remarks.

Theorem 8.1 ([NdP00, NdP03])
The arc travel time t* and the arc flow vector s* correspond to a traffic assignment
at user equilibrium (UE) if and only if t* is a solution of the following problem

(NdP-UE) max { D dTi(t) — (t —t,c) } (8.8)

t>t
keOD

and s* = ¢ — I*, where I* is a vector of optimal dual multipliers for the inequality
constraints t >t in (8.7).

*

Note that the flow s* defined in the previous theorem, i.e., s* = ¢ — [* where [*
is the vector of optimal dual multipliers, satisfies the roads capacities. Namely,
¢ — " = [* > 0 since the feasible dual multipliers are non-negative. The existence
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Fig. 8.1: Non uniqueness of delays

and uniqueness of the SO and UE states for the Nesterov & de Palma model is a
delicate question. It is obvious that as long as the NdP-SO problem is feasible, the
SO state exists but may be non-unique. The existence of UE is more restrictive.
If the Lagrange multipliers are not unique the delays and, hence the travel times,
cannot be exactly determined. In this case the mathematical model indicates that
the distribution of the drivers on the transportation network is unstable with respect
to a small change in the capacity of the roads. In the example of Figure 8.1 we
have in (a) a situation where delays are unique, and actually equal to zero. In (b),
since the upper road is used at its capacity limit, the delay on this road is bounded
by the difference in the free travel times of both alternative routes. Finally in (c)
we have the flow on both roads at capacity limit and thus, the travel time of both
roads have to be equal but the delays may be unbounded.

In case of unboundedness of delays, there is at least one OD-pair having no other
alternative route, such that any small decrease of flow capacity make the NdP-SO
problem infeasible. One can show that it is enough to find one single road a € A for
which any reduction of capacity makes the NdP-SO problem infeasible for having
unbounded delays and vice versa, see [Rud07].

8.3 Comparison with the Beckmann Model

In this section, we first summarize the basic properties of the Beckmann model and
then present some differences between the Nesterov & de Palma and the Beckmann
models based on numerical results. For the numerical experiments we consider small
networks where the UE and the SO can be solved with high accuracy for both models
using commercial solvers. In Chapter 9, numerical results using larger networks and
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the methods described in Chapters 4 and 5 are presented. The objective is then to
study the numerical performance of the investigated algorithms. Here, we focus on
the comparison of the models.

8.3.1 Beckmann Model

In the Beckmann model, one assumes that the travel time for each arc a € A only
depends on the flow on the arc and it is defined by a latency function [,(-), which
is convex, continuous, non-negative and non-decreasing. Moreover, the capacity
constraints are taken into account by choosing [,(-) such that a violation of the
capacity ¢, is penalized. Note that this allows solutions where the capacity con-
straints are violated. The total travel time of a traffic assignment (s, [(s)) is defined
by > aeala(5a)sq. Under these assumptions, the SO is the solution of the following
convex optimization problem

(B-SO) Ming, Y uea Sala(Sa)
st Sa=Djeop M VaecA
Ehf = ¥ vV ke OD

h* >0 VkeOD

As in the Nesterov & de Palma model, this problem corresponds to a minimum
cost multicommodity flow problem having, however, no capacity constraints and an
objective function that may be non-linear. Typically used latency functions are the
BPR functions ([Bur64]) given by

lo(54) :=tq (1 + a(s—a)ﬁ) , a, >0, Vae A (8.9)

Ca

They penalize the overflow on the roads depending on the values of the parameters
a and (3, see the example in Figure 8.2. Recall that P, denotes the set of all paths
for the OD-pair k. We denote by h% € R the flow of OD-pair k along path P € Py
and note that the total flow s, on road a € A can be then computed as follows

8¢ = Z Z k.

keOD {PEPy,acP}

The travel time of a path P given the total flow s is defined by Ip(s) = >, cp la(5a)-
The first Wardrop principle in this context can be stated as follows:
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Fig. 8.2: Typical latency functions, BPR, Bureau of Public Road, 1964

Principle (First Wardrop principle, 1952)
The total flow, s*, satisfies the first Wardrop principle if and only if

Vk€OD andV P,Q € Py such that by >0 = la(sh) <Y la(s;), (8.10)

a€P acqQ

i.e., only the shortest paths are used for each OD-pair.

One can show that condition (8.10) corresponds to the optimality conditions of the
following convex optimization problem (see [BMW56] and [Pat94])

(B-UE) ming, Y ouea fo la(z)de

st. Sa=D jecop i VaeA

EhF = 6k VkeOD

hk >0 vV ke OD
Each optimal solution s* of the optimization problem B-UE corresponds to a traffic
assignment, (s*,[(s*)) at UE for the Beckmann model.
The UE and SO exist always in this setting. Namely, the feasible set
{(W"reop | ERF = 6* h* >0 V¥ k € OD},
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which is closed but not bounded, can be reduced to the closed and bounded set
{(W")keop | ERF =% 1" > 0,hF dyVae A VkeOD} (8.11)

without affecting the solution set, since both objective functions are continuous,
non-negative, and non-decreasing. Then, by Weierstrass’ Theorem (Theorem A.2),
we have that the minimum of B-SO and the minimum of B-UE are attained in the
compact set (8.11). The literature on methods for solving the B-SO and B-UE is
vast. See the paper of [BMNO5] for an overview. In particular, [BG02] develops an
origin-based algorithm efficient for solving the UE problem when highly accurate
solutions for small and large-scale instances are required.

Extensions of the Beckmann model, where additional constraints are considered,
have also been investigated, e.g. [LP99]. However, they have not been deeply stud-
ied. Mathematically, the UE with additional constraints is formulated as follows

(B-UEext) ming, Y ouea fo la(z)de

st. gi(s) <0 Vi € Z (additional constraints)
So=2ecop ha Va€A
ERhk = §k VkeOD

h* >0 VkeOD,

where Z is a subset of indices of arcs, nodes or OD pairs, and g;(s) are additional
constraints, which are assumed to be convex and continuously differentiable func-
tions. Again, the first Wardrop principle corresponds to the optimality conditions
of the convex optimization problem B-UEext. The path’s travel time are in this
setting generalized as follows

tp(s" C) = D lals) + DG (Z 8955)) . ¥PEP, VEEOD,

acP i€l acP

where s* is an optimal solution of B-UEext and (* are the Lagrange multipliers
corresponding to the additional constraints. Consider for example the special case
of flow capacity constraints on the roads, g,(s) := s, — ¢, for a € A. For an
optimal solution s* and the optimal Lagrange multipliers ( to g,(s) for a € A,
the generalized travel time for each road a € A is given by t,(sk) = l.(s%) + ¢
This corresponds to the Nesterov & de Palma model in the case of constant latency
functions, l,(s,) =, V a € A.

B-UEext is computationally more difficult to solve than B-UE, since the additional
constraints are often binding constraints. Moreover, the existence of a UE is a non
trivial question as in Nesterov & de Palma model. The non-uniqueness of the dual
multipliers implies that the travel times cannot be exactly determined.
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8.3.2 Numerical Comparison Based on Small-Scale
Networks

The models base the travel times on different assumptions. Therefore, a direct
comparison of the travel times is not suitable. Instead, we study the influence of
the models’ assumptions on the drivers’ distribution on the network. Thus, we
consider the set of congested roads, the number of paths used per OD-pair, the
price of anarchy and the detection of Braess paradoxes.

In this subsection, we consider two small but well investigated instances of the static
traffic assignment problem, namely the Sioux Falls and the Anaheim networks,
which can be solved with high accuracy (107%) using commercial solvers. The data
concerning these two instances can be found in [BG07] and their main characteristics
are shown in Table 8.1.

’ Instance \ Nodes \ Roads \ OD-pairs ‘

Sioux Falls 24 76 528
Anaheim 416 914 1’405

Tab. 8.1: Characteristics of the small networks

For the Beckmann model, three different BPR functions are used, BPR low, middle,
and, high. They correspond to the latency function defined at Equation (8.9)
for different values of the parameters o and (3, see Table 8.2. For the extended
Beckmann model, we choose the capacity constraints for the roads as additional
constraints.

lolsa) =t (1+ a(22)’
0%
BPR low 0.15

BPR middle | 0.5
BPR high 0.75

B | @IN—

Tab. 8.2: Characteristics of the latency function

First we investigate the set of congested roads at SO and at UE for both models. In
Figures 8.3 and 8.4 these sets are depicted for the Sioux Falls network. The roads
at capacity limit are drawn in yellow and the roads with overflow are drawn in red.
We observe that the set of congested roads provided by the solution of the Nesterov
& de Palma model contains the set of congested roads provided by the solutions of
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the considered Beckmann and extended Beckmann models at SO as well as at UE.
The same results can be observed for the Anaheim network. Moreover, as expected,
the flow distribution delivered by the solutions of the extended Beckmann model is
close to the flow distribution obtained by using the Nesterov & de Palma model.
Not surprisingly, if the latency function increases the penalty on the overflow, the
overflow in the derived traffic assignment is reduced (see Tables 8.3 and 8.4). How-
ever, it is interesting to remark that the latency function which best duplicates the
solution provided by the Nesterov & de Palma model, both at SO and at UE, is
the BPR low function with the standard parameters’ values, a = 0.15 and g = 4.

These values were defined by the [Bur64].

Model SO UE
average (%) | std (%) | average (%) | std (%)
BPR low 108.5 2.1 116.4 2.8
Beckmann | BPR medium 104 1.8 111.2 1.9
BPR high 102.7 4 109 2.1

Tab. 8.3: Sioux Falls - average overflow at SO and at UE

Model SO UE
average (%) | std (%) | average (%) | std (%)
BPR low 106.7 5.6 122.7 9.7
Beckmann | BPR medium 0 0 110 7.9
BPR high 0 0 103.9 7.7

Tab. 8.4: Anaheim - average overflow at SO and at UE

| Model | SO | UE |
Nesterov & de Palma 1.057 | 1.057
BPR low 1.572 | 1.299
Beckmann BPR medium | 1.458 | 1.439
BPR high 1.545 | 1.574
BPR low 1.598 | 1.598
Extended Beckmann | BPR medium | 1.485 | 1.652
BPR high 1.545 | 1.598

Tab. 8.5: Sioux Falls - average number of used paths at SO and at UE
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Model | S0 | UE |
Nesterov & de Palma 1.004 | 1.004
BPR low 1.357 | 1.277
Beckmann BPR medium | 1.443 | 1.398
BPR high 1.458 | 1.440
BPR low 1.322 | 1.289
Extended Beckmann | BPR medium | 1.443 | 1.403
BPR high 1.458 | 1.436

Tab. 8.6: Anaheim - average number of used paths at SO and at UE

In Tables 8.5 and 8.6, the average numbers of paths used per OD-pair at SO and at
UE by both models is summarized. We remark that the flow distribution derived
from the Nesterov & de Palma model (~ 1 path/OD-pair) uses less paths than
the flow distribution derived by the Beckmann models (~ 1.4 paths/OD-pair).
The addition of capacity constraints on the Beckmann model does not significantly
influence the number of paths used.

From our numerical results, we observe that the Nesterov & de Palma model gen-
erates traffic assignments where the flow distribution is concentrated as much as
possible, whether we look for a SO or a UE state. In contrast, but as expected
from the Beckmann model, the more we penalize the overflow the more the flow is
spread out over the network.

Price of Anarchy

As already mentioned in the introduction, the price of anarchy was first introduced
by [KP99], and it is defined as the ratio between the total utility at UE and at
SO. In our context, the total utility corresponds to the total travel time of a traffic
assignment (s,?) and is denoted by U(s,t) = > . 4 Sala. The price of anarchy is
then formulated as follows

U(SUE tUE)
rice of anarchy = ——"—~, 8.12
p Y = (0 %0 (8.12)
where (sUF tUF) corresponds to a traffic assignment at UE and (s°9,¢9) to a

traffic assignment at SO. In our context, an upper bound on the price of anarchy is
a relative measure on how far a UE is off from a best possible network utilization

(SO).

The existence of such bounds for the Beckmann model without additional con-
straints has been intensively investigated in recent years, see [RT00], [RT04],
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[CSSMO04] and references therein. For example, [Rou03], shows that the price of
anarchy is bounded by O<$) when the latency function is a polynomial with non-

negative coefficients and degree at most d. Thus, the price of anarchy for the BPR

functions is bounded by O(%) (=2 for §=4).

For the Nesterov & de Palma model as well as for the Beckmann model with ad-
ditional constraints, the existence of such a bound is intrinsically related to the
boundedness of the delays, i.e., the Lagrange dual multipliers. We reconsider now
the example in Figure 8.1 (c¢). Using the Nesterov & de Palma model, we get a
total travel time at SO of % The total travel time at UE is unbounded since any
solution distributing half of the flow on each arc with the delays u; = us+1, ug > 0,
is a traffic assignment at UE. The price of anarchy is then 2(1 + uy). The same
observation can be made for the extended Beckmann model.

The price of anarchy provides information on the utilization of the network. Table
8.7 summarizes the results of the price of anarchy for the Sioux Falls and the
Anaheim networks. We observe that the Nesterov & de Palma model is more
pessimistic than the Beckmann model, even if capacity constraints are explicitly
considered. The difference in the Anaheim instance is much smaller compared to
the Sioux Falls instance, since the first does not correspond to a highly loaded
network. In the Anaheim instance, only 0.76 % of the roads are at capacity limit
for the Nesterov & de Palma model and 0.66 % for the pessimistic UE given by the
Beckmann model.

’ Model \ Sioux Falls \ Anaheim ‘
Nesterov & de Palma 1.38 1.008
BPR low 1.026 1.002
Beckmann BPR medium 1.039 1.006
BPR high 1.053 1.007
BPR low 1.003 1.002
Extended Beckmann | BPR medium 1.016 1.006
BPR high 1.025 1.008

Tab. 8.7: Price of Anarchy

Braess Paradox

As already mentioned in the introduction, the Braess paradox occurs when adding
more resources to a transportation network, for example adding a road or a bridge,
deteriorates the quality of a UE. In other words, more resources increase delays
for the drivers. [Bra68|, was the first to point out this counter-intuitive fact by
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exhibiting a simple example using the Beckmann model. This phenomenon can
also be interpreted as follows. Suppose we close a road or we increase its free travel
time by decreasing the maximal allowed speed in this road. If the utility, i.e., the
total travel time, at UE decreases then we also observe a Braess paradox. By Braess
roads, we denote roads that worsen the UE under current conditions, i.e. cause a
Braess paradox.

In the following we numerically investigate the detection of Braess phenomena on
the Sioux Falls network using the three models. For this comparison we increase
the free travel time for one road at a time and we look for a decrease in the total
travel time at UE. In Table 8.8 the relative improvement of the total travel time is
given for the tested roads.

Road | Nesterov & Beckmann

de Palma | BPR low BPR medium BPR high
15 2.02% - - -
16 2.02% - - -
25 3.52% - 1.19% 1.36%
26 3.52% - 1.19% 1.36%

Tab. 8.8: Sioux Falls - Braess Paradox

Since the extended Beckmann model does not detect any Braess paradox, we have
omitted it from the table. Road 25 and 26 are seen as Braess roads by the Nesterov
& de Palma model as well as by the Beckmann model but only for latency function
BPR medium and high. Road 15 and 16 are only considered as Braess roads by the
Nesterov & de Palma model. The same observation can be made for the Anaheim
network.

The Braess paradox is intrinsically tied to the demands of the OD-pairs. After
reducing the demands of all OD-pairs by 30 %, neither the Nesterov & de Palma
model nor the Beckmann model detects a Braess paradox. From our numerical
results, we note that the detection of the Braess Paradox for the Beckmann model
depends as expected, on the choice of the latency function.

8.4 Remarks

The existence of a social optimum (SO) is ensured for both models under minimal
requirements. The existence of a user equilibrium (UE) is also easily ensured for the
Beckmann model, but it is more restrictive for the Nesterov & de Palma and the
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extended Beckmann model. The latter two models use minimum cost multicom-
modity flow problems with capacity constraints and the corresponding Lagrange
dual multipliers for defining a UE. Therefore, the existence of a UE and its unique-
ness are intrinsically tied to the existence and uniqueness of the Lagrange dual
multipliers.

In the Nesterov & de Palma model, duality theory yields that the flow patterns are
equal at SO and at UE and that the travel times differ exactly by the Lagrange
dual multipliers. This duality relation provides a natural way to offer an incentive
to selfish drivers to reach the SO. On the other hand, with the Beckmann and the
extended Beckmann model, traffic managers need to adjust the parameters of the
latency function to achieve the same result.

We focused on a computational comparison of the flow distribution at UE and at
SO generated by the models. We observed that the set of congested roads in the
Nesterov & de Palma model includes the set of congested roads in the Beckmann
model. Moreover, the drivers are less spread out in the Nesterov & de Palma model
than in the Beckmann model.

In the next chapter we will consider large networks. Our primary goal is to study
the numerical performance of the algorithms presented in Chapter 9, nevertheless
we will also compare both models.






9. Numerical Results for the Static
Traffic Assignment Problem

In this chapter we investigate the numerical performance of the Primal-Dual Sub-
gradient methods and the Excessive Gap method on the Static Traffic Assignment
problem using the Nesterov & de Palma model. Recall that we have two math-
ematical formulations for this problem, the primal formulation corresponding to
the Social Optimum (NdP-SO) and the dual formulation corresponding to the User
Equilibrium (NdP-UE), see Section 8.2. We apply the Primal-Dual Subgradient
methods for solving the dual formulation, i.e., (NdP-UE), and the Excessive Gap
method is used for solving the primal formulation (NdP-SO).

We consider instances of STAP from standard networks such as Sioux Falls, Ana-
heim, or Barcelona, and from real data corresponding to the traffic of the metropoli-
tan region of Zurich. The last network is out of range for commercial LP solvers
such as Cplex 11 due to its very large size. We then compare the results obtained
by our algorithms with the assignments computed by the commercial solver VISUM
[VIS06], which has been developed for approximately solving the Beckmann model.

Before explaining the implementation of the algorithms, we introduce some addi-
tional notation and make a few remarks concerning the NdP-SO formulation. The
set of roads contains m elements, i.e. | A |= m, and there are n zones, i.e., | N |= n.
Finally, K OD-pairs exist, i.e., | OD |= K and the sum of their demand is denoted

by dtot = ZkEOD dk

The problem NdP-SO corresponds to the traditional minimum cost multicommodity
flow problem, where the commodities are the OD-pairs. The literature concerning
multicommodity flow problems is very rich due to the large number of applications.
Typical examples are message routing in telecommunications, traffic assignment,
production scheduling and planning, VLSI design, etc. For an overview on multi-
commodity flow problems, we refer the reader to the book of Ahuja, Magnanti, and
Orlin [AMO93] and the chapters by Minoux and by Lisser and Mahey in [RP06],
where multicommodity flow problems in telecommunications are considered. The
first book presents more traditional ways for solving this problems, such as Lagrange
relaxation, column generation or Dantzig-Wolfe decompositions. In the other book,
recent approximation schemes are also presented.
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Since we are interested in approximation algorithms, we mention some important
results concerning approximation algorithms for the minimum cost multicommodity
flow problem. The first approximation scheme was presented by Plotkin, Shmoys,
and Tardos in [PST95] with a running time of O(e"2K?m?), where ¢ is the desired
accuracy and the notation O() means that logarithm factors are ignored. In [GK96]
Grigoriadis and Khachiyan presented an approximation algorithm which improved
this result by a factor of n/(Km), i.e., O(e 2Kmn). A few years later, based on
results of Garg and Kénemann, [GK98] (different algorithm but same running time
as Grigoriadis and Khachian), Fleischer presented in [F1le00] an approximation al-
gorithm with running time O(e=2m(m + K)), which improved the previous bound
when a large number of commodities is considered. The first approximation algo-
rithm, whose running time is independent of the number of commodities, O(e2m?),
was developed by Karakostas in [Kar02]. His algorithm is also based on the algo-
rithms of Garg and Konemann and Fleischer. In 2005 Villavicencio improved the
last result by presenting an approximation algorithm with running time O(e‘Qm).
For numerical results on some of the above mentioned approximation algorithms,

we refer to the paper of Goldberg et al. [GOPS98].

We note that the dependence on € of all algorithms is of order 2. Using the
Excessive Gap method we generate an approximation algorithm whose dependence
on € is of order e~!. However, at each iteration our algorithm requires the solution
of K minimum quadratic cost flow problems, whereas the others only require the
solution of minimum cost flow problems (K or less). The same phenomenon is
encountered by Bienstock and Iyengar for the maximum concurrent flow problem
in [BI04] as well as in [CE05], where at each iteration a convex quadratic problem
has to be solved. Therefore the algorithms with a running time of order €? remain
more attractive. This is also the case for the approximation algorithm we develop
using the Primal-Dual Subgradient methods.

9.1 Primal-Dual Subgradient Algorithms

We apply the Primal-Dual Subgradient methods on the User Equilibrium formula-
tion (NdP-UE) of the Static Traffic Assignment problem,

(NdP-UE)  max { > dTi(t) - (t -1, c>} = UE* (9.1)

t>t
keOD

where for each OD-pair k > 1, Ti(t) = minpep, {(ab,t)} and Py is the set of
all possible paths from the origin of the k-th OD-pair to its destination. In the
following we denote by U E* the optimal value of NdP-UE and we use the notation
introduced in Chapters 3, 4, and 5.
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The objective function, which we want to minimize is defined as

F#) ==Y dTi(t) + (t — £,c) (9.2)

keOD
and the optimization problem is min f(t) = —UE*. The feasible space corresponds
t>t

to the space of travel times on the roads, which are at least equal to the free travel
times. However, we cannot estimate the maximal possible travel times in advance.
Nevertheless, we assume for the moment that we know a valid upper bound for
the travel time, R. This results in a convex and compact feasible space for the
travel times @ := {t € R™ | t <t < R}. The upper bound R will be iteratively
updated during the Primal-Dual Subgradient algorithms by a procedure that we
explain later in this section.

The objective function f(t) is not differentiable due to the functions T(t), k € OD.
The subdifferential of f(t), 0f(t), depends on the subdifferential of the functions
Ti(t), 0Ty(t), k € OD. Namely, 0f(t) = — > 1cop dr0Tk(t)+c. In order to evaluate
these subdifferentials, let us fix ¢t € @ and k& > 1. Given that the function Ty (t) is
defined as a infimum of linear functions in ¢, its subdifferential is defined as a convex
combination of the gradients of the active linear functions, i.e., &8 € 9T} (¢) if and
only if ¢&¥ € conv{a, | p € I}(t)} with I1(t) := {p € Py | Tx(t) = {a,, t)}. Therefore,
to compute a subgradient of f(t) at each step of the algorithm, it is sufficient to find
one path incidence vector in each Ix(t), i.e., to evaluate one shortest path for each
OD-pair with respect to the travel time ¢, for which we apply Dijkstra’s Algorithm,
see [AMO93]. The latter algorithm computes the shortest paths from one given
origin to all other nodes of the network with a running time of O(m + nlogn).
Thus, the total running time for computing a subgradient of f(¢) for fixed ¢ is
O(K(m + nlogn)), see Algorithm 17.

In order to specify which dual problem we consider, we rewrite the objective function
as follows,

fO) = =Y dTu(t) + (et =)

keOD
= — Z d min (a,,t) + (c,t — 1)
PEP
keOD
— Z dj, max <Z<—u];ap,t)> + (¢, t —t)
keop SRR \pepy
_ k
= max (c— Z druyap, t) — (c, 1)
keOD

where A = Ajp,| X -+ X Ajp,|. Then,

min f(t) = max (u),
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with

P(u) = Itrélcgl c kEZOD dku ap, t) — (¢, t), (9.3)
defining the considered dual function. As explained in Chapter 4, we can simul-
taneously compute a subgradient and a dual feasible solution at each step of the
Primal-Dual Subgradient algorithms. Namely, for each £ € OD the convex combi-
nation defining &% € 97T},(¢) is in App,|. The product of these convex combinations
gives a dual feasible solution. Recall that during the algorithm, just one shortest
path is computed per OD-pair. Then, for each k& € OD, the corresponding part
of the computed dual solution will have zeros as components everywhere expect in
the component corresponding to the computed shortest path, which has value 1,
see Algorithm 17.

Algorithm 17 NdP-UE:Subgradient

Input: An evaluation point ¢
Output: & € 0f(t) and the corresponding dual value u

for k =1to K do
compute p* = arg min (a,,t)
PEPK

1 ifp=p*
k_ ko
set uy, = { 0 otherwise and &' = ay

end for
set u = (u',...,u") and compute & = — >, _op il + c.

Now let us choose a norm for our feasible space as well as a prox-function in order
to concretize the Primal-Dual Subgradient algorithms. We endow R™ with the
Euclidean norm and we use the squared Euclidean norm as prox-function. Following
the notation of Chapters 3 and 4, we have

1 _
da(t) i= 31t — 73

with og = 1 and max,eq do(t) < 3||R||3 := Dg. We define the prox-function so
that its minimizer is the free travel time and, thus, the initial solution for the Primal-
Dual Subgradient algorithms is tq = ¢. Since the dual norm of the Euclidean norm

is the Euclidean norm itself, we can bound the norm of the computed subgradient
as follows. For fixed t let & € 0f(t), then

ledle <11 =Y dil+ello < vm Y di+ lells = Vindio + |lcllz =: L,
keOD keOD

where 1 is the unit vector. We note that the upper bound L depends on the road
capacities, ¢, which usually have large values. In order to remove this dependence,
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we consider an upper bound on the norm of subgradients variation. For fixed
tl,tg € Q let ftl € 8f(t1) and §t2 € 8f(t2) Then,

160 —&ells < 1= D diapy et Y dwap —clla < || Y dilag —ag)ll2

keOD keOD keOD
< || Z dk1||2 = \/E'dtot =M,
keOD

where aglk, respectively aﬁ, is the path incidence vector of one of the shortest paths
for OD-pair k given the travel time t;, respectively t,. Since M < L we may expect
a better convergence from the Truncated Dual Averaging algorithm than the Dual
Averaging algorithms.

Now, let us consider the projection we need to calculate at each step of the Primal-

Dual Subgradient algorithms. Suppose (;_; is the summation of subgradients at step

i. For computing the travel time ¢; we need to solve arg mig)l {{Gi—1, t) + Bis It =113}
te

for #; > 0. Thus, we have to solve a quadratic minimization problem over a box.
Using Lemma 9.1, a solution for the latter optimization problem can be computed
in O(m) time.

Lemma 9.1
Let a,t™" M3 ¢ R™ gnd b > 0. Consider the optimization problem

m m
b
minimize Z a;t; + 3 Z t} (9.4)
i=1 i=1
subject to N < g gpmax

and define t* as follows, 7 := max{t{"™, min{—% ¢"*}} Vi=1,...,m. Then, t*
is the optimal solution of problem (9.4).

Proof. The function ¢ — 1" a;t; + 2>°7 2 is well defined over R™ and it is
separable by component. For component i we define g;(z) = a;x + %:152. g(x) is
strongly convex, thus its minimum is unique and attained at z} with ¢'(z*) = 0,

ie., xj = =*. Then,

t,Il;IllIl lf _% < t,Il:an
t; =4 —% g < =g <
gmaxjf gmax o %

O
In order to evaluate the running time of an iteration of the Primal-Dual Subgradient

algorithms for the NdP-UE, we need to know the running time for evaluating the
objective function at a given travel time ¢ and the dual function at a given dual
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solution u. For evaluating f(t) we need to compute K shortest paths, which takes
O(K(m+nlogn)). To calculate ¢(u) we need to evaluate the minimum of a linear
function over a box, which can be done in O(m). Thus, each iteration of the
Primal-Dual Subgradient algorithms takes O(K (m + nlogn)).

Suppose the upper bound R on the travel times is correct. The next two theorems
resume the convergence rate of the Primal-Dual Subgradient algorithms applied to
NdP-UE.

Theorem 9.2

Given € > 0, the Dual Averaging Algorithm, Algorithm 2, using either sim-
ple averages sequences (4.12) or weighted averages sequences (4.13) outputs in
O(& (m + nlogn)(v/mdi + |cll2)?|R|I3) time a primal and a dual solution, t € Q
and u € A, such that f(t) —P(u) < e.

Proof. From Theorem 4.7, we know that if we run the Primal-Dual Subgradient
Algorithm 2 using either simple averages sequences (4.12) or weighted averages

sequences (4.13) for (96%2?—3 — 1) iterations, we obtain primal and dual solutions,

t € Qand u € A, such that f(t)—¢(u) <€, e > 0. Thus we need g(ﬁ'dt:f”‘:”?)z ”}3”2
steps to have a primal and a dual solution with an additive gap of €. Since each
iteration takes O(K(m+mnlogn)), the total running time is O(% (m+nlogn)(y/m-
diot + [Icll2)?[| R][3)- -

Theorem 9.3

Given € > 0, the Truncated Dual Averaging algorithm, Algorithm 3, applied to solve
NdP-UE outputs in O(E2(m+nlogn)dy,||R||3) time a primal and a dual solution,
teQ andu e A, such that f(t) —(u) <e.

2 D, . .
8MZ ZQ jterations of the Trun-

Proof. From Theorem 4.8, we know that if we run =3 o

cated Simple Dual Averaging Algorithm, we obtain a primal and dual solution,
t € Qand u € A, such that f(z)—1¢(u) <€, e > 0. Thus, we need Sm;#% steps
to have a primal and a dual solution with an additive gap of €. Since each iteration
takes O(K (m~+nlogn)), the total running time is (£ (m+nlogn)-di”||R||3) O

Recall that to correctly define a state of a network we need to know the travel times
of the roads as well as the flow on the roads. In the following we will explain how
to derive a flow at UE from a solution given by the Primal-Dual Subgradient algo-
rithms. Suppose t* is an optimal solution of NdP-UE. From the theory in Chapter
8, the flow s* defined as s* := >, _op ™", s*% 1= 0T, (t*) V k € OD, satisfies the
UE conditions with t* and the SO conditions with ¢. After N iterations, in addi-
tion to a primal solution ¢y and a dual solution uy, the Primal-Dual Subgradient
algorithms also deliver a flow sk = di, 3 p, (ui)pa, for all k € OD. Note that
we do not consider all paths in the set Py but only the shortest paths computed at
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each subgradient computation. Moreover, note that such a flow satisfies only the
flow balance equations (8.2) but not necessarily the capacity constraints (8.1).

Heuristic for iteratively updating the travel times upper bound R.

Until now, we assumed to know a valid upper bound for the travel times. This bound
is important since it affects the value of the averages sequences, which determine the
quality of the convergence of the Primal-Dual Subgradient algorithms, see Chapter
4 and Theorems 9.2 and 9.3. In order to be sure that we do not underestimate
the possible delays, we must choose a relatively large R. However, this slows the
convergence of the algorithms. We apply the following procedure. The algorithm
starts with a multiple of the free travel times, i.e., R = r -t with » > 1. Then, in
every iteration, we check if the current travel times solution ¢ is near to the current
upper bound R. If for some fixed component i, R; — t; < @, for fixed # > 0, the
value of R; is doubled and all constants depending on R are updated. Note that this
procedure does not affect the dependence on € of the convergence of the algorithm.

Algorithm 18 Update Procedure for Upper Bound R

Input: - An evaluation point ¢
- Current value of upper bound R
- Distance tolerance 6 > 0
Output: Updated upper bound R.

for : =1 tom do
‘| R, otherwise
end for

Increasing the algorithms’ speed.

Two other important constants in the convergence of the Primal-Dual Subgradient
algorithms are the subgradient’s norm upper bound L and the upper bound M on
the norm of the variation of subgradients. If the estimate of those upper bounds
are too large, they slow down the algorithms. In order to improve the algorithms
we could run the algorithms with L /2, respectively M /2. However, convergence of
the algorithms is in this case no longer ensured. In order to solve this problem,
we consider the following procedure. We first define two new constants L., := L,
respectively M., = M and we set L = L/a, respectively M = M/a, for o > 1.
Then, at each iteration the current value of the theoretical absolute gap is computed
at the same time as the current absolute gap. If the latter is greater than the
theoretical absolute gap, we have an indicator that the upper bounds L or M were
underestimated. In this case, the values of L and M are doubled until the current
theoretical bound is larger than the current absolute gap, as it should be if the
bounds L or M were equal to L.y, respectively M,,.x. Each update of the bounds
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L or M leads to changes in different parameters of the algorithms. Algorithm 19
corresponds to this procedure, if the Simple Dual Averaging algorithm is used. For
the Truncated Simple Dual Averaging we consider Algorithm 20. Note that the
Weighted Dual Averaging algorithm does not use the upper bound L.

The values of the constants L and M influence the values of the parameters 3 at
iteration k, see Algorithm 2 and 3. Decreasing the value of L or M decreases the
value of B;. When the Algorithm 2 is used with the weighted averages sequences
(4.13) the parameter [, does not dependent on L or M. However, we also decrease
it in order to speed up the algorithm. We introduce the dummy value L = 1 and
apply the same update procedure as for the Simple Dual Averaging algorithm.

Algorithm 19 Update Procedure for Upper Bound L
Input: - Current value of absolute gap, gap = f(t) — 1¥(u)
- Current value of upper bound, L
- Maximal value of upper bound L, L.,
- Current iteration number, ¢
Output: Updated upper bound, L

theo_gap = %
while gap > theo_gap do
set L =2L
if L > L.« then
L = Lyax
end if
theo_gap =
end while

2v/2L
vV D

Supposing that we start Simple Dual Averaging algorithm with L = %, a>1,
respectively the Truncated Simple Dual Averaging algorithm with M = %, a >
1, then at most log o runs of the update procedure for upper bound L, respectively
M are needed.

Now we have all the elements needed to apply the Primal-Dual Subgradient algo-
rithms to the NdP-UE problem. We change the stopping criterion of Algorithm
2 and 3, i.e., an absolute error sufficiently small, f(t) — ¢¥(u) <€, € > 0, into a
relative error. We run the algorithms until a primal solution ¢ and a dual solution
u is computed such that
f0) - vt) _
()
for a given € > 0. Thus, we consider the following algorithms. Algorithm 21

corresponds to Algorithm 2 using the simple averages sequences (4.12), Algorithm
22 corresponds to Algorithm 2 using the weighted averages sequences (4.13), and
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Algorithm 20 Update Procedure for Upper Bound M
Input: - Current value of absolute gap, gap = f(t) — ¥ (u)
- Current value of upper bound, M
- Maximal value of upper bound M, M.
- Current iteration number, ¢
Output: Updated upper bound, M

_ 2v2M

the(.),gap = 2T /Dg
while gap > theo_gap do

set M =2M

if M > M.« then

M = Mmax

end if

theo,g.ap = M%M\ /Dq
end while

Algorithm 23 corresponds to Algorithm 3. Note that both objective functions are
not difficult to evaluate. Computing the primal objective function f(¢), (9.2), is
equivalent to computing a shortest path for each OD-pair. To compute the dual
objective function ¥ (u), (9.3), we have to compute the minimum of a linear function
over a box.
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Algorithm 21 Simple Dual Averaging Algorithm for NdP-UE (NdP-UE-SDA)

Input: - Free travel time ¢
- The constants D¢ and L
- Upper bound R=rt,r > 1
- Distance tolerance 6 > 0
- A relative error € > 0

Output: An approximate primal solution ¢ € () and an approximate
dual solution u € A such that % < e.

setianndBozl

set tg =1
compute & € df(ty) and ug NdP-UE:Subgradient
set Co = &o

set t = tg and u = uyg.
while £0-%® ¢ 4o

W)
set 1 =141
check theoretical absolute gap L:Update Procedure

3 — 3 1 _ L _j
ComPUte ﬁz - 51—1 + 31—1 and ﬁz \/@ﬁz
compute t; = arg rtrélél {{Gi=1,t) + ﬁi%Ht — 113}

NdP-UE:Quadratic Projection on the box @)
check upper bound R and update Dg = 1||R||} if needed
R:Update Procedure

compute & € 0f(t;) and w; NdP-UE:Subgradient
set G = Gi-1+ & .

t=7 > otiand u= 5> NdP-UE:0Objective functions
evaluation

end while
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Algorithm 22 Weighted Dual Averaging Algorithm for NdP-UE (NdP-UE-WDA)

Input: - Free travel time ¢
- The constants Dg and L =1
- Upper bound R=rt, r > 1
- Distance tolerance # > 0
- A relative error € > 0

Output: An approximate primal solution ¢ € () and an approximate

dual solution u € A such that W <e.

(w)

setz':()andﬁozl
set tg =1t

compute & € df(ty) and ug NdP-UE: Subgradient

set )\Q = m, Ao = /\0, and CO = )\050

set t =ty and u = uyg.
while {04 + ¢ 4o

EIO)
set 1 =141
check theoretical absolute gap L:Update Procedure

compute Bl = Bi_l + ﬁil and §; = ﬁﬁi
compute t; = arg Itmclgl {(Gi=1,t) + ﬁi%Ht — 1|3}
S

NdP-UE:Quadratic Projection on the box ()

check upper bound R and update Dg = 3||R||3 if needed

R:Update Procedure

compute &; € df(t;) and w; NdP-UE: Subgradient
set \; = m, Np=N+ N and G = Go1 + A&

t= A% YoMty and u = A% Yoo N NdP-UE:0Objective functions
evaluation

end while
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Algorithm 23 Truncated Simple Dual Averaging Algorithm for NdP-UE (NdP-
UE-TSDA)

Input: - Free travel time ¢
- The constants Dg and M
- Upper bound R=rt, r > 1
- Distance tolerance 6 > 0
- A relative error € > 0

Output: An approximate primal solution ¢ € () and an approximate
dual solution u € A such that £0=%2® <

Y(u)
seti=1and 5 =1
set to =1
compute & € Jf(ty) and ug NdP-UE:Subgradient

compute t; = arg rtIélclgl {(Co. t) + Bizllt — E]13}
NdP-UE:Quadratic Projection on the box ()

compute & € Jf(t1) and uy NdP-UE:Subgradient
set (1 =&
set t =t; and u = uy NdP-UE:0Objective functions evaluation
while {04 - ¢ g0
)
set 1 =141
check theoretical absolute gap M:Update Procedure

compute t; = arg rtrélg?l {(Gi1,t) + Bizllt — 213}
NdP-UE:Quadratic Projection on the box ()

check upper bound R and update Dg = 1||R||3 if needed
R:Update Procedure

compute 3; = \/Q%Q\/E

compute & € 0f(t;) and w; NdP-UE:Subgradient

set ;= Gi1+ & ,

t=1% trandu=1%" ,w NdP-UE:Objective functions evaluation
end while
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9.2 Excessive Gap Method

In this section we consider the Social Optimum formulation (NdP-SO) of the Static
Traffic Assignment problem.

(NdP-SO) minimize Z Sata

acA
subject to s, = Z hF<ec, YVacA (9.5)
keOD
Eh* =5, VkecOD (9.6)
R >0 V ke OD. (9.7)

In the following we denote by SO* the optimal value of the NdP-SO problem. Recall
that by strong duality SO* = UE*.

The NdP-SO problem is a typical minimum cost multicommodity flow problem,
where the difficult constraints are the binding constraints, i.e., the capacity con-
straints (9.5). We start the general procedure described in Chapter 3.3 by relax-
ing the capacity constraints. The corresponding Lagrange Dual problem is then
max ¥ (u), where

¥(u) == min {Z OB+ ua( D hE—c,) ‘ Eh’“zék,thOVkeOD}.

acA keOD acA keOD

Recall that the dual variables u are interpreted as the delays occurring on the roads
in case of congestion. As for the travel times ¢ in the previous section, we cannot
estimate the maximal possible delays in advance. Nevertheless, we assume for the
moment that we know a valid upper bound for the delays, C. Just as for the travel
times, we get a convex and compact feasible space

U={ueR™"|0<u<C}CR™

The upper bound C' will be iteratively updated during the Excessive Gap method
by a similar procedure as the upper bound R for the travel times. This procedure
will be explained later in this section.

The primal function is defined as follows

f(h) = max {Z >R D ua( > B —ca)} (9.8)

a€ A keOD acA keOD

and the primal feasible space corresponds to the flow on the OD pairs, which have
to fulfill the flow balance equations (9.6) and be non negative (9.7). This space
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is convex but not compact. Thus, we add the following constraints motivated by
(9.5),

W<c VkeOD.

Note that a feasible solution of NdP-SO trivially satisfies these constraints. The
primal feasible space, which we denote by II, is now convex and compact and can
be considered as a product of K spaces, i.e., Il :=1II; x --- x Il C RE™ where

M :={h* €eR™ | EW* =6, 0< A" <c} CR™ VkeOD.

The dual function is now

¢(u) = min {Z > it > ua( Y b —ca>}. (9.9)

a€A keOD acA keOD

In order to define the approximation functions for f(h) and ¢ (u), f,, (h) respec-
tively ¢, (u), we endow RX™ and R™ with the Euclidean norm and we chose as
prox-function on Il and U the squared Euclidean norm. Thus,

1 1 &
di(h) == S||h—ho|3 = 5 > |In* — |13
2 2
k=1

where h, := arg mingeq ||h|, i.e., the projection of 0 into II. The convexity param-
eter is oy = 1 and the maximum of di(h) over II is bounded by Dy := £||c[|3. For
the dual space U we have

1
() i= 5

with convexity parameter oy = 1 and Dy = 5||C||3. The prox-functions are then
defined as follows. For py > 0 and upg > 0,

Juy (h) = Z Z hit, + max {Z Z hFu, — Zuaca — %Zui}, (9.10)

ac€A keOD a€A keOD acA acA

. T 2011
Yun (1) = = Y UaCq + Jin {a;uahg +) tahf+ TW — h’gug} . (9.11)

acA kOD acA

The operator B(h,u) := (u, Bh) = >, 4> icop Miu, (see notation of Chapters
3 and 5), corresponds to the following matrix B = [I,,...I,] € R™E™ where
I, € R™™ is the identity matrix. Recall that the Lipschitz constants of the
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gradient of f,,(h) and 1, (u) depend on the norm of matrix B,

IIBll2 = max max E E hFu,
[All2<1[lullz<1
a€A keOD
1/2 1/

k 2

< max max E E h, E U,
[All2<1 [lull2<1

keOD acA

IN

1/2
s (5 (%) (5er)
< VK.

For fixed h € II and uw € U, the gradients are defined as follows

(Vi (W) =T+, ¥V k€ OD and Vi (u) = —c+ Y hE .
keOD
where
k MU 2
Uy p = AIg MaAX {Z (Z hE ) ; Zu} (9.12)
acA \keOD acA
and
hMHv“ = (hﬁn,U)k—l ,,,,, K (9-13)
k — ko HIy o g k
hﬂnu T arg hrglelélk {;(ua +t )h ||h h ”2}
The Lipschitz constants are Ly, 1 = IBIE _ K and Ly — 1Bl _ K
kU Kruou ru wrU KIIOTI [0si

While executing the Excessive Gap method, we need to solve among others the
optimization problems (9.12) and (9.13). We note that the optimization problem
(9.12) is of the same type as the problem described in the previous section, i.e., the
minimization of a quadratic function over a box. Using Lemma 9.1, a solution for
the latter optimization problem can be computed in O(m) time. Computing hy,, .,
is equivalent to computing the K optimization problems described in (9.13). This
problem is a Minimum Quadratic Cost Flow problem, which can be solved in poly-
nomial time using Khachian’s algorithm ([KTK79],[Kha79]). Since the Minimum
Quadratic Cost Flow is interesting per se, we analyze it separately in Chapter 10.

The Gradient Mapping GMj, | (h) and G My, () at fixed h el and @ € U remain
to be investigated. Recall that

GM;, (h) = arg min { (Vf,, (h),h—h)+ Lf”U’HHh—iLH2
f;tU . hell 1229 D) 2

_ ~ K -
_ ok Tk ko ik)2
= arg min { > ((H%U,hah h >+—2Mullh h ||2)}

keOD
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and
o N Ly, v .
GMy,, (@) = arg max § (Vi (0),u— @) — 25 u —
K
- g max {<Z hﬁn,a—au—w—w—nnu—au%}.
keOD

We note that for computing GMy, (iz) we need to solve K Minimum Quadratic
Cost Flow problems, which is a similar problem as computing h, . itself for a
given u € U, (9.13). Likewise, to compute G My, (i) we need to solve a quadratic
minimization problem similar to computing w,,, » for a fixed h € II, (9.12).

Heuristic for updating iteratively the delays upper bound C

Until now we assumed to know a valid upper bound for the delays. As for the
Primal-Dual Subgradient algorithm and the upper bound for the travel times R,
this bound is important since it affects the value of the initial smoothing factors
1 and p?;, which determine the quality of the convergence of the Excessive Gap
method, see Chapter 5. We apply the following procedure to iteratively update the
upper bound of the delays. The algorithm starts with a multiple of the free travel
times, i.e., C' = r-t, r > 0. In every iteration, we check if the current delays solution
u is near to the current upper bound C'. If for some fixed component i, C; —¢; < 6,
for fixed 8 > 0, the value of C; is doubled and all constants depending on C' are
updated. In particular the smoothing factors are updated as follows. Denote by
Coq the value of the upper bound C before and by C., after the update. Then,

— chcwHQ . ”Cold”Z
HII,new = MII,0ld Cowall2 and HUnew = ,uU’Old—HC

newHZ

Algorithm 25 corresponds to the NdP-SO problem including the update procedure
for the upper bound of the delays C' for the Excessive Gap method (Algorithm 4).
Note that both objective functions are not difficult to evaluate. Computing the
primal objective f(h), (9.8), is equivalent to computing the maximum of a linear
function over a box. To compute the dual objective 1(u), (9.9), we have to compute
for each OD-pair a Minimum Cost Flow problem with non-integer demand.

Algorithm 24 Update Procedure for Upper Bound C

Input: - An evaluation point u
- Current value of upper bound C
- Distance tolerance 6 > 0
Output: Updated upper bound C'.

for i = 1 to m do
‘1 C; otherwise
end for
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Algorithm 25 Excessive Gap Algorithm for NdP-SO (NdP-SO-EG)
Input: - h, := minyeq dip(h)
- Distance tolerance 6 > 0
- An bound C =rt,r >0
it : 0 . 9lCl2 0 . g lellz
Initial smoothlng factors pgp := 2 el and g = K”C”2
- A relative error € > 0
Output: An approximate primal solution h € Il and an approximate
dual solution v € U such that hl)b(—f(") <e.
set 1 =10
compute ho = GMj (ho) NdP-S0: Min Quadratic Cost Flow
U
compute ug = Uy b, NdP-S0:Quadratic Projection on the box U
while /-2 > ¢ do
if 7 is even then
compute h ; NdP-S0: Min Quadratic Cost Flow
set h = Z+1h —|— Zigh#wul
compute u i NdP-S0:Quadratic Projection on the box U
) —-H4 2
S€t Uir1 = 5l "': 3 Wi b
compute GM; , (h) NdP-S0: Min Quadratic Cost Flow
U

set hi—i—l = GMf ) (il)

+1 _ i+1 +1 _ 4
set pp T = 5 and By = By

check upper bound C' and update Dy, uif', and MHH if needed

C:Update Procedure

else
compute Ui h, NdP-S0:Quadratic Projection on the box U
set U = Zié“@ + T3
compute h NdP-S0: Min Quadratic Cost Flow

. H—l 2
set hiy1 = z+3h + mshuia

compute GMy , (@ (a) NdP-S0:Quadratic Projection on the box U
II

set Ujr1 = GM¢ ) (A>
i+1

set luz-l-l — Mn and luH-l _ H_3,LLU |
check upper bound C' and update Dy, pif', and pj' if needed

C:Update Procedure

end if
sett=1+1

NdP-S0:0bjective functions evaluation

end while
set h = h; and u = u;
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9.3 Numerical Results

To compare the algorithms described in the previous sections, i.e., NdP-UE-SDA
(Alg. 21), NdP-UE-WDA (Alg. 22), NdP-UE-TSDA (Alg. 23), and NdP-SO-EG
(Alg. 25) we ran various simulations testing the parameters of the algorithms. We
investigated the relation between the accuracy and the running time, but also the
quality of the traffic assignments, e.g., violations of arc capacities or the relation
between congested and delayed arcs.

Our pool of problems contains two kinds of instances. The first one consists of
standard networks mostly used to test algorithms for solving the Traffic Assignment
problem using the Beckmann model, see Section 8.3, which we needed to adapt to
the Nesterov & de Palma model. These changes mainly concern the capacities of
the arcs. We considered the Sioux Falls instance, the Anaheim instance and the
Barcelona instance, which can be downloaded from the website [BG07]. The second
kind of instances corresponds to the metropolitan region of Zurich, Switzerland.
There are 24 instances, each one describing the traffic during a one hour period of
the day. These data were provided by the Federal Office for Territorial Development
[Bun05]. All instances are assumed to be feasible. However, we could only compute
an optimal solution using the commercial solver Cplex 11.0 ([Cpl]) for the standard
instances. All Zurich instances required an amount of computer memory that we
did not have. The characteristics of the instances are presented in Table 9.1. Table
9.2 gives an overview of the number of variables in the instances.

Two types of computers have been used for the simulations. For the tests with the
standard instances we used a computer with a cpu running at 1GHz and 2G RAM.
For the tests with the Zurich instances we used a computer with a cpu running at

2.6GHz and 32G RAM.

Our objective is two-fold. With the tests on the standard instances our focus is on
the performance of the algorithms. We tested them against each other and used the
optimal solution obtained by Cplex 11.0 as reference solution. With the tests on
the Zurich instances, we also tested the performance of the algorithms but at the
same time we compared the quality of the traffic assignments with those provided
by the commercial software VISUM ([VIS06]), which uses the Beckmann model, see
Section 8.3.

Since we are interested in the total travel times at User Equilibrium (UE) and So-
cial Optimum (SO), we present these values in the tables of the numerical results.
Primal and dual objective values are neglected since they are related to the total
travel times at UE and SO. Note however, that the value of the relative gap be-
tween the primal and dual objective functions does not correspond to the relative
error between the approximate total travel times at UE, respectively SO, and the
reference solution in the following tables.
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Name Arcs | Nodes | OD-pairs Total Tota.l
demand capacity
Sioux Falls 76 24 528 49152.78 185000
(highly loaded) '
Anaheim 914 416 1405 99441.95 5511600
Barcelona 2522 1020 7922 184679.56 | 13745299.36
Zurich 12pm - lam 14070 | 6739 193397 7507.77 30045562
Zurich lam - 2am 14070 | 6739 150284 5645.29 30045562
Zurich 2am - 3am 14070 | 6739 186536 7829.39 30045562
Zurich 3am - 4am 14070 | 6739 217616 12737.84 30045562
Zurich 4am - Sam 14070 | 6739 377998 39993.77 30045562
Zurich bam - 6am 14070 | 6739 514395 176496.92 30045562
Zurich 6am - 7am 14070 | 6739 570658 216017.67 30045562
Zurich 7am - 8am 14070 | 6739 526391 128910.50 30045562
Zurich 8am - 9am 14070 | 6739 506057 98772.35 30045562
Zurich 9am - 10am 14070 | 6739 508292 100668.31 30045562
Zurich 10am - 1lam | 14070 | 6739 520456 141547.35 30045562
Zurich 11lam - 12am | 14070 | 6739 522332 154639.18 30045562
Zurich 12am - 1pm 14070 | 6739 554851 179042.55 30045562
Zurich 1pm - 2pm 14070 | 6739 532536 146904.05 30045562
Zurich 2pm - 3pm 14070 | 6739 545516 155177.43 30045562
Zurich 3pm - 4pm 14070 | 6739 589353 196306.97 30045562
Zurich 4pm - 5pm 14070 | 6739 618519 235547.11 30045562
Zurich 5pm - 6pm 14070 | 6739 584180 171376.41 30045562
Zurich 6pm - 7pm 14070 | 6739 521290 120764.13 30045562
Zurich 7pm - 8pm 14070 | 6739 450467 69952.95 30045562
Zurich 8pm - 9pm 14070 | 6739 429427 57537.12 30045562
Zurich 9pm - 10pm 14070 | 6739 447019 57790.17 30045562
Zurich 10pm - 11pm | 14070 | 6739 397301 40493.03 30045562
Zurich 11pm - 12pm | 14070 | 6739 193397 7507.77 30045562

Tab. 9.1: Networks used in the simulations

’ Name

\ Arcs \ Nodes \ OD-pairs \ # variables ‘

Sioux Falls A
(highly loaded) 76 24 528 4.01%10
Anaheim 914 416 1405 1.28%10°
Barcelona 2522 1020 7922 2.00%10"
Zurich 2am - 3am | 14070 | 6739 186536 2.62x10”
Zurich 4pm - 5pm | 14070 | 6739 618519 8.70%10°

Tab. 9.2: Total number of variables of the instances used in the simulations
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9.3.1 Primal-Dual Subgradients Algorithms
Algorithms’ performance and standard instances

The NdP-UE-SDA, NdP-UE-WDA, and NdP-UE-TSDA algorithms have the par-
ticularity that they have extra updating procedures that the Primal-Dual Subgra-
dient methods do not have. These are the updating procedure of the upper bound
of the primal variables and the updating procedure of the norm of the computed
subgradient respectively the norm of the variation of the computed subgradients,

see Algorithms 18, 19, and 20.

We first investigated the influence of these procedures on the running times of the
algorithms. Table 9.3 resumes the corresponding results. Method 18, in Section
9.1, corresponds to the updating procedure of the upper bound R of the travel time
t, the primal variables. In all algorithms, the starting value for R is given by a
multiple of the free travel time ¢, i.e., R = rt, r > 1. In the second column of Table
9.3, we find the value of r, which leads to the smallest running time. In the fourth
column, we have the number of updates of R induced by the choice of 7.

We expect that theory overestimates the values of L and M, see Section 9.1. Thus,
we set the following values as the maximal values for L, respectively for M,

Lmax = \/E : dtot + ”C“2 and Mmax = \/m : dtota

and use as starting upper bounds L = anax’ respectively M = Mfl“a" with [ > 1.
In the third column of Table 9.3, we find the best choice of [, which gives us the
starting values of L, respectively M. In the fifth column we have the number of
updates of L, respectively M, induced by the choice of [. In the special case of the

NdP-UE-WDA algorithm, we set L,.x = 1 and then L = L“l’a", see Section 9.1.

We observe that once the right choices for r and [ are made, the algorithms have all
the same running time for the same relative gap, with the exception of NdP-UE-
TSDA for the Anaheim instance and Barcelona instance. Here we notice that even
though the obtained relative gap is the same as for the two other algorithms, NdP-
UE-SDA and NdP-UE-WDA, the quality of the solutions is worse. For example, the
NdP-UE-TSDA algorithm delivers a traffic assignment at User Equilibrium with no
congested arcs but with 86 delayed arcs. For a better quality, we must require a
higher relative error, which leads to an increase in running time.

Now let us evaluate the stability of the algorithms with respect to changes in r and
[. First, consider Figure 9.1 and Table 9.4.

For the Sioux Falls instance we ran the algorithm NdP-UE-WDA for different values
of r and [ = 1 until a relative error of 0.05 was reached. We notice that the minimum
is achieved between r = 2 and r = 4 for both running time and number of iterations.
In particular, we observe a drop in the running time when increasing from r = 1.75
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’ Sioux Falls instance, relative gap 0.005 ‘
Best | Best cpu # of # of # of Total
Algorithm r [ | time [s] | changes | changes | itera- travel
R Lor M | tions | time (UE)
NdP-UE-SDA 2 100 2.15 8 1 730 3238.7
NdP-UE-WDA 2 2.7 1.83 8 0 694 3217.74
NdP-UE-TSDA | 1.5 65 1.88 13 0 791 3228.44
Cplex 11.0
reference — — 16 — — — 3397.38
solution
’ Anaheim instance, relative gap 0.01 ‘
Best | Best cpu # of # of # of Total
Algorithm r [ | time [s] | changes | changes | itera- travel
R L or M | tions | time (UE)
NdP-UE-SDA 1.5 | 250 1.15 23 45 130 24680.5
NdP-UE-WDA | 1.5 3 1.32 18 0 135 24580.2
NdP-UE-TSDA | 1.5 40 0.13 7 0 13 24548.8
Cplex 11.0
reference — — 1276 — — — 24923.6
solution
] Barcelona instance, relative gap 0.01 ‘
Best | Best cpu # of # of # of Total
Algorithm T [ | time [s] | changes | changes | itera- travel
R Lor M | tions | time (UE)
NdP-UE-SDA 1.8 | 200 11.75 6 12 202 1239510
NdP-UE-WDA | 1.5 30 11.78 5 0 202 1237530
NdP-UE-TSDA | 1.5 | 300 0.14 1 0 2 1260420
Cplex 11.0
reference — — | 334110 — — — 1241300
solution

Tab. 9.3: Find best values of upper bounds R, L, and M: NdP-UE-SDA v.s. NdP-

UE-WDA v.s. NdP-UE-TSDA
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] NdP-UE-WDA algorithm, Sioux Falls instance, relative gap 0.005 ‘

. # of theoretical # cpu # of changes | Total travel

iterations | of iterations | time [s] R time (UE)
1.2 7370 1.53%107 30.34 22 3191.82
14 10621 6.12x107 41.09 26 3229.34
1.6 12168 1.38%108 46.83 23 3256.02
1.74 12489 2.09%10% 47.09 19 3255.22
1.75 12537 2.15%108 49.71 21 3253.3
1.76 6073 2.21%108 22.92 13 3213.59
1.77 6154 2.27%10% 23.1 16 3215.71
1.8 6399 2.45%10% 24.54 14 3218.07
2 5017 3.82%10% 20.5 12 3209.75
2.2 6017 5.51%108 22.7 12 3243.69
2.4 3214 7.49%10% 12.84 8 3208.84
2.6 3883 9.78%10% 15.4 10 3230.71
2.8 4251 1.24%10° 17.81 8 3244.47
3 4832 1.53%10° 18.72 7 3255.76
4 4047 3.46x10° 15.99 0 3270.21
5 5964 6.11x10° 25.54 0 3285.48
reference | - _ — 16 — 3397.38

solution

Tab. 9.4: Varying the starting value of the upper bound R = rt. Selected results
for a 0.005 relative gap—mnote the jump at 1.75 to 1.76
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Fig. 9.1: Varying the starting value of the upper bound R = rt , NdP-UE-WDA
algorithm, Sioux Falls instance, relative gap 0.005

to r = 1.76. The same kind of behavior is observed with the other algorithms and
instances.

Now, consider Table 9.5. For a fixed value of r, we look for the allowed interval
for [, that does not increase the running time of the algorithms by more than 30%
compared to the best case. The acceptable running times are presented in the fourth
column of Table 9.5 and the interval for [ is given in the fifth and sixth columns.

We note that in relative values the intervals of [ for the NdP-UE-SDA algorithm
and the NdP-UE-WDA algorithm are equivalent. Note that for NdP-UE-TSDA,
the results are also given in the same table for completeness but they should be
interpreted with extreme care since the running time values are too small and
measurement errors become important.

A fact of particular importance is that the admissible intervals of [ overlap greatly
among the networks, which enables us to determine some relatively good values for
r and [ independent of the networks.
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’ Sioux Falls instance, relative gap 0.005 ‘

Algorithm r | Min cpu | Acceptable | From [ | To [
time [s] | cpu time[s]
NdP-UE-WDA 2 1.03 1.34 1.6 3
NdP-UE-SDA 2 1.09 1.42 50 100
NdP-UE-TSDA | 1.5 0.03 0.04 3.5 10

’ Anaheim instance, relative gap 0.01 ‘

Algorithm r | Min cpu | Acceptable | From [ | To [
time [s] | cpu time[s]
NdP-UE-WDA | 1.5 1.32 1.72 2 10
NdP-UE-SDA | 1.5 1.15 1.5 20 300
NdP-UE-TSDA | 1.5 0.13 0.17 30 50

’ Barcelona instance, relative gap 0.01 ‘

Algorithm r | Min cpu | Acceptable | From [ | To [
time [s] | cpu time[s]
NdP-UE-WDA | 15| 11.78 15.31 1.5 300
NdP-UE-SDA | 15| 11.75 15.28 1.5 300
NdP-UE-TSDA | 1.5 0.14 0.18 1.5 300

Tab. 9.5: Tradeoff between value of [ and cpu time.
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In order to investigate how the algorithms depend on the network’s load, in other
words, on the network’s congestion, we randomly change the demand of the OD-
pairs in the networks. We observe an exponential relation between the total demand
and the algorithms’ running time. In Figure 9.2, this relaxation is depicted for the
Sioux Falls instance and the NdP-UE-WDA algorithm. In this instance 42% of the
arcs are congested, thus we randomly decrease the demand of the OD-pairs.

Total Demand v.s. Running Time
12 4 r 3000

cpu time [s]
107 — number of iterations I 2500

r 2000

r 1500

cpu time [s]

r 1000

number of iterations

r 500

0 0
38000 40000 42000 44000 46000 48000 50000
Total demand

Fig. 9.2: Behavior of cpu time under randomly decrease of the demand—NdP-
UE-WDA algorithm, Sioux Falls instance, relative gap 0.005

Until now we have considered the performance of the algorithms from the point of
view of running time. In the following we closely investigate the quality of the traffic
assignment at UE and at SO delivered by the algorithms. We consider first the total
travel time at UE and at SO, and thus the Price of Anarchy, i.e., (total travel time
at UE)/(total travel time at SO), see Equation (8.12) in Section 8.3.2. In Tables
9.6 and 9.7 selected results are presented for the NdP-UE-WDA algorithm and the
Sioux Falls, respectively Barcelona instances. We investigate the influence of the
relative gap on the total travel times. We observe in both tables the same trend.
As the relative error decreases the deviation of the total travel time at UE and
at SO with respect to the values of the reference solution decreases as expected.
Nevertheless, the values obtained for 0.01 relative error are already acceptable.
Namely, the deviation of the total travel time at UE from the reference solution is
less than 7% for the Sioux Falls and less than 2% for the Barcelona instance. For
the total travel time at SO this deviation is negligible for both instances. Note that
both total travel times as well as the Price of Anarchy are underestimated by the
algorithm. Note also that the small values for the Barcelona instance are normal
since there is almost no congestion.
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’ NdP-UE-WDA algorithm, Sioux Falls instance, r =2 and [ = 2 ‘
UE deviation SO deviation deviation
Relative total from total from Price of from
error travel | reference | travel | reference | Anarchy | reference
time solution time solution solution
(%) (%) (%)
0.0100 | 3188.58 6.15 2451.45 0.42 1.301 5.75
0.0075 | 3209.75 5.52 2453.18 0.35 1.308 5.19
0.0050 | 3244.48 4.50 2455.4 0.26 1.321 4.25
0.0040 | 3257.75 4.11 2456.48 0.22 1.326 3.90
0.0030 | 3269.56 3.76 2457.64 0.17 1.330 3.60
0.0020 | 3280.19 3.45 2458.89 0.12 1.334 3.33
0.0010 | 3301.51 2.82 2460.26 0.06 1.342 2.76
0.0005 | 3368.88 0.84 2461.19 0.03 1.369 0.81
reference | gag0 g | | ouprg2 | 1.38 —
solution

Tab. 9.6: Tradeoff between the relative error and the traffic assignment quality—
Total travel time at UE, total travel time at SO, and Price of Anarchy.

An optimal traffic assignment at UE violates no arcs’ capacities and the travel time
of the routes chosen for all OD-pairs are equal. Moreover, only congested arcs have
delays. We next study how well the computed traffic assignment at UE satisfies
these requirements in respect to the relative error of the algorithms.

First, we consider Table 9.8, which corresponds to the results obtained using NdP-
UE-WDA for the highly loaded Sioux Falls instance. In the fourth column the
maximal difference between the travel times of the routes used for the same OD-
Matrix is presented. As expected, the difference decreases as the accuracy increases.
Then, in the fourth and fifth column we have the evaluation of the violation of the
arcs’ capacities. First given is the number of arcs where the flow violates the
capacity and afterwards the average violation. We consider that an arc’s capacity
is violated if the flow on the arc exceeds the capacity by more than 1%. Both values,
the number of arcs with capacity violation and the average violation, decrease when
the accuracy increases. The next column contains the number of congested arcs.
An arc is congested if the flow on it is between 0.99 and 1.01 times the capacity. The
number of congested arcs increases when the relative error decreases. Namely, the
quality of the solution improves since the arc whose flow violates the arc’s capacity
becomes congested when the relative error decreases. An interesting phenomenon
is that the number of delayed arcs decreases with the relative error, however the
average delay and the maximal delay increases, see the eighth, ninth, and tenth
columns. An arc is delayed if its travel time is at least 1.01 times its free travel
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’ NdP-UE-WDA algorithm, Barcelona instance, r =2 and [ = 3

|

UE deviation SO deviation deviation
Relative total from total from Price of from
error travel | reference | travel | reference | Anarchy | reference
time solution time solution solution
(%) (%) (%)
0.0100 | 1227940 1.08 1205230 0.15 1.0188 0.93
0.0080 | 1228300 1.05 1205300 0.15 1.0191 0.9
0.0060 | 1228790 1.01 1205380 0.14 1.0194 0.87
0.0040 | 1229550 0.95 1205490 0.13 1.0200 0.82
0.0020 | 1230960 0.83 1205690 0.11 1.0210 0.72
0.0010 1232460 0.71 1205840 0.10 1.0221 0.61
0.0005 | 1234210 0.57 1206000 0.09 1.0234 0.48
reference | o a0 | 1207050 | — 1.0284 —
solution

Tab. 9.7: Tradeoff between the relative error and the traffic assignment quality—
Total travel time at UE, total travel time at SO, and Price of Anarchy.

time (¢). The number of congested and delayed arcs converge to similar values.
Recall that an arc can be congested at optimum without being delayed, see Section
8.2.

The numerical results presented in Table 9.9 for the Barcelona instance confirm the
previous remarks.

Note that solutions delivered by the algorithm for a relative error of 0.01 are already
acceptable, i.e. even if the number of arcs with violated arc’s capacity is relatively
high the maximal violation is very low in respect to the arc’s capacity. The solutions
delivered for a relative error of 0.001 have less arcs with violated capacities and
better ratio between the congested and delayed arcs. However, a large increase of
running time is incurred. T he biggest increase resulted for the Sioux Falls instance,
where the running time increased from 3.41 seconds to 233.03 seconds.
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Zurich instances and NdP-UE-WDA vs. VISUM.

We have tested the Zurich instances on the one hand with the commercial software
VISUM, which uses the Beckmann model and on the other hand with the NdP-UE-
WDA algorithm applying the Nesterov & de Palma model. Thus, we can make a
two-fold comparison, i.e., the running time performance of the two algorithms and
the predicted congestions of the two models.

NdP-UE-WDA was calibrated to solve all test instances with a relative accuracy of
e = 0.002 and the constants r = 2 and [ = 2. VISUM on the other hand terminates
when the calculated travel time relative difference among all routes for the same
OD-pair is smaller than 0.05. These tests were conducted on a machine with a cpu
running at 1.6 GHz and 512 MB RAM.

For NdP-UE-WDA | two separable running times are listed in Table 9.10. In the first
case, only the total flow was calculated, whereas in the second case the algorithm
computed individual flows for all OD-pairs including the chosen route.

Table 9.10 presents the running times of the algorithms for all instances. The
relation between the demand and running times—second column in case of NdP-
UE-WDA—is plotted in Figure 9.3. Note that both running times are scaled in
respect to the running time for the period 2am to 3am, i.e., the running times of
NdP-UE-WDA are divided by 7’379 and the running times of VISUM are divided
by 38.08. Since only 24 instances are available, conclusions should be made with
care. However, the plot seems to indicate that while running time increases linearly
with the demand for VISUM, the increase is superlinear for NdP-UE-WDA.

5000
+ NdP-UE-WDA
+ VISUM

4000 - M
©,
o
1S
= 3000 -
= .
c
c
= .
- 2000 - .
Q) *
©
O
n . .

*
1000 - ¢ . e .« e
$ o < ¢ . -
* .
i « * ‘ ¢ . ‘
R.L
0 50000 100000 150000 200000 250000
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Fig. 9.3: Scaled Running Time — NdP-UE-WDA v.s. VISUM



9.3 Numerical Results 175
Total | NdAP-UE-WDA | NdP-UE-WDA | VISUM
Hour Demand | Running time [s] Running | Running
(only total flow) time [s] | time [g]
12pm - lam 7507.77 3393 6816 45.33
lam - 2am 5645.29 3263 6010 40.12
2am - 3am 7829.39 3391 7379 38.08
3am - 4am 12737.84 3429 8930 44.27
4am - bam 39993.77 3840 27294 104.09
Ham - 6am 176496.92 4180 111620 327.73
6am - 7am 216017.67 4300 163952 401.36
Tam - S8am 128910.50 4230 62063 230.90
8am - 9am 98772.35 4194 49134 196.03
9am - 10am | 100668.31 4142 52812 208.50
10am - 1lam | 141547.35 4176 57754 218.66
1lam - 12am | 154639.18 4142 59299 185.80
12am - 1pm | 179042.55 4303 84671 184.02
1pm - 2pm 146904.05 5192 70581 156.34
2pm - 3pm 155177.43 5271 80216 207.72
3pm - 4pm | 196306.97 5422 117155 285.05
4pm - S5pm 235547.11 4724 242833 411.85
dpm - 6pm 171376.41 5365 128929 318.03
6pm - 7pm 120764.13 5121 52996 147.13
7pm - 8pm 69952.95 4995 45164 129.56
8pm - 9pm 57537.12 4199 44391 105.68
9pm - 10pm 57790.17 3961 49313 100.51
10pm - 11pm | 40493.03 4107 31547 | 84.49
11lam - 12pm 7507.77 3385 6863 50.19

Tab. 9.10: Running time for NdP-UE-WDA and VISUM for the Zurich instances

1 day = 86’400 s
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Fig. 9.4: Arcs’ load —NdP-UE-WDA v.s. VISUM
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Fig. 9.6: Number of congested arcs and arcs with at least 20% load—NdP-UE-
WDA v.s. VISUM

Now, let us compare the flow predictions of the models. Figures 9.4 and 9.5 show
the load on the arcs as predicted by the models for some representative hours.
Though the figures look very similar, we can see that the Nesterov & de Palma
model has more congested arcs during peek hours. In the following we will have a
closer look at this result.

Figure 9.6 plots the number of arcs with more than 20% load as well as the number
of congested arcs for each model. We can clearly see that the Nesterov & de Palma
model results in much more congested arcs while having slightly fewer arcs with
more than 20% load compared to the Beckmann model. This can be explained by
two effects. First, in the Nesterov & de Palma model the shortest paths will be
completely filled before any demand moves to other arcs, which is not the case in
the Beckmann model where other routes might receive demand before the shortest
route is fully filled. Second, in the Beckmann model capacities are more often
violated leading to less demand on other routes. This is shown clearly in Figure
9.7. Finally, let us compare the Price of Anarchy for the two models. Figure 9.8
shows the total travel time ratio of UE to SO for both models. In the Beckmann



9.3 Numerical Results

179

140

120 +

100

@
o
I

# of arcs with violated capacity
3

IS
o
L

20 A

= only VISUM

® poth VISUM and NdP-UE-WDA

= only NdP-UE-WDA

10

12
Hours

14

20

22

24

Fig. 9.7: Number of arcs with violated capacity—NdP-UE-WDA v.s. VISUM



180 Numerical Results for the Static Traffic Assignment Problem

1.35 4

— NdP-UE-WDA
1.30 1 — VISUM

1.25 4

1.20 -

1.15

1.10 A

Price of Anarchy

1.05 -

1.00 -

0.95 T T T T T T T T T T T 1
0 2 4 6 8 10 12 14 16 18 20 22 24
Hours

Fig. 9.8: Price of Anarchy—NdP-UE-WDA v.s. VISUM

model the Price of Anarchy is much larger with roughly 25% compared to about
10% for the Nesterov & de Palma model. Moreover, we observe that the Price of
Anarchy in the Beckmann model increases with the demand. The Nesterov & de
Palma model on the other hand shows the largest Price of Anarchy in the instances
one hour before the highest demands.

9.3.2 Excessive Gap Method

Solving the smallest instance, i.e. Sioux Falls, with the Excessive Gap method al-
ready took several hours of computing time, which compares extremely bad, see
Table 9.11, to the Primal-Dual Subgradient algorithms, which needed a few sec-
onds for this instance, see Table 9.5. This can be explained by the fact that each
iteration of the Excessive Gap method is very costly, since as many as three times
the number of OD-pairs of Minimum Quadratic Cost Flow (MQCF) problems need
to be evaluated. (Chapter 10 presents the techniques used for approximately solving
the MQCF problem.) Though each of these subproblems is small and the number
of iterations needed for convergence by the Excessive Gap algorithm were smaller
than predicted by theory, see Table 9.11, the cost of each iteration prevents the
algorithm of being competitive and lead to the decision to not try to solve any
larger problem instance. In the following some results and interpretations are given
for the SiouxFalls instance.
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’ Sioux Falls instance, relative gap 0.025 ‘

. # of updates cpu # of theoretical # | Total travel
of C time iterations | of iterations | time (SO)
0.5 2 8h17min 2196 51150 2342.25
1 2 15h17min 4339 104563 2374.82
1.5 2 18h57min 6101 158436 2407.09
reference — 16sec — — 2461.82
solution

Tab. 9.11: Find best initial values of upper bound C' = rt — Excessive Gap using
exact oracle (Cplex 11.0)

Table 9.11 shows the influence of the choice of the upper bound C for the delays (see
Algorithm 24) on the performance of the Excessive Gap Algorithm 25. These results
were obtained using Cplex 11.0 ([Cpl]) in order to solve the MQCF problems within
an iteration. Cplex 11.0 uses a Primal-Dual Interior Point method for solving such
problems and we interpret the solution delivered at maximal accuracy as an “exact”
solution. In Section 10.1, we present the main ideas of Primal-Dual Interior Point
methods. Note that the stopping criterion used by Cplex 11.0 does not correspond
to the duality gap, see Equation (10.12).

The results show that C' is less frequently updated compared to the Primal-Dual
Subgradient Algorithms, see Table 9.4. This indicates an underestimation of the
delays. Tables 9.12 and 9.13 confirm this. In particular, we note that for the same
relative gap, the Primal-Dual Subgradients algorithms deliver solutions closer to
the reference solution.
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NdP-SO-EG algorithm, Sioux Falls instance
r =1 and exact oracle (Cplex 11.0)
UE deviation SO deviation deviation
Relative total from total from Price of from
error travel | reference | travel | reference | Anarchy | reference
time solution time solution solution
(%) (%) (%)
0.050 2642.06 22.23 2354.06 4.38 1.12 18.84
0.025 2806.85 17.38 2374.82 3.53 1.18 14.49
0.010 2913.04 14.26 2401.05 2.47 1.21 12.32
NdP-UE-
WDA® | 3188.58 6.15 2451.45 0.42 1.301 5.75
0.010
veference | ga0zag | | oseis2 | 1.38 —
solution

Tab. 9.12: Tradeoff between the relative error and the traffic assignment quality—
Total travel time at UE, total travel time at SO, and Price of Anarchy.
(1) NdP-UE-WDA with r =2 and | = 2
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Table 9.14 presents results obtained by using approximate instead of exact oracles
in the subproblems arising in the Excessive Gap method (MQCF problems). The
approximate oracles correspond to an application of a Fast Gradient scheme on a
Lagrange relaxation of the MQCEF problem, for which details are given in Section
10.2. Additionally, numerical results comparing this method to the Primal-Dual
Interior Point method of Cplex 11.0 are presented in Section 10.3.

We consider various values for the stopping criterion of the oracle stop_fg = 0.01,
0.001, 0.0001, and 0.00001, see Section 10.3. In case of the Sioux Falls instance,
these values correspond to a duality gap of order from 100 to 0.1 respectively. When
we chose stop_fg= 0.0001, both the results as well as the running time needed
were better than those obtained using exact oracles for the same initial upper
bound C, see Table 9.15 and 9.16. When a lower accuracy (stop-fg= 0.001 or 0.01)
was chosen, the number of iterations and running time yet also the quality of the
solution decrease also. On the other hand, when we enforced a higher accuracy
of (stop_fg= 0.00001), the results and the number of iterations needed remained
as when stop_fg= 0.0001, yet the running time increased due to the additional
time needed to solve the subproblems. Remark that, though according to theory
an absolute accuracy of the oracle of the order of O(e°) is required for an overall
accuracy of €, in this piratical instance a much lower accuracy sufficed for the oracle.

Sioux Falls instance, relative gap 0.025
r = 1 and approximate oracle (Fast Gradient scheme)
stopping criterion cpu # of theoretical # | Total travel
stop_fg time iterations | of iterations | time (SO)
0.01 6h2min 4331 104456 2369.41
0.001 8h6min 4333 104456 2373.97
0.0001 9h16min 6165 105601 2406.45
0.00001 14h23min 6119 105601 2407.37
reference 16sec - - 92461.82
solution

Tab. 9.14: Find acceptable value of stopping criterion for the approximate oracles,
stop_fg — Excessive Gap using C' = ¢
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NdP-SO-EG algorithm, Sioux Falls instance
r = 1 and approximate oracle (stop_fg= 0.0001)
UE deviation SO deviation deviation
Relative total from total from Price of from
error travel | reference | travel | reference | Anarchy | reference
time solution time solution solution
(%) (%) (%)
0.050 2642.51 22.22 2354.06 4.34 1.12 18.84
0.025 2990.52 11.98 2406.49 2.22 1.24 10.15
0.010 3216.51 5.32 2450.84 0.45 1.31 5.07
NdP-UE-
WDA® | 3188.58 6.15 2451.45 0.42 1.301 5.75
0.010
eference | ga0, 59 246182 |  — 1.38 —
solution

Tab. 9.15: Tradeoff between the relative error and the traffic assignment quality—
Total travel time at UE, total travel time at SO, and Price
of Anarchy — Excessive Gap method with approximate oracle.

(1) NdP-UE-WDA with r =2 and [ = 2
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Excessive Gap Method using Exact Oracles
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Excessive Gap Method using Approximate Oracles
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Fig. 9.9: Evolution of primal and dual value

Finally, consider Figure 9.9. As in the case of the linear pogramming relaxation of
the Uncapacitated Facility Location problem, we have that the dual value converges
faster than the primal value when approximate oracles are used (stop_fg = 0.0001),
see Figure 7.1. Yet, for “exact” oracles this is not the case. We notice two jumps
in both figures, which correspond to the update of the delays’ upper bound C.

9.3.3 Summary

We were able to solve all instances faster than the commercial solver Cplex 11.0
with the Primal-Dual Subgradient algorithms. Note however, that Cplex 11.0 finds
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exact solutions while our algorithms deliver approximate solutions within relative
errors from 0.01 to 0.001. We found that the algorithms performance was sensitive
to the additional updating procedure and therein the chosen values of r and I.
However, it was always possible to find values of r and [ for each algorithms such
that it performed well for all instances. Moreover, once a good choice was made, all
algorithms except the truncated simple dual averaging algorithm (NdP-UE-TSDA)
showed a similar performance. Note that we did not conduct any further finetuning
of the algorithms except for choosing the values for r and .

Running time increased strongly if a gap of 0.001 instead of 0.01 was required.
However, the solution quality regarding arcs with violated capacities and congested
or delayed arcs did not improve much, i.e., the additional solution time was not
worthwhile.

The Primal-Dual Subgradient algorithm compared badly concerning running time
with the commercial software VISUM. Note however, that we solved problems with
different complexities. The derived traffic assignments showed as expected that the
flow at UE in the Beckmann model is more spread out leading to less congested
arcs.

Contrary to the impressive result for the linear programming relaxation of the Un-
capacitated Facility Location Problem, the Excessive Gap method performed very
poorly for the Traffic Assignment Problem requiring hours to solve small instances.
Though, the number of iterations needed remained as small as for the linear pro-
gramming relaxation of the Uncapacitated Facility Location Problem, the calcula-
tion of each iteration was too time-consuming.

We notice that in practice a much lower accuracy is required for the oracle than is
predicted by theory.



10. Minimum Separable Quadratic Cost
Flow Problem

In this chapter, we consider the minimum separable quadratic cost flow prob-
lem. This problem can be solved in polynomial time using Khachian’s Algorithm
([Kha79],[KTK79]). However, this algorithm performs poorly in pratice. Thus,
starting with Minoux in 1984 ([Min84]) many researchers sought after efficient
polynomial algorithms for this problem. For our purpose, we investigate algorithms
delivering approximate solutions.

Suppose we have a network with m arcs and n nodes, two of which are special,
the source, s, and the sink, t. We denote by A the set of arcs and by N the
set of nodes. Between the source and the sink a flow with value n > 0 has to
be transported satisfying the arc’s capacity, ¢ € R™. The target is minimizing
the costs, which are incurred by transporting flow over arcs. Here, these costs are
separable and quadratic, i.e., for a flow x € R™ the corresponding costs are defined
as (a,z) + 2(z,z), with @ € R™ and b € R;. The minimum separable quadratic
cost flow problem is then formulated as follows.

b
(MQCEF) minimize f(x) :=a"z + §$Tx
subject to Er=d (10.1)
0<z<c (10.2)

where F € R™™ corresponds to the node-arc incidence matrix and d € R™ to the
demand vector, i.e.,
—1 if node z = t(1),
E.;= 1 if node z = h(i),
0 otherwise.

—n if node z = s the source,
d, = n if node z =t the sink,
0 otherwise.

Recall that for an arc i € A, t(i) denotes its tail and h(i) denotes its head.

In the following, we present two methods for approximately solving the MQCF
problem, a Primal-Dual Interior Point method and a Fast Gradient method, which
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we then compare numerically. We are interested in methods that deliver good
approximation solutions with little numerical effort. The numerical comparisons
are presented in the last section of this chapter.

10.1 Primal-Dual Interior Point Method

At the core of most commercial optimization software used for minimizing quadratic
convex optimization problems lie Primal-Dual Interior Point methods. The idea
of the method is to simplify the problem by replacing the inequality constraints
(10.2) with a suitable barrier function added to the objective function f(z), which
penalizes all solutions that do not strictly satisfy the inequality constraints (10.2).
Namely, we define for pu > 0,

The function z — — 3" | In(¢; —x;) is a barrier function for the set {x € R™ | z <
c} and the function x — — >~ In(x;) is a barrier function for R

We minimize ¢, (x) over the set { Ex = d}. The corresponding KKT conditions are
Vo, (r) — ETy =0 and Ex = d, where

1 =1 1
Vo, (z) = ;(a+bx) + ; e ;x_ie"’
with e! € R™, e;'. =1ifj=17and e;'» = 0 otherwise for i =1,...,m.

For > 0, consider x(u) and g(p) satisfying the KKT conditions. Then, defining

y(u) = pg(p), s(p) = pX(@)~'1 and 2(p) = p(C — X(p))~'1 with X(p) =
diag(z(p)) and C := diag(c), and 1 € R™, the unit vector, these KKT conditions
can be written as follows.

a+br(p) + z(p) — s(p) — E'y(n) =0 (10.3)
(C = X(u)z(p) = pl, z(p) >0 (10.4)
X(p)s(p) = pd, s(p) >0 (10.5)
Ex(n) =d, 0<z(u) <c (10.6)

Now, suppose we have a solution (x(u),y(1), 2z(1), s(n)) satisfying the KKT con-
ditions (10.3), (10.4), (10.5), and (10.6). We first note that x(u) is primal fea-
sible, i.e., it is a feasible solution of the MQCF problem. Second, we have that
(y(p), z(p), s(u)) is a feasible solution of the Lagrange dual of the MQCF problem,
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Then, we evaluate the duality gap at (x(u),y(n), z(1), s(1)).

Fn) = aTa(n) + () a ()
= )" Baln) — 20 x(0) + ()" (1) — ()" ()
(using (10.3))
=y Er(n) — () + 2mp— L)
(using (10.4), and (10.5))
= ()~ () + 2 Da()a()  (using (10.6))
= ¥(y(n),z(p), s(w)) +2mp (using (10.3))

Thus, as p decreases the duality gap (f* denotes the optimal value of the MQCF
problem), the difference

fla(p) = < fla() =y, 2(p), s(n) = 2mpu (10.7)

Tar(p)

decreases.

Starting with a relatively big wvalue p for p and a feasible solution
(x(p),y(i), z(@), s(i1)) of the KKT conditions (10.3), (10.4), (10.5), and (10.6),

for fi, the main idea of the interior point method is to decrease u = %, t>1, and
to solve approximately the KKT conditions for . A Newton method starting at
(x(p),y(in), z(@2), s(z)) is used for finding (z(u),y(u), z(1), s(p)). This procedure is
repeated until a desired duality gap is achieved. For a duality gap of € > 0 we need

to solve at most - .
v = e () el
€ )logt

KKT conditions, applying the Newton method.

The interior point method is known to be polynomial. Since we use the interior
point method of the commercial software Cplex ([Cpl]) as a black box we do not
discuss the complexity in detail. For a survey of Primal-Dual Interior Point method
for linear and quadratic minimization problems, the reader is referred to [Wri97].
For general convex optimization problems the reader is refereed to [NN94|, where
Nesterov and Nemirovsi precisely investigated the generation of appropriate barrier
functions.

10.2 Fast Gradient Method

We apply a fast gradient method, based on the method presented by Nesterov
in [Nes07], to the Lagrange dual of the MQCF obtained by relaxing the demand
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constraint (10.1), which are first normalized by the demand 7, i.e., we set Ex = d
with for any node z € N and for any arc j € A

) —Lif 2 = t(j), ) —1 if node z = s,
E.;= 5 iz=h(), d. = 1 if node z =t,
0 otherwise. 0 otherwise.

The dual objective function is then defined for any p € R" as follows

P(p) == { min (a, z) + g(:v,x) + (p,d — Ea:)} : (10.8)

0<x<c

In order to evaluate it we first need to compute

x, = arg min {(a—ETp,a;> —|—g($,:v>}. (10.9)

0<z<c

This minimization problem corresponds to a quadratic projection over a box, whose
solution is given as follows

_ ) (ETp—a)j
(zp); = max{O,mm{T’cj}}

1.1 1

_ 0.min < =(=pnin — =Dy — @:). Cs 10.10
max{ ,mln{b(nph(,) npt(j) a])ac]}} ( )

b
imization problem (see Lemma 9.1). Finally, we get

where (E p _“> is the optimum of the corresponding unconstrained quadratic min-

1 1 b 1 /1 1 2
Y(p) = pi—pst Y ((aj — P T Ept(j))cj +3 ?) - % (Ephm — P aj>

Jj€JIp Jelp
(10.11)
where
11 1

J, = e ‘ < (=P — —Dei — a;) v

P {J Alg b(nph(J) 77pt(]) aa)}

I e A ‘ 0< ! ) <

:: J— J— . —_— — . _a. c. .
P J =7 77ph(]) 77pt(]) i) =G

Now we compute the gradient of ¢)(p), Vi(p), using the sets J, and I,. First we
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consider the partial derivatives of ¥ (p) at the source and the sink,

asqu)(p) = -1 - Z —Czs Z _Csz

zs€Jp sz€Jp
1.1 1 1.1 1
- Z _(_ps — — Pz — azs) + Z _(_pz — —Ps — asz)
zsel, b n U sz€l, nbn 77
1 1
o(p) = 1 — Z —Cyt + Z —Cyz
ztedp U tz€Jp U
1 1 11 1
- Z — — Pz — azt) + Z _b(_pz — — Pt — atz)
atel, tzer, 10" l
Then, for any other node w, we have
ww = - Z _czw + Z _sz
szJp wz€Jp
- Z - _pz azw + Z _pw awz)
zw€elp N wz€lp N

The Fast Gradient method presented in [Nes07] assumes working with functions
having Lipschitz continuous gradient. Moreover the value of the Lipschitz constant
influences the convergence of the method. We define the following norm for the dual
T 1 . . . .
space, ||p||s := (p" Bp)z, where the matrix B is a lower estimate of the Hessian of

—1(p).

For any node w and z we have

1
Onuto(p) = —%sz € I} U{wz € I}
0 ifwz ¢l 2w¢l,
1 1 fwzel,zwél
9 a2 L 23] p
0.0 (p) = 02,0 (p) = n2b 1 ifwz g I, 2w el
2 fwzel,zwel,

For the elements in the diagonal of the Hessian of ¢(p), we have that for any node
w, the set {zw € I,} U{wz € I,} has at most deg,, elements, where deg,, denotes
the degree of node w, i.e., the number of arcs having w as head plus the number of
arcs having w as tail.

Thus, the diagonal matrix B, with B,, = ﬁdegw for any node w, satisfy

—V2)(p) = 2B and /2 is an estimate for the Lipschitz constant L of the gra-
dient of —, i.e., L ~ /2.



194 Minimum Separable Quadratic Cost Flow Problem

We consider then the Fast Gradient scheme described in Algorithm 26. The stop
criterion of the algorithm is the value of the gradient’s norm, which is zero at
optimum.

Algorithm 26 MQCF—Fast Gradient Scheme

Input: py = ¢o = 0 € R", initial solutions
Ly < Ly, estimate for gradient’s Lipschitz constant L,
ap € (0,1)and A =0
e > 0, desired accuracy
Output: p(e) € R™ such that ||V (p(e))||5; < € and the corresponding
flow solution x(e).

k=0
repeat
L =1,
repeat
find a such that La? —a — A, =0
set y = FEopr + A
compute Vi(y) and set § =y + 1B Vi)(y)
compute Vi)(y)
if (Vo(y),y—0) > 7lIVe(®)|l5° then
L=2L
end if
until (V¢(9),y — 9) < 52 Vo @)l
apr1 =a and A1 = Ap +a
set Ly = %
set pry1 =¥ and gui1 = G + a1 BT VU (prgr)
k=k+1
wntil [V (pren) [ < e
set p(€) = P4
set x(e); = max{0, min{%(%p(e)h(j) — %p(e)t(j) —a;),c;}} forall j € A

From Theorem 6 in [Nes07] we have that at each step k > 1 of Algorithm 26,

8Ly |0 — pol2
w(p*) . w(pk) < prkQ pO”B’

where p* denotes a maximum of 1) over R™. In this work, We do not provide more
details on the analysis of the method. The reader is referred to [Nes07]. However,
note that y =y + %Bilvw(y) is a standard gradient step and g is the maximum
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network | # nodes | # arcs
Anaheim 416 914
Barcelona 1020 2522

Zurich 5835 15184

Tab. 10.1: Networks’ characteristics

of the following function

k
1
Sela) = D" s (bl + (Vopi) 0 — ) + 3lla — ol
i=1
which when divided by Ay is a strongly concave approximation of ¥(q). Namely,

8() > Aila) — 3 lla — ol

10.3 Numerical Results

In order to compare the methods presented in the previous sections, i.e., the Primal-
Dual Interior Point method (section 10.1) and the Fast Gradient method (section
10.2), we design the following experiment.

Test Instances. First, we create a pool of instances of the MQCF problem based
on the networks used in Chapter 9. In particular, we consider the Anaheim, the
Barcelona and the Zurich network. Their characteristics are resumed in Table 10.1.
Four OD-pairs are chosen for each network in order to define the sources, the sinks
and the demands. The linear costs a and the quadratic factor b, are uniformly
distributed on given intervals. These intervals are specified at the top of each table
with numerical results.

Stopping Criteria. For the Interior Point method, we use the commercial solver
Cplex [Cpl]. The Interior Point method in Cplex uses as stopping criterion not the
duality gap (10.7), but the duality gap divided by the norm of the primal solution
and the norm of the dual solution,

fla(w) = o(y(p), z(1), s(p) _ 2mpu
|z ()ll2lly (), 2 (1), s(p) |2 () ll2lly (), 2 (1), ()l

(10.12)

For the Fast Gradient method we use as stopping criterion the norm of the gradient
of ¥(p), |V¥(p)||5- The algorithm is implemented in C4+.

We run the methods for different values of their stopping criteria and numerically
compare the delivered solutions. For sake of clarity, we use the following notations
in this section.
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a; € (—1, 1) a; € (—1, 1) a; € (—100, 100)
network . b'e (0,1) ' b € (0,100) ' b.G (0,1)
objective cpu objective cpu objective cpu
value | time [s] | value | time [s] | value | time [s]

Anaheim 1 1.5%108 0.08 1.5%1019 0.08 1.5%108 0.08
Anaheim 2 | 4.3%107 0.07 4.3%10° 0.08 4.3%107 0.06
Anaheim 3 | 9.9%107 0.07 9.9%10° 0.08 9.9%107 0.05
Anaheim 4 | 4.7%107 0.06 4.7%10° 0.07 4.7x107 0.06

Barcelona 1 | 1.5%10° 0.22 1.5%10" 0.24 1.5%10° 0.18
Barcelona 2 | 1.5%10° 0.20 1.5x101 0.20 1.5%10° 0.18
Barcelona 3 | 7%10% 0.09 71010 0.14 7.1%10% 0.15
Barcelona 4 | 5.9%10% 0.10 5.9%101° 0.09 5.9%108 0.15

Zurich 1 4.6x10° 0.44 4.6x10% 0.51 -2%10° 0.41
Zurich 2 4.6x10° 0.47 4.6x108 0.53 -2x109 0.4
Zurich 3 2.6%x10° 0.43 2.6x108 0.53 -4%10° 0.38
Zurich 4 7.4%109 0.46 7.4%10% 0.6 1.5%106 0.41

Tab. 10.2: Reference solution values delivered by CPLEX 11.0 for an accuracy of
10—12

stop_ip: stopping criterion for the Primal-Dual Interior Point method
(normalized duality gap)
stop_fg: stopping criterion for the Fast Gradient method

Ve @)ls)

Investigated values. All of the generated instances are feasible. Namely, we
assume that the solution delivered by Cplex at maximal accuracy, 10~'2, to be op-
timal. We consider this solution as the optimal solution and compute the absolute
error, the relative error as well as the difference of flow in the arcs. All computed
solutions satisfy the capacities constraints (10.2) but not always the demand con-
straints (10.1). Thus, we also compute ||Ex — d||s and ||Ex — d|| .

Results. We first present the values of the solutions delivered by the Primal-Dual
Interior Point method for stop_ip = 107!2, see Table 10.2. These shall be the
solutions of reference, assumed to be almost optimal. We note that the method is
fast. It takes at most 0.53 seconds for the biggest network, i.e., Zurich.

Now, we consider the solutions generated by the Primal-Dual Interior Point method
using small values for the stopping criterion. We tested it for stop_ip=0.01, 0.001,
0.0001, and 0.00001. It turns out that the solutions obtained with stop_ip=0.01
are the same as the solutions obtained with stop_ip=0.00001. Thus, the method
finds good solutions early. On Table 10.3, we present the results for the Barcelona
network. We note that the quality of the solutions are reasonable since the relative
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aj € (=1,1), b€ (0,1)
network absolute | relative | max flow average cpu
error error | difference | flow difference | time [s]

Barcelona 1 | 69.362 | 4.6x107° 1.4238 0.0432 0.19
Barcelona 2 | 20.410 | 1.3x107% 0.8086 0.0213 0.17
Barcelona 3 | 26.361 | 3.7x107% | 0.9410 0.0210 0.09
Barcelona 4 | 42.179 | 7.1x107% 1.1126 0.0350 0.09

\ \ a; € (—1,1), b € (0,100) |
Barcelona 1 | 36087.3 | 2.4x107% 2.9872 0.1063 0.11
Barcelona 2 | 2560.5 | 1.7x107% | 0.8958 0.0278 0.11
Barcelona 3 | 2317.3 | 3.3x1078 0.8835 0.0227 0.12
Barcelona 4 | 13410.6 | 2.6x107% | 1.8970 0.0683 0.09

| \ a; € (—100,100), b € (0,1) |
Barcelona 1 | 471.406 | 3.1x10~" | 2.9362 0.0763 0.15
Barcelona 2 | 15.396 | 1.0x1078 1.3911 0.0099 0.14
Barcelona 3 | 23.087 | 3.3%x107% | 0.9648 0.0153 0.13
Barcelona 4 | 26.116 | 4.4x1078 1.0685 0.0196 0.14

Tab. 10.3: Primal-Dual Interior Point method using 0.01 as stopping criterion
value

errors are between 107 and 107%. The cpu time is slightly better than the cpu time
needed to compute the solution of reference.

Now, we consider the Fast Gradient method. In order to get a relative error of
1078, we need to run the method with stop_fg = 0.0001. Table 10.4 resumes the
results. Immediately, we note that the method is much slower than the Primal-
Dual Interior Point method even for computing the solution of reference. The Fast
Gradient method is 10-40 times slower than the Primal-Dual Interior Point method
with stop_ip=0.01. However, we note that the difference of the arc’s flow between
the solutions delivered by the Fast Gradient method and the reference solution are
smaller than the difference of the arc’s flow between the solutions delivered by the
Primal-Dual Interior Point method with stop_ip =0.01.

As mentioned, we do not expect the demand constraints to be satisfied by the
methods. We note that the solutions delivered by the Primal-Dual Interior Point
method with stop_ip =0.01 and the solutions delivered by the Fast Gradient method
with stop_fg = 0.0001 violate the demand constraints similarly, see Table 10.5.
However, these violations are small. Namely, the value of ||EFz — d||5 is between
1075 and 0.4 and the value of ||Ex — d|| is between 3 10~7 and 7 % 1075.

The last table, Table 10.6, presents the results concerning the cpu time for the
Primal-Dual Interior Point method and the Fast Gradient method. The latter
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aj € (=1,1), b€ (0,1)
network absolute | relative | max flow average cpu
€error error difference | flow difference | time [s]

Barcelona 1 | -32.292 | -2.1x107° 0.0033 2.2x107° 2.43
Barcelona 2 | -24.716 | -1.6%1078 0.0062 2.0%107° 2.66
Barcelona 3 | 2.553 3.6x107° 0.0035 1.1%x107° 2.56
Barcelona 4 | 37.9306 | 6.3%107° 0.0051 2.5%107° 2.26

\ \ a; € (—1,1), b € (0,100) \
Barcelona 1 | -109.406 | -7.3%10~19 0.0043 8.1x107° 4.09
Barcelona 2 | 468.855 | 3.1x107° 0.0027 4.4%107° 4.97
Barcelona 3 | -387.789 | -5.5%107° 0.0026 3.5%107° 3.93
Barcelona 4 | -261.015 | -4.4%107° 0.0021 2.5%107° 3.56

| \ a; € (—100,100), b € (0,1) |
Barcelona 1 | 25.577 1.7%107Y 0.0009 1.2%107° 2.17
Barcelona 2 | 2.921 1.9%107° 0.0075 1.4%107° 1.85
Barcelona 3 | 23.393 3.3%1078 0.0015 1.8%107° 1.85
Barcelona 4 | 20.229 | 3.4x1078 0.0003 1.7%107° 1.65

Tab. 10.4: Fast Gradient method using 0.0001 as stopping criterion value

is definitely slower than the Primal-Dual Interior Point method. An interresting
phenomenon can be observed. As the values of the quadratic costs decrease in
respect to the values of the linear costs, the Primal-Dual Interior Point method as
well as the Fast Gradient method become quicker.

We conclude that the Primal-Dual Interior Point method is the method of choice
for solving the MQCF problem. It generates good approximate solutions quickly.
However, to avoid depedence on Cplex 11.0, the method should be self-implemented.
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11. Conclusions

This thesis aimed at improving the understanding of approximation algorithms for
solving large scale linear programs from a theoretical as well as practical point of
view. We investigated on the one hand a Primal-Dual Subgradient method and
on the other hand an approximation scheme combining smoothing techniques with
optimal gradient methods, which is called Excessive Gap method. The former has
a theoretical convergence dependency of O(1/€?) on the desired accuracy of € while
the latter needs only O(1/¢). We applied the Excessive Gap method to solve the
linear programming relaxation of the Uncapacitated Facility Location problem. By
a Lagrangian reformulation, the problem became accessible for the method and,
thus, we were able to design a polynomial approximation scheme with a running
time of O(1/€). To our knowledge, the previously best known approximation scheme
result was O(1/¢€%), [GKO02].

Both investigated algorithms rely on oracles for solving subproblems. We have
investigated the dependence of the methods on the accuracy of the oracles. We
found that the primal-dual subgradient method requires oracles with an accuracy
of €2 for an overall accuracy of e. The Excessive Gap method requires for the
same precision an oracle with an accuracy of € suggesting that it is much less
stable. However, we suppose that this result could be improved by finding suitable
additional requirements for the oracles. Moreover, the practical results showed that
a much lower accuracy sufficed.

To investigate the practical performance of the algorithms, we have applied them
to random instances of the Uncapacitated Facility Location Problem and on real-
world instances of the Travel Assignment Problem. Exact oracles are available for
the former and the Excessive Gap method significantly outperformed the Primal-
Dual Subgradient method as expected due to the theoretical running time results.
This is not the case for the Travel Assignment Problem, for which we do not have
exact oracles for the Excessive Gap method. Here, the Primal-Dual Subgradient
method showed better results. We have also found that the bounding of the feasible
spaces and their norms as well as the choice of the prox-functions do not only affect
the theoretical convergence, but also show to have a big impact on the practical
running time.

Finally, we have compared two different formulations of the Traffic Assignment
Problem, namely the classic formulation of Beckmann and a recent version of Nes-
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terov & de Palma. Test results for travel data of the Zurich metropolitan region
show that travel flows are much more concentrated in the second model leading to
more predictable congestion.

Results were obtained for the Beckmann model using a commercially available
solver, while we applied the Primal-Dual Subgradient method for solving the Nes-
terov & de Palma model. Our algorithm compared poorly from a computation
time point of view, which can be explained by the fact that we evaluated additional
information during computation. It would be interesting to see how the algorithm
performs if this information was not incorporated.
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A. Miscellaneous

Theorem A.1
Consider the linear minimization problem LP and its Lagrange relaxation LR,
LP:= min 'z LR:= max min {cfz+u?(Az —10)}
Az <b u>0 ze€Q
reqQ

where Q = {x | Az < b} is a polyhedron. If the linear minimization problem has a
finite optimal solution, then LP = LR.

Proof. One can easily show that LP > LR. Then, consider the dual problem of
the linear problem

DP := max —bTv—bTw
—ATy — ATw = ¢
v,w >0

Since the linear problem has an optimal solution, there is by strong duality an
optimal solution (v*,w*) of the dual problem and DP = LP. Now we evaluate the
Lagrange function L(u) := mingeq ¢’z + u? (Az — b) at u = v*.

L(v*) = min(c’ + v A)z —v*"b

r€Q
= 1;11613 —w* T Az — v*Tb
> —wTh— o Th
= DP=LP
Thus LR = LP. m

Theorem A.2 (Weierstrass’s Theorem, Proposition A.8 in [Ber95])
Let EE C R™ be a nonempty closed set and let f : E — R be lower semi-continuous
at all points of E.

a) If E is compact, x* € E exists such that f(x*) = inf.cp f(z).

b) If [ is coercive, x* € E exists such that f(x*) = inf.cp f(x).
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Theorem A.3 ([Roc70], Corollary 37.3.2)
Let C' and D be a non empty closed convex sets in R™ and R"™, respectively, and let
K be a continuous finite concave-conver function on C' x D. If either C' or D is
bounded, one has

inf K = inf K )

h jup Klwv) =sup Jaf, Kl
Theorem A.4 ([Nes03], Theorem 3.1.14)
Let f be a closed convex function. For any xo € int(dom f) and p € R™ we have

f(xz0;p) = max{(£,p)|§ € f(x0)}-

Theorem A.5 (Danskin’s Theorem, Proposition B.25 in [Ber95])

Let T C R™ be a compact set and ¢ : R" x T — R be a continuous function
such that the function x — ¢(x,u) is convex for each w € T'. Then the function
f:R" — R defined by

f(a) = max ¢z, u)

1s convex and has directional derivative given by

fl(z,y) = ggTu,Xd)’(%u;y)

x

e ¢ ) — é(z,u)
, . T+ ay,u)— @(r,u
¢'(z,uy) = lim ”

is the directional derivative of ¢(.,u) in direction y and
T, =A{u| ¢(z,u) = max o(z,u)}.
ue

In particular if the set T, contains one unique point u and ¢(.,u) is differentiable
at x, then f is differentiable at x, and V f(x) = V,¢(x, ).

Theorem A.6 (Properties of ¢g(x), Danskin’s Theorem in [Ber95] and The-
orem 1 in [Nes05c]))

Consider the function g(x) defined in (3.10). Then, g(x) has the following proper-
ties.

g(x) is a convex and smooth function and its gradient Vg(x) is Lipschitz continuous
with Lipschitz constant Ly g, i.e.,

1B|3r
5UT

Vyg(z) = Vi(z) + B u, Lys=1Ls+ (A1)

where u, := arg max {(Bz,u) — ¢(u) — Bd(u)}.

ueT
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Proof. First we show that g is convex. Let a € [0, 1], then

glar+ (1 —-a)y) = glaz+(1—a)y) +
max {(B(ax + (1 — a)y),u) — H(u) — Bdr(u)}

ueT

< a{ato) + max (Bo) - el — sar(u) | +

(=) {alo) + ma (B — ¢l — i} }
= ag(z)+(1—a)g(y).

In order to show that g is differentiable we consider Danskin’s Theorem (Theorem
A.5) for

p:SxT — R
(z,u) — o(z,u) = g(x) + sz, u).

Then, g(z) = max,er ¢(x,u) and is differentiable if and only if the maximizer of
¢(z,.) over T for each x € S is unique and ¢(.,u) is differentiable. Since I's(z,.)
is strongly concave over T' for each = € S, ¢(z,.) is also strongly concave over T'
for each x € S and thus, its maximizer is unique and is u, = arg max L(z,u).

Moreover,

since g and I's(.,u) are differentiable.
We now evaluate the value of the Lipschitz constant L, g. For z,y € S we have
IVg(2) = Vawlls = IVi(x) = Valy) + B us — By |1
< Vi) = Vaw)lls + 1B" (ue — uy)lls.

Thus we need to bound || B (u, —u,)||%. Using the first order condition for T's(x, .)
at u, and for Is(y,.) at u,, i.e.,

(Bxr — V(uy) — BVdr(uy), uy — uy)
(By — V@(uy) — BVdr(uy), uy — )

IAINA

we get

(B(x = y), tua — uy)

v

(Vo(ug) — Vp(uy), uz — uy)
+3(Vdr(uy,) — Vdr(uy), uy — uy)
B{Vdr(uy) — Vdp(uy), uy — uy)

Borlus — uyll7.

AV
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We used the convexity of ¢(u) to prove the second inequality and the strong con-
vexity of dp(u) to prove the third inequality. Hence,

2
(1B (ue —w)l5)” < IBlErllue — uyll7

1
< |IBllsr5—(B(@ =), us — uy)

Bor
1B||% 7 \
ﬁTT’HBT(ux —uy)|[sllz — ylls-

AN

IA

. N I1BI1%
Finally, [|[Vg(z) — Vg(y)||5 < <Lg,s + —5U?T) |z —ylls. 0



B. List of Notation

Part I - Large Scale Linear Programs and
Optimization Methods

Chapter 2
LP linear program
Dual LP  dual program
LR Langrange dual program
r e R” primal decision variables
z e R™ dual variables
u e R™ Lagrange dual variables
ceR" linear cost vector

beR™ right-hand side vector

A € R™™  matrix of constraints

Q CR"” polyhedron

(u) Lagrange dual objective function

Chapter 3

Problem Description

LP linear program
LR Langrange dual program

r eR" primal decision variables
u e R™ Lagrange dual variables
ceR" linear cost vector

beR™ right-hand side vector
A € R™™ matrix of constraints
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Q CR" non-empty, convex and compact polytope
PCR™ non-empty, convex and compact polytope
f(x) = max {c"x 4+ uT(Ax —b)} primal objective function

ue
f* «* minimum and minimizer of f(x) over

Y(u) = micgl {c"z +u"(Ax —b)} Lagrange dual objective function
Te
(AT

€

maximum and maximizer of ¢(u) over P

absolute accuracy

Strongly Convex Functions

SCR"

s: 15

T CR™

|\Bllsr, B € R™™

T, ||||;

convex set or compact convex set

norm defined over R™ containing the set S and
its dual/adjoint norm

convex set or compact convex set

norm defined over R™ containing the set 1" and
its dual/adjoint norm

norm of matrix B with respect to norm ||.||s and
norm ||.||r

prox-function over S with convexity parameter og
in respect to norm ||.||s and minimizer z° over S
prox-function over T with convexity parameter or
in respect to norm ||.||r and minimizer u® over T

epigraph of function g
gradient of function g

Lipschitz constant of the gradient of function g

smooth convex function over S
smooth convex function over T

saddle function, which is convex over S for fixed
(u) — Bdr(u) wu and concave over T for fixed z, >0

maximizer of I'g(x,.) over T'

From an Absolute to a Relative Error

€

6/

absolute accuracy
relative accuracy
A-FEAS decision procedure
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Chapter 4

SCR"
-llss 1111

ds(l‘)

Dg
g:S—R

g,
dg(x)

& € 0g(x)
L

M

s

convex set or compact convex set

norm defined over R” containing the set S and
its dual/adjoint norm

prox-function over S with convexity parameter og
in respect to norm ||.||s and minimizer z° over S
maximum of dg(z) over S

closed, finite and convex function
minimum and minimizer of g(z) over
subdifferential of ¢g at point x
subgradient of ¢ at point x

upper bound on subgradients’ norm
Ve edgla), v, |lals<L
upper bound on subgradients’ variation

V& €dg(x), & €09(y), mye S, [I&—&lls<M

conjugate function of g

P(C) == —g.(¢) + Hlelél (¢,z) dual function

q dual variables
Chapter 5

S CR” convex set or compact convex set

IIlls, Il norm defined over R™ containing the set S and
its dual/adjoint norm

ds(z) prox-function over S with convexity parameter og
in respect to norm ||.||s and minimizer z° over S

Ds maximum of dg(z) over S

T CcR™ convex set or compact convex set

lI-ll7, |I|I> norm defined over R™ containing the set 7" and
its dual/adjoint norm

dr(z) prox-function over 7" with convexity parameter op
in respect to norm ||.||z and minimizer z° over T

Dy maximum of dr(x) over T

g(x) smooth convex function over S
L;s Lipschitz constant of the gradient of g

¢(u)  smooth convex function over T
L  Lipschitz constant of the gradient of ¢
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(u)}  primal function

@
o(u) = —p(u) + IHGIg {(Bz,u) + g(z)} dual function

Gur(x) == g(x) + max {(Bz,u) —¢(u) — prdr(u)}  lower approximation

ueT
of g(x)
Pus(u) == —p(u) + min {{Bz,u) + g(z) + psds(z)} upper approximation
of ¢(u)

wr, s smoothing factors
Ly,...s Lipschitz constant of the gradient of g,
qusﬁf Lipschitz constant of the gradient of ¢,

L ) )
Zyrw(Y) = gup () + (Vgup(2),y — ) + q“TTSHy —z||3  upper approximation

. of g(y)
Wi (V) == @us(u) + (Ve (u), v —u) — “O”QS’T |v — ul|% lower approximation
of ¢(v)

GM,, (r):= arg migl Zuro(y)  Gradient Mapping of g, at point x
ye

GM,, (u) == arg max W,su(v) Gradient Mapping of ¢, at point u
ve
Chapter 6

0-oracle oracle that delivers an approximate solution of the minimum of a
strongly convex function
0 d-approximation, i.e., approximate solution delivered by a d-oracle

£ gbe-subgradient of a convex function at point x

I, (x,u) = (Bx,u) — p(u) — prdp(u) saddle function, which is linear over S for
fixed v and concave over T' for fixed z
5 maximizer of I',,.(z,.) over T and its
d-approximation

Uy, U

D, (x,u) == (Bx,u) + §(z) + psds(x) saddle function, which is convex over S for
fixed u and linear over T for fixed z

Ty, T minimizer of @, (.,u) over S and its
d-approximation

95, () == g(x) + Ty (2, ul) d-approximate of g, (x) := g(x) + '\, (2, uy)

gozsé(u) = —p(u) + Py (2, u) d-approximate of . (u) == —@(u) + Ppg (T, u)
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L
Zh o (y) = QZT () + (Vg (x),y — x) + QMTTSH?J —x||%  d-approximation

HT,T wr
. of Zp 2(y)
W/fs,u(v) = 9025(7«6) + (VQOfLS (u),v —u) — %”]]v — ul|2  d-approximation
of Whsu(v)
GM guT (x) d-approximation of the minimizer of ZiT,m(y) over S
GM:ZHS (u) d-approximation of the maximizer of Wl‘f S,u(v) over T'

Part II - Applications of the Optimization
Methods to Special Linear Problems

Chapter 7
UFL problem Uncapacitated Facility Location problem
UFL-LP linear programming formulation of the UFL problem
UFL-LR Lagrange relaxation of UFL-LP
UFL-DP dual problem of UFL-LP
F set of potential facility locations
D set of clients

m,n number of facility locations and number of clients
fi cost of building the facility ¢

d; demand of client j

Cij cost of serving client j by facility ¢

x;; primal decision variable, serving or not client j by facility ¢
y;  primal decision variable, opening or not facility location ¢
w;; Lagrange dual variable

u;;  dual variable (w;; = fiu;j)

A, CR™ m-~dimensional simplex set
Al C R™™  product of n m-dimensional simplex
Ay ={zeR™| Y7 z=1,2>0Vi=1,...,m}

Q=A" primal space
P=A" dual space

fla) =300 Y0 ey + max {221 > fiuijxij} primal function

P(u) = 2%3 {221 D i Cigig Yt D fiuijxij} dual function
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UFL-EG-Euclidean Excessive Gap method using Euclidean norms
and Euclidean projections

UFL-EG-Entropy Excessive Gap method using 1-norms and Entropy
functions

UFL-SDA-Euclidean ~ Simple Dual Averaging Primal-Dual Subgradient
method using Euclidean norms and Euclidean
projections

UFL-SDA-Entropy Simple Dual Averaging Primal-Dual Subgradient
method using 1-norms and Entropy functions

UFL-WDA-Euclidean ~ Weighted Dual Averaging Primal-Dual Subgradient
method using Euclidean norms and Euclidean
projections

UFL-WDA-Entropy Weighted Dual Averaging Primal-Dual Subgradient
method using 1-norms and Entropy functions

UFL-TSDA-Euclidean Truncated Simple Dual Averaging Primal-Dual
Subgradient method using Fuclidean norms and
Euclidean projections

UFL-TSDA-Entropy =~ Truncated Simple Dual Averaging Primal-Dual
Subgradient method using 1-norms and Entropy
functions

Chapter 8

STAP or STA problem Static Traffic Assignment problem
UE User Equilibrium

SO Social Optimum

G=(N,A traffic network

N set of nodes (e.g., intersections)

A set of arcs (e.g., roads)

OD Cc N x N set of Origin-Destination pairs or commodities
OD-pair origin-destination pair

¢, capacity of arca € A
t, free travel time of arc a € A

d; number of drivers travelling during a period of time from origin
of OD-pair k to its destination or demand of commodity k
0r  demand(drivers) node vector of OD-pair k

FE  node-arc incidence matrix

P set of all paths between origin and destination of OD-pair k
a’}p arc incidence vector of path P € Py.

Ea
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hk
S
t

(s,1)

flow vector for OD-pair k

total flow vector, f =", op A"
travel time vector

traffic assignment

U(s,t) := (s,t) total travel time of traffic assignment (s, t)

Nesterov & de Palma model

NdP
NdP-50

NdP-UE

T (1)

Nesterov & de Palma

linear programming formulation of finding at traffic assignment

at social optimum in Nesterov & de Palma model

convex formulation of finding at traffic assignment at user
equilibrium in Nesterov & de Palma model

function given the length of the shortest path for OD-pair k given
travel time t.

Beckmann model

B-SO convex formulation of finding at traffic assignment at social
optimum in Beckmann model

B-UE convex formulation of finding at traffic assignment at user
equilibrium in Beckmann model

B-UEext convex formulation of finding at traffic assignment at user
equilibrium in Beckmann model with additional constraints

la(1) latency function

BPR Bureau of Public Road latency function

Chapter 9

m  number of arcs (e.g., roads)

n  number of nodes (e.g., intersections, zones)
K number of OD-pairs

dioy sum of the demands of all OD-pairs

SO* optimal value of the NdP-SO problem
UFE* optimal value of the NdP-UE problem
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Primal-Dual Subgradient methods

R upper bound on travel times
Q:={teR"|t<t<R} primal feasible space
(travel times’ space)
f(t) = peop dTi(t) — (t —t,¢) primal function
A= Ap XX Apy dual feasible space

Y(u) == mingeg(c — Y 1 cop dku’;ap, t) — (¢, t) dual function

L. largest upper bound on subgradients’ norm considered
M.y largest upper bound on subgradients’ variation considered

NdP-UE-SDA  Simple Dual Averaging Primal-Dual Subgradient using
Euclidean norms and Euclidean projections

NdP-UE-WDA  Weighted Dual Averaging Primal-Dual Subgradient using
Euclidean norms and Euclidean projections

NdP-UE-TSDA Truncated Simple Dual Averaging Primal-Dual
Subgradient using Euclidean norms and Euclidean
projections

Excessive Gap method

I, == {h* € R™ | ER* = §;, 0 < h* < ¢} feasible space for the flow of OD-pair k
IT:=1I; x --- x I C RE™ primal feasible space (flows’ spaces)

f(h) = max {3 wen S rcon Mita + 3 pca ta(Xpcop Bt — ca)}  primal function

C upper bound on delays
U:={ueR™|0<u<C} dualfeasible space (delays’ space)

P(u) = Iglell[[l {>wea>rcon Mita + > weq a(Xpeop M — ca)}  dual function

NdP-UE-EG Excessive Gap using Fuclidean norms and Euclidean projections

Chapter 10

MQCF problem Minimum Quadratic Cost Flow problem
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N set of nodes
A set of arcs
S source node
t sink node

n demand

t(i) tail of arc i
h(i) head of arc i

a; linear cost of arc 7

b quadratic cost

ci capacity of arc ¢

E node-arc incidence matrix

d demand vector

E normalized node-arc incidence matrix
d normalized demand vector

stop_ip: stopping criterion for the Primal-Dual Interior Point method
stop_fg: stopping criterion for the Fast Gradient method
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