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Abstract

Legislation concerning the pollutant emissions of diesel passenger cars is

becoming increasingly restrictive, especially for NOx and particulate mat-

ter (PM). A novel approach to control the pollutant emissions in diesel

engines is thus proposed that extends the standard feedforward control in

the air and fuel path with a true emissions-feedback structure. In order

to prove the feasibility of such an approach, a multivariable emissions-

feedback controller is designed for the NOx emissions and for the air/fuel

ratio, which is used as an indicator for the PM emissions, due to the fact

that compact and low-cost PM sensors are not yet commercially available.

The controlled inputs are the command signal of the exhaust gas recircu-

lation (EGR) valve and the injection timing. Besides the boost pressure

that is regulated independently by the standard controller, those are the

inputs that most significantly affect the formation of NOx and PM emis-

sions. Moreover, with this choice, the resulting 2×2 system is reduced to

a convenient triangular structure.

Since the new sensors are sensitive to pressure variations, they have

to be placed in the low-pressure tract of the exhaust manifold, i.e., down-

stream of the turbine. Obviously, time delays due to the gas transport

now become relevant for the control system. The multivariable controller

proposed consists thus of two separate internal model SISO control (IMC)

loops developed with a simplified model of the plant and connected by

a decoupling term. The IMC structure has the advantage that can com-

pensate for the time delays in the control loop. Since the controller has

to work well in the entire range of operating points, a scheduling of its

parameters is necessary. The parameters of the controller are thus gener-

ated automatically starting from the engine model in order to reduce the
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efforts of calibrating the control system in the entire operating range of

the engine.

The validity and feasibility of the proposed control structure is demon-

strated experimentally. A test-bench comparison between the emissions-

controlled and the standard engine shows that, with this new control struc-

ture, the tracking performance and the driveability of the engine during

a driving cycle are at least as good as those of the standard engine. The

benefits of the novel approach are several; the two most important are the

following: 1) The engine can operate in a small range of uncertainty for

the NOx and PM emissions even in the case of relaxed manufacturing tol-

erances and ageing of the injectors and of the EGR valve, and 2) the fuel

consumption of the engine can be reduced substantially, if the setpoints for

the emissions controller are determined by following an adequate control

strategy based on the maximization (within the legislated limits) of the

NOx emissions.



Riassunto

Le norme riguardanti le emissioni dei veicoli a motore stanno diventando

sempre più severe, specialmente quelle per le emissioni di NOx e di par-

ticelle fini (PM) dei motori diesel. In questa tesi viene quindi proposto

un sistema innovativo per il controllo delle emissioni inquinanti dei motori

diesel usati nelle autovetture moderne. Con questo nuovo approccio si es-

tende il controllo classico delle emissioni, che si basa principalmente sul

pilotaggio del percorso dell’aria e del carburante, con un vero sistema di

regolazione per le emissioni. Per dimostrare la fattibilità di tale approccio

è stato sviluppato un regolatore multi variabile per le emissioni di NOx

e per il rapporto di miscela (AFR) nello scarico. Il segnale di una sonda

lambda è usato come indicatore per le particelle, poiché sul mercato non

sono ancora disponibili sensori compatti e a basso costo per misurare la

concentrazione di PM. Le entrate per il regolatore sono il segnale di co-

mando della valvola per il ricircolo dei gas di scarico (EGR) e il segnale che

determina l’angolo di iniezione del carburante. Infatti, oltre alla pressione

di sovralimentazione, che è controllata indipendentemente dalla centralina

originale del motore, questi sono i due parametri che influenzano maggior-

mente la formazione di emissioni di NOx e PM. Inoltre, con questa scelta

dei parametri, ne risulta un sistema 2×2 con una struttura triangolare

conveniente per lo sviluppo di un regolatore.

Siccome i nuovi sensori adottati sono sensibili alla variazione di pres-

sione, essi devono essere montati nella parte a bassa pressione dello scarico,

quindi dopo la turbina. Ovviamente, i tempi morti dovuti al trasporto dei

gas di scarico fino ai sensori diventano rilevanti per il sistema che deve

essere controllato. Il regolatore multi variabile proposto consiste quindi

in due circuiti indipendenti, basati su una struttura IMC (Internal Model
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Control) che è in grado di compensare i tempi morti. Questi due cir-

cuiti sono sviluppati partendo da un modello semplificato del percorso

da regolare e sono connessi tramite un elemento che disaccoppia i due

canali. Considerando che il regolatore deve essere in grado di funzionare

adeguatamente in tutto il campo di operazione del motore, è necessaria

una parametrizzazione. Vista la complessità del sistema, per ridurre il

tempo necessario alla calibrazione del regolatore in ogni punto del campo

di operazione, i parametri sono generati automaticamente partendo dal

modello matematico del motore.

La validità e la fattibilità del sistema di controllo proposto sono di-

mostrate sperimentalmente sul banco di prova. Un confronto tra il mo-

tore dotato di sistema di regolazione delle emissioni e quello convenzionale

mostra che la capacità di seguire un profilo di emissioni e la guidabilità

del motore con il nuovo sistema di controllo sono almeno buone quanto

quelle del motore convenzionale. I benefici di questo approccio innovativo

sono diversi, i più importanti sono i seguenti: 1) il motore può operare

in un’area di incertezza più ristretta per quanto riguarda le emissioni di

NOx e PM, anche in caso di tolleranze di produzione più rilassate e usura

degli iniettori e della valvola EGR, e 2) il consumo di carburante può es-

sere ridotto sostanzialmente, determinando le mappe dei valori desiderati

per le emissioni di NOx e AFR secondo un’adeguata strategia basata sulla

massimizzazione (entro i limiti consentiti) delle emissioni di NOx.
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Chapter 1

Introduction

Diesel engines are more efficient than gasoline engines of the same power,

especially when operating in partial load. This results in lower fuel con-

sumption and thus in lower carbon dioxide emissions. In the context of

global warming due to greenhouse gases like CO2, those emissions caused

by private transport attracted a great deal of attention in the media, and

thus, reducing those emissions has become a very important issue. While

diesel engines have been widely used in applications that require their

reliability and high torque output for a long time such as trucks, heavy

equipment, and busses, their use in passenger cars in Europe has experi-

enced a boom in the last decade, and the market share is still growing.

This is mainly due to the technical advances regarding diesel technol-

ogy in the nineties. New fuel-injection systems connected to a common

rail, the feedback-controlled exhaust gas recirculation (EGR), and the tur-

bocharger with variable geometry turbine (VGT) have decisively closed

the gap towards gasoline engines by improving the fuel consumption, the

driveability, and the pollutant emissions of modern diesel engines. Modern

electronic control units (ECU) with increasing capabilities and functionali-

ties have been also a precondition for this growth. Nowadays, it is possible

to read and evaluate a multiplicity of sensors, to simulate models, and to

control the available actuators in real-time in order to guarantee optimal

engine operating conditions.

Although the new technologies like the EGR, the VTG, and exhaust

aftertreatment systems helped to reduce the NOx and particulate matter
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2 1 Introduction

(PM) emissions considerably, further measures are to be taken in order to

meet the increasingly restrictive emission standards.

This thesis proposes thus a novel approach that has the goal to con-

trol NOx and particulate matter (PM) emissions in closed loop, with the

adoption and evaluation of new on-board exhaust gas sensors.

In this chapter the topics necessary for understanding the problematic

are introduced and the objectives of this thesis are exposed.

1.1 Pollutant Emissions of Diesel Engines

The raw emissions of diesel engines are lower than those of comparable

gasoline engines. The NOx emissions, for instance, are 70% lower, and

the CO emissions are 90% lower. But, due to an excess of oxygen in the

exhaust pipe, a conventional three-way catalytic converter could not be

adopted in diesel engines to further reduce the emissions as in SI engines.

The main factors affecting the formation of the NOx and PM emissions

in the combustion process of a diesel engine are illustrated in the follow-

ing paragraphs. However, a detailed phenomenological description of the

emissions formation is not necessary for the scope of this work. Only the

understanding of the qualitative relation between engine parameters and

emissions formation is required for proposing an effective control structure

and strategy for regulating the NOx and PM emissions.

1.1.1 Nitrogen Oxides

The parameters that most significantly affect the formation of NOx in

diesel engines are the in-cylinder gas temperature, the availability of oxy-

gen, the cylinder pressure, as well as the residence time of the fuel/gas

mixture in locations with favorable temperatures and oxygen concentra-

tion for the formation of nitric oxides [31]. These parameters depend on

the charge pressure, on the EGR rate, and on an earlier or a later start of

injection (SOI).
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1.1.2 Particulate Matter

The generation of PM is an actual topic for many researchers. The PM

consists mainly of soot, while the remainder is called soluble organic frac-

tion. The production process of soot consists of two principal events,

namely the soot formation and oxidation. These processes run in parallel

in the cylinder.

Soot mainly originates from the incomplete combustion of the fuel.

Roughly speaking, soot is generated between 1600 and 1800 K, and be-

tween 50 and 100 bar, especially at low air/fuel ratio (AFR) values. Even

if the engine runs in lean conditions overall, locally, there are always re-

gions around the injected fuel spray where the mixture has an AFR of ≤ 1.

A more detailed description of the soot processes can be found in [61], for

instance.

Even in the absence of simple correlations that can predict the overall

PM production quantitatively, it can be stated that the in-cylinder gas

temperature and the availability of oxygen are the main factors influencing

the formation of PM.

1.1.3 Emissions Legislation

Legislation concerning the pollutant emissions of diesel passenger cars is

becoming increasingly restrictive, especially for NOx and PM. Figure 1.1

shows the evolution of the European emissions legislation from their intro-

duction in 1992 (Euro 1) until nowadays (Euro 5). During these 17 years,

the limit for NOx has been reduced by 82% and that for PM by 97%.

1.2 State of the Art

Modern diesel engines are complex systems that burn a carefully con-

trolled mixture of fresh air, burnt gases, and fuel in order to produce

the desired mechanical work at the lowest possible fuel consumption and

pollutant emissions. The mixture entering the cylinder is controlled very

precisely by sophisticated control loops, like the fuel injection, the EGR
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Figure 1.1: Evolution of the European emissions legislation.

path, the turbocharger with VGT, etc. The setpoints for these loops are

determined by the manufacturers by an accurate calibration of the engines

such that the best possible tradeoff between the conflicting requirements

is achieved and such that these calibrations work well for all engines in

spite of manufacturing tolerances and for the complete time span required

by the legislation (Fig. 1.2).

PM

NOx

legislation “box”
tradeoff curve

design point

drift and manufacturing tolerances

Figure 1.2: State of the art for tuning the engine emissions and typical
NOx-PM tradeoff curve in diesel engines.

The state of the art for controlling (indirectly) the EGR flow is to use

the air mass flow ṁa entering the engine as the controller input. Figure 1.3

shows a conventional EGR control loop, where λ is the AFR normalized

by stoichiometry, uegr the EGR-valve control signal, ṁf the injected fuel

quantity, and HFM the hot-film air-mass meter. While conventional con-

trollers of the EGR system offer fast reactions, they rely on data measured
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before combustion takes place. The conventional control structure is there-

fore basically a feedforward controller for the AFR.

Engine

ṁa,set

–

λuegr ṁa

ṁf

EGR
valve

EGR
controller

HFM

Figure 1.3: Conventional EGR control loop.

Moreover, exhaust gas aftertreatment systems are adopted in standard

production engines, that can deal with the NOx and PM emissions of diesel

engines. An overview of the actual technology is given in [35], for instance.

1.3 Actual Research Topics

Some contributions in the literature can be found about emissions reduc-

tion techniques. However, much of the ongoing research is essentially based

on the control of the EGR valve and of the VGT actuator. Since both EGR

and turbine flows are driven by the exhaust gas, there is clearly a strong

coupling between the two flows. Model based control systems that coordi-

nate the EGR and VGT actuators for emissions reduction especially during

fast transient operations are investigated in [33,42,47,48,59,62,63,67], for

instance.

While further improvements along these lines are still possible, for in-

stance with higher injection pressures, more flexible injection systems, and

an improved and coordinated control of the EGR valve and of the VGT,

it is clear that a radically new approach is needed to achieve substantial

progress without increasing significantly the system costs.

1.4 Feedback Control of the Emissions

The idea of controlling the emissions in a closed-loop structure is based

on the results of some researchers who already investigated the adoption
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of after-combustion measurement devices for designing closed-loop control

systems. For instance, more than ten years ago the authors of [6] suggested

that the relative AFR signal could be used to control the EGR flow in diesel

passenger cars (Fig. 1.4). It was the first time the diesel “emissions” were

controlled in a closed loop.

λset

–

λuegr

Engine

ṁf

AFR
controller

Figure 1.4: Air/fuel-ratio control loop

The advantages are clear: manufacturing tolerances, aging and drift of

several engine components can be compensated by the adoption of only

one exhaust gas sensor combined with such a control structure.

As a first step towards fully emissions-controlled diesel engines and to

prove the feasibility of this new approach, this work proposes to measure

the NOx concentration in and the AFR of the exhaust gases on-board,

and to use this information to control the engine system. The AFR is

considered to be a proxy for the PM emissions and, due to the fact that

compact and low-cost PM sensors are not yet commercially available [30],

a wide-range AFR sensor is used to generate a representative signal for the

PM concentration (see Fig. 1.5), while the NOx concentration is measured

with a thick-film ZrO2 sensor [38].

A true emission-feedback engine control system, which includes the

option of performing powerful engine monitoring functions (as described

in [55], for instance), has several advantages: 1) It permits the engine to

be operated in a smaller range of uncertainty from a defined design point;

2) with an adequate control strategy (as described further below) lower

fuel consumption levels can be achieved while still respecting the emission

limits; 3) it can handle larger manufacturing tolerances, e.g. for the in-

jectors, by compensation of deviations and on-line calibration and, thus,

substantially reduce the system costs; and 4) it allows changing conditions

such as environmental changes and engine ageing to be monitored. Since
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Figure 1.5: Correlation between AFR and PM concentration for a typical
diesel engine in various operating points.

this thesis is just a first step toward designing a fully emissions-controlled

engine, the optional engine monitoring tools and thus the points 3) and 4)

are not included in the investigations, but could be topics for future work.

Of course, all these advantages come at the price of a more difficult

control problem. In fact, measuring relevant information after the engine

increases the delays present in the control loops and, thus, reduces the

bandwidths achievable with conventional control structures. Moreover,

multivariable cross-couplings become more important such that they must

be included in the system design.

In order to be applied on a standard-production ECU, the new emis-

sions control system has to meet the following requirements: 1) The control

quality, namely the tracking performance during a driving cycle (especially

of the AFR), and the driveability have to be at least as good as those at-

tained by using the conventionally controlled engine; 2) the application has

to be simple to avoid any fine-tuning of the controller on the test bench,

and considering that the memory and the computing power of an ECU are

limited; and 3) a high level of automation in the entire design process of

the controller has to be achieved, from the calibration of the engine model

to the design and parametrization of the controller. In this way, besides

reducing the efforts to calibrate the control system, the results obtained

in this work can be easily transferred to other engines.
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The multivariable emissions controller proposed adopts a new control

strategy based on the maximization (within the legislated limits, of course)

of the NOx mass produced during a defined driving cycle. Actually, with

the constraint defined by the maximal amount of NOx, the AFR and NOx

setpoints for the emissions controller can be optimized such that the fuel

consumption is reduced. Moreover, due to the monotonically decreasing

NOx-PM tradeoff curve, the PM production is automatically minimized as

well.

This work proposes thus to extend the classical approach, which is

essentially a feedforward only, with a true feedback structure for the emis-

sions. It is important to mention that the main objective of this thesis is

to prove the validity and the feasibility of such an approach and not to

improve on existing control systems.

1.5 Structure of the Thesis

This thesis is structured as follows: Chap. 2 describes the data acquisition

setup of the test bench, as well as the elements used in the feedback loop

and the measurement devices necessary for calibrating the mathematical

model of the plant. In Chap. 3 a preliminary study is introduced that in-

vestigates the characteristics of the control system, suggests simplifications

of the plant, and proposes a scheme for the solution of the control prob-

lem. A nonlinear physics-based engine model is designed and linearized

in a grid of relevant operating points as described in Chap. 4. Since the

multivariable plant to be controlled has a convenient triangular structure,

a SISO feedback controller for the air/fuel ratio is investigated in Chap. 5,

first, and then the results obtained are extended to the MIMO emissions

controller in Chap. 6. A control strategy based on the optimization of the

setpoints for the emissions controller is proposed in Chap. 7 with the goal

to minimize the fuel consumption. Chap. 8 is dedicated to the conclusions.



Chapter 2

Test Bench

All the experiments conducted in this work are carried out on a fast (15

Hz bandwidth) dynamic engine test bench (see Fig. 2.1).

1

2

3

4

5

Figure 2.1: Picture of the testbench engine: 1) brake, 2) engine, 3) PM
measurement for validation, 4) fast NOx measurement device for valida-
tion, 5) solid-state NOx and AFR sensors used in the feedback loop.

The testbench engine is a Daimler-Chrysler OM611, a 2.2 liter diesel

engine with 4 cylinders, common-rail injection system, cooled EGR, and

VGT turbocharger. The data of the engine is resumed in Tab. 2.1.

9
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Cylinders 4

Valves per cylinder 4

Displaced volume [cm3] 2151

Bore [mm] 88

Stroke [mm] 88.4

Compression ratio [-] 19

Nominal power [kW] / [rpm] 92 / 4200

Maximum torque [Nm] / [rpm] 300 / 1800-2600

Table 2.1: Technical data of the test-bench engine.

2.1 Bypass and Measurement Setup

The test-bench engine is equipped with a hardware module (ETAS, ETK7)

for the communication with the standard ECU (Bosch, EDC 15), as shown

in the sketch depicted in Fig. 2.2. With this module and an adequate

software (ETAS, INCA) it is possible to read the actual values of every

variable calculated and measured by the ECU, and modify every map and

parameter contained into the code of the ECU. With a real-time proces-

sor board and its software (ETAS, ASCET) it is possible to deploy new

control structures and to bypass some variables calculated or measured by

the ECU. These software and hardware modules are all connected with a

central unit (ETAS, ES1000).

The acquisition of other quantities that are not measured by the ECU

is carried out with extra sensors mounted on the engine (Fig. 2.3). The

acquisition system (dSpace) consists of a real-time processor board with

additional input and output capability that can be programmed via Mat-

lab/Simulink. The information collected by the sensors is converted into

digital signals and acquired by the dSpace system via CAN-bus. The

sampling time is limited by the CAN coupler (WAGO) to 2 ms.

Since the AFR and NOx sensors are sensitive to the pressure, in order

to guarantee the best measurement accuracy they must be installed in the

low-pressure tract of the exhaust manifold, i.e. downstream of the turbine.
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ES1000

ETK7ECU

Engine

CAN 

coupler

ASCET INCA

CAN Bus

dSpace

Figure 2.2: Sketch of the testbench setup.
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Figure 2.3: Sketch of the test-bench engine with the extra test points.

2.2 Dynamics of Sensors and Actuators

In order to support the new emissions control system, the test-bench engine

has been modified. Therefore, a new electrical EGR valve with integrated

position measurement, a wide-range AFR sensor, and a NOx sensor have

been installed.
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Since it is very important to know the exact dynamical behavior of

every component involved in the control loop for proposing an effective

model-based controller, these elements are analyzed in detail in the next

paragraphs.

2.2.1 EGR Valve

The pneumatic EGR valve, with which the engine was originally equipped,

showed big nonlinearities between the command signal and the opening

area that are difficult to model exactly [45]. In order to design an accu-

rate engine model on which the entire control synthesis process is based,

this valve has been substituted by an electrical one (Pierburg) with the

possibility to measure its opening position. In this way, the instantaneous

effective area of the EGR valve can be identified and determined unequiv-

ocally as a function of the measured opening position of the valve.

10
0

10
1

10
2

−40

−30

−20

−10

0

A
m

pl
itu

de
 [d

B
]

 

 

10
0

10
1

10
2

−300

−200

−100

0

Frequency [rad/s]

P
ha

se
 [d

eg
]

measurement
identification

Figure 2.4: Bode diagram of the EGR valve actuator model.
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The new EGR valve is driven by an electro-magnetic actuator, whose

dynamics have been determined by means of frequency-response measure-

ments. The transfer function between the command signal of the valve uegr

and its position yegr is measured and approximated by a first-order low-

pass filter, as in Eq. 2.1. A graphical comparison between the measured

and the identified transfer function is depicted in Fig. 2.4.

Gegr(s) =
1

0.130 · s + 1
· e−0.020·s (2.1)

2.2.2 Air/Fuel-Ratio Sensor

The dynamics of the wide-range AFR sensor (Bosch LSU 4.9) are com-

parable to those of the first-order low-pass filter described by Eq. 2.2 and

depicted in Fig. 2.5.

Gλ(s) =
1

0.05 · s + 1
· e−0.010·s (2.2)
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Figure 2.5: Bode diagram of the AFR sensor model.
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2.2.3 NOx Sensor

Usually, the measurement of the NOx concentration in the exhaust gas is

carried out with a chemiluminescence detector (CLD). Such a device is

expensive and too large to fit in a car. Therefore, a smaller and cheaper

device is used instead for the on-board measurement of the NOx con-

centration (Siemens-VDO, measuring range between 0 and 1500 ppm).

The sensing element consists of a multi-layered thick film Zirconia ceramic

Zr02, and its working principle [36–38] is briefly explained in the next

paragraphs.

Considering the chemical equilibrium

NO ⇋
1

2
N2 +

1

2
O2 , (2.3)

by removing the oxygen by an electromotive force, the chemical reaction

moves to the right side of the equation. This means that the amount of

NO decomposed is proportional to the amount of oxygen. Because of this

principle, the oxygen concentration of the measuring gas has to be treated

at a constant level prior the NOx measurement and, therefore, two internal

cavities are formed (Fig. 2.6).

Measuring gas

First cavity

[O2] at

Second cavity

[O2] → 0 ppm

⇈ ⇈

constant level

O2 O2

Figure 2.6: Measurement principle of the NOx sensor.

The measuring concept consists of lowering the oxygen concentration

of the measuring gas to a predetermined level in the first internal cavity, in

which NO does not decompose, and of further lowering the oxygen concen-

tration of the measuring gas to a predetermined level in the second internal

cavity, in which NO decomposes. The oxygen generated due to the NO

decomposition is detected by a measuring electrode as the sensor signal.
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Furthermore, in order to minimize the dependency of the sensor perfor-

mance on the temperature variations of the exhaust gases, a temperature

control is applied to the sensor.

Since the average response time of this device is slow if compared to

the transient operations of the engine during a driving cycle, it is necessary

to identify a dynamical model that describes reliably the behavior of the

NOx sensor for a precise feedback control of these emissions.

The sensor dynamics can be approximated by a first-order low-pass

filter with the time constant τNOx and the time delay Td,NOx , as in Eq. 2.4.

GNOx(s) =
1

τNOxs + 1
· e−sTd,NOx (2.4)

Experiments have shown that the response time of the sensor varies as a

function of the engine’s operating conditions, and thus, a model with fixed

parameters would not be enough accurate for describing its behavior. The

two model parameters depend on the mass flow and on the temperature

and pressure of the exhaust gas. Choosing the volume flow of the exhaust

gas V̇eg as the independent variable and assuming ideal gas properties,

all the effects mentioned above are implicitly considered. Therefore, the

two parameters of the sensor model are identified as a function of V̇eg by

comparing the NOx concentration signal measured with the reference CLD

device and filtered by the model GNOx(s), with the signal measured by the

Siemens-VDO sensor.

The internal time delay of the sensor is almost constant and amounts to

about 0.3 s, while its time constant varies as a function of V̇eg between 0.9

and 1.5 s. Larger exhaust gas volume flows mean higher flow velocity and

thus higher exchange rates in the sensor, which leads to a faster response.

The relation that links the exhaust gas volume flow and the sensor time

constant can be approximated linearly as in Eq. 2.5.

τNOx = 1.53 − 8.06 · V̇eg (2.5)

A comparison between the model with only one set of fixed parameters

and that with variable parameters is depicted in Fig. 2.7.
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Figure 2.7: Model of the NOx sensor.

2.3 Exhaust Gas Measurement Devices

The test-bench engine is equipped with fast exhaust gas measurement

devices that are used mainly for experimental validations. A dynamical

model of these devices is necessary for reconstructing the measured signal

at the place where the quantity of interest is effectively generated.

The concentration of NO, NOx, CO and CO2 can be measured with

a response time below 100 ms, while the measurement of PM is slower

(about 2 s). The measurement devices used during this work are briefly

described further below.

2.3.1 Cambustion fNOx400: NO and NOx

The measurement principle of the Cambustion fNOx400 is the chemilumi-

nescence. With this principle, the light emitted from the reaction of NO

with ozone is collected and measured by a photo-multiplier.

The compact design of this device, with thin heated sample capillar-

ies and analyzers mounted close to the measurement probe, results in a

response time below 10 ms for NO, including the gas transport delay and

the internal time constant of the system.

However, the measurement of NOx requires an additional heater, which

adds a transport time of about 50 ms.
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2.3.2 AVL Micro Soot Sensor: PM

The measurement of the PM concentration is based on the photoacoustic

principle [56]. The diluted exhaust gas is admitted in an optical measuring

cell where the soot particles are heated cyclically by a modulated laser

beam. Depending on the PM concentration, temperature fluctuations are

generated in the cell that produce pressure waves that are detected by a

microphone. The amplitude of the pressure wave is proportional to the

soot concentration.

The exhaust gas has to be diluted before entering the measuring cell.

The dilution system has a time constant of 250 ms and a transport delay

of 1.5 s, while the sensing element itself has a time constant of 400 ms.

2.3.3 Horiba MEXA 1300 FRI: CO and CO2

This device uses the nondispersive infrared analysis method for measuring

the CO and CO2 concentration. This principle exploits the fact that each

molecule absorbs infrared rays of a specific wavelength range. Thereby, the

absorption intensity is proportional to the concentration of this molecule

in the gas.

Mainly due to the dehumidification of the exhaust gas before entering

the measurement chamber, the time constant of this device amounts to 30

ms with a transport delay of 70 ms.





Chapter 3

Preliminary Study

In this chapter the plant is investigated that will be used for the design of

the emissions controller. This preliminary study has the objective to de-

fine the adequate control signals and to provide the necessary information

about the plant characteristics, in order to propose an effective scheme for

solving the multivariable control problem.

3.1 Choice of the Control Signals

For control purposes, a model with equal numbers of inputs and outputs

is preferred, where the outputs are defined as the relative AFR λ and the

NOx concentration.

Therefore, only two input signals are needed; besides the boost pres-

sure that is regulated independently by the standard controller, the most

suitable are the command signal of the EGR valve uegr and the SOI, as

depicted in Fig. 3.1.

u1 = uegr

u2 = SOI

y1 = λ

y2 = NOx

Figure 3.1: Multivariable triangular structure of the system

19
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Actually, as suggested by the analysis of the emissions formation pre-

sented in Sec. 1.1, they are the parameters that most significantly and

directly affect the formation of the NOx and PM emissions. Moreover,

this choice leads to a simplified MIMO structure, i.e., a triangular struc-

ture with only one cross-coupling between the two channels. In this way

the AFR control loop is assumed to be completely independent from the

NOx loop (the dotted line in Fig. 3.1 indicates that the influence of the

SOI on λ is small).

Furthermore, with this choice of control signals the system can be

regulated with different bandwidths, namely 1) a larger bandwidth for the

control of the AFR path, which is an important indicator for the formation

of PM, and 2) a smaller bandwidth for the NOx control, principally due

to the slow response time of the the NOx sensor.

This particular triangular structure has a relative gain array matrix

equal to identity, and thus, with the help of a simple decoupler, the plant

can be reduced to a diagonal system with two independent SISO loops.

3.2 Empirical Engine Model

In this preliminary study the operating point 2200 rpm and 4 bar brake

mean effective pressure (BMEP) is considered as representative for a diesel

passenger’s car engine, since it is located about in the middle of the engine’s

operating range. An empirical model of the three relevant paths of the

plant (see Fig. 3.1) has been measured in this operating point, by means

of a static gain analysis and of frequency response measurements.

3.2.1 Analysis of the Static Gains

The analysis of the static gains of the plant is necessary to establish

whether the assumption of a linear model is acceptable and in what range

it is applicable.

The measurements consist of slow (quasi-static) variations of the input

signals. The results of the static gain analysis are depicted in Figs. 3.2–

3.4. The slope of the linear approximation represents the static gain of the
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path in that operating point.

Figures 3.2 and 3.3 show that the command signal of the EGR valve

correlates linearly with the AFR but the NOx concentration only in a

limited range. This fact is mainly due to the nonlinear static behavior of

the EGR valve. Figure 3.4 shows that the later the fuel is injected into

the cylinder, the flatter the static gain curve of SOI to NOx becomes.
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Figure 3.2: Static-gain curve of uegr to λ.
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Figure 3.3: Static-gain curve of uegr to NOx.

As expected and as already mentioned in Sec. 3.1, the slope of the

static gain curve of SOI to λ (Fig. 3.5) is relatively small and therefore,

the dependency between these two quantities will not be considered in the
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Figure 3.4: Static-gain curve of SOI to NOx.
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Figure 3.5: Static-gain curve of SOI to λ.

mathematical model of the plant. However this effect is not modeled, a

short explanation of how this dependency arises is given.

During the measurements of the static gain curve it has been observed

that moving SOI to later, and thus reducing the thermal efficiency of the

combustion, leads to a higher exhaust gas temperature. At the same time,

the combustion pressure is lower. These facts connect thus a variation of

SOI to a change in the AFR. The complete process is explained below,

under consideration that during the measurements of the static gain, both

the opening position of the EGR valve and the boost pressure are held

constant.
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According to the ideal gas law applied to the exhaust manifold

ṁegr =
pemV

RTem
, (3.1)

where V represents a volume and R is the gas constant, the increase of the

exhaust gas temperature Tem and the decrease of the pressure pem lead to

a reduction of the EGR mass flow ṁegr. The temperature in the intake

manifold decreases accordingly.

Due to the constant volumetric efficiency of the engine and to the

higher density of the gas in the intake manifold, more gas mass ṁim flows

through the engine. Therefore, according to

ṁim = ṁa + ṁegr , (3.2)

the increased amount of fresh air ṁa entering the cylinders determines an

increment of the AFR.

3.2.2 Frequency Response Measurements

The transfer functions of the three relevant paths are measured with a

dynamic signal analyzer by exciting the input channels near the operating

point in the almost-linear range with sinusoidal signals. The range of the

interesting frequencies is discretized in a finite number of points and is

scanned. The system response to each frequency is measured, determining

thus the amplification and the phase of the system for that frequency.

The results of the measurements of the three paths are depicted in

Figs. 3.6–3.8 in the form of Bode diagrams. It can be noticed that the

dynamics of each of these paths can be approximated well by low-order

elements. In the case of the path from uegr to λ, a first-order low-pass

filter with a time delay element is used for representing the dominant

dynamics of the system, while the paths from uegr and SOI to NOx are

better described by a third-order system with a time delay.
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Figure 3.6: Bode plot of the path from uegr to λ.
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Figure 3.7: Bode plot of the path from uegr to NOx.



3.2 Empirical Engine Model 25

10
−1

10
0

10
1

−40

−20

0

20

A
m

pl
itu

de
 [d

B
]

 

 

10
−1

10
0

10
1

−500

−400

−300

−200

−100

0

Frequency [rad/s]

P
ha

se
 [d

eg
]

measurement

1st order approx.

3rd order approx.

Figure 3.8: Bode plot of the path from SOI to NOx.
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Figure 3.9: Unitary step response of the path from SOI to NOx.

However, a plot of the step responses of the two approximations with

different orders, as shown in Fig. 3.9, evidences that almost the same

response is achieved with both the first-order and the third-order models.

Only the path from SOI to NOx is depicted, but this observation is valid

for the path from uegr to NOx, as well. The low bandwidth of these two

paths has to be attributed to the slow dynamics of the NOx sensor.
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The identification of the parameters of the simplified models of the

three paths is carried out by means of a least-squares fitting in the complex

plane, in order to get the best approximation for both the amplitude and

the phase at the same time.

3.3 Plant Model

The experiment conducted in the previous section has been repeated in

other operating points and a qualitatively similar behavior of the engine

has been observed. It is thus possible to generalize the results obtained

and to represent the plant model with a defined parametric structure in

its entire operating range.

The multivariable engine plant can be characterized by the transfer

matrix P (s) as

P (s) =

(

p11(s) 0

p21(s) p22(s)

)

, (3.3)

where pij(s) are the transfer functions of the paths from the j-th input

to the i-th output for i, j = 1, 2 (cf. Fig. 3.1), consisting of a dynamic

element p0,ij(s) and of a time delay Td,ij, as

pij(s) = p0,ij(s) · e−sTd,ij . (3.4)

As assumed in Sec. 3.1, the transfer function p12(s) from SOI to λ is equal

to zero.

3.3.1 Plant Approximation

The 2×2 plant considered for the design of the controller is approximated

with a simple structure that is able to maintain all of the fundamental

characteristics of the more complex model and yet is appropriate for a

parameter scheduling over the operating range of the engine to be con-

sidered. Therefore, the three paths are approximated using a first-order



3.3 Plant Model 27

low-pass filter p0,ij(s) and one time delay element in each:

pij(s) = p0,ij(s) · e−sTd,ij =
Kij

τijs + 1
· e−sTd,ij , (3.5)

where Kij, τij, and Td,ij are the static gain, the time constant, and the

time delay of the plant, respectively. These parameters can be easily gain-

scheduled as a function of the operating conditions of the engine.

3.3.2 Diagonalization of the Plant

After the simplification of the system by means of a low-order model, the

plant is diagonalized before proceeding with the controller synthesis. In

fact, the design of two independent SISO controllers, one for the AFR and

one for the NOx loop, is much easier and more intuitive than that of one

single multivariable controller, in particular when the two control loops

need to have different bandwidths.

The method proposed in [66] is applied to the engine plant for decou-

pling the NOx channel from the AFR channel. A matrix D(s) is sought

such that the modified plant G(s) is decoupled and thus diagonal, as

G(s) = P (s)D(s) = diag{g11(s), g22(s)} . (3.6)

Expanding Eq. 3.6 as

(

p11(s) 0

p21(s) p22(s)

)

·
(

d11(s) d12(s)

d21(s) d22(s)

)

!
=

(

g11(s) 0

0 g22(s)

)

, (3.7)

the conditions that the matrix elements dij(s) of the decoupler must satisfy

are derived. Finally, the matrix D(s) can be calculated as

D(s) =

(

1 0

−p21(s)
p22(s)

1

)

(3.8)
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and the transfer function of the element d21(s) can be written explicitly as

d21(s) = −K21

K22
· τ22s + 1

τ21s + 1
· e−s(Td,21−Td,22) . (3.9)

Since for every operating point the condition Td,21 > Td,22 is satisfied (in

fact, the SOI is always applied after the intake valve closed), the causality

of the decoupler matrix is guaranteed and since τ21 > τ22, the decoupling

term always has the characteristics of a lag element with the addition of

a time delay. As the time constants τ21 and τ22 are mainly determined by

the dynamics of the NOx sensor, they are very similar in both channels.

Therefore, the decoupling element behaves almost like a static gain with

a pure delay element.

3.4 Solution to the Control Problem

The main information obtained in this chapter about the system to be

controlled are the following: 1) The plant has a triangular structure, and

thus, the multivariable control problem can be solved with the synthesis

of two SISO controllers with the addition of a decoupling element; 2)

the complex engine model can be simplified and approximated with low-

order elements; and 3) the parameters of the simplified plant model can

easily be gain-scheduled over the operating range of the engine. Using this

information, a solution proposal for the control problem can be applied,

as described in the next paragraphs.

As the measurement of an empirical model of the plant in every op-

erating point (see Sec. 3.2) is very time consuming (and thus expensive),

the reference model of the plant for the controller design is derived from a

nonlinear and physics-based model of the engine. Actually, such a model

contains the structure common to (almost) any modern diesel engine and

thus, with only few measurements for calibrating its parameters, it can

be easily transferred to other manufacturers. The nonlinear model must

then be linearized around a defined grid of relevant operating points and

approximated with low-order transfer functions, the parameters of which

are stored in maps over the operating region of the engine.
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Due to the particular triangular structure of the plant, the control

problem can be divided into two parts that can be treated separately

as SISO systems, namely the control of the AFR and that of the NOx

emissions. The AFR control loop is investigated first since, in absence of a

connection between SOI and AFR, this loop can be considered completely

independent from the NOx channel. In order to quantify the tracking

quality of the feedback controller designed with a simplified plant model, a

robust controller-design method based on the full-order linear model of the

plant is investigated and is used as reference. The experience accumulated

with the AFR controller is then applied to the design of the NOx control

loop and the system is further extended with a decoupling element.

After demonstrating the validity and feasibility of the novel approach

proposed for controlling the emissions of modern diesel engines, a control

strategy is adopted that has the goal to minimize the fuel consumption.





Chapter 4

Nonlinear Engine Model

In order to automate the design process for the emissions controller, a

model of the engine must be developed that describes the behavior of

the engine in every point within its operating range. The physics-based

nonlinear engine model consists of a mean-value model of the flows through

the engine combined with a linear model for the prediction of the NOx

emissions.

Throttle
Intake manifold

EGR valve
EGR cooler

λ

Exhaust
Turbine

manifold

uegr

NOx

SOI

Figure 4.1: Simplified model of a compression ignited engine.

Due to the assumption that the boost pressure is regulated indepen-

dently by the standard controller and since the sensors connected to the

engine’s ECU provide some of the necessary information (as for instance

the boost pressure, the air temperature after the intercooler, the engine

speed, the air mass flow, etc.), the model that describes the boost pressure

31
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dynamics, i.e., the air filter, the compressor, and the intercooler, can be

omitted. Schematically, the components and boundaries of the reduced

plant to be modeled are depicted in Fig. 4.1.
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Sensors

NOx

Combustion

Figure 4.2: Causality diagram of the simplified engine system.

The causality diagram depicted in Fig. 4.2 shows the interconnections

between the subsystems of the partial engine model. Each subsystem

is treated in detail in the next sections. The blocks with black shades

contain dynamic terms, i.e. differential equations, while the other blocks

contain algebraic calculations. In the case of the EGR valve, the turbine
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with variable geometry, and the AFR and NOx sensors, the dynamics are

referred to the actuators and sensors, respectively.

In this chapter, the nonlinear model of the engine flows including a

static control-oriented NOx model is presented, validated, and then lin-

earized around a defined grid of operating points.

4.1 Mass Flow Through Orifices

A versatile method for modeling compressible fluids flowing through a

restriction like the throttle, the EGR valve, and the turbine, is to assume

an isothermal orifice. No losses during the fluid acceleration are assumed,

i.e., all the potential energy is converted isentropically into kinetic energy,

which is dissipated into thermal energy and thus no pressure recuperation

takes place.

Using the thermodynamic relationships for isentropic expansion, the

mass flow through an isothermal orifice can be calculated as

ṁ = cA
pin√
RTin

Ψ , (4.1)

where pin and Tin are the pressure and temperature upstream of the orifice,

and c is the discharge coefficient. Defining Π as the ratio of the pressures

downstream pout and upstream pin of the restriction, as

Π =
pout

pin
, (4.2)

the flow function Ψ can be expressed as

Ψ =



















√

κ
[

2
κ+1

]
κ+1

κ−1 for pout < pcr

Π1/κ

√

2κ
κ−1

[

1 − Π
κ−1

κ

]

for pout ≥ pcr ,

(4.3)

where κ = cp/cv.
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The critical pressure pcr, which is achieved in the narrowest part of the

device, determines when the flow reaches sonic conditions and is calculated

as

pcr = pin

[

2

κ + 1

]
κ

κ−1

. (4.4)

According to [28], in order to prevent Ψ to have an infinite gradient at

Π = 1, causing numerical problems during the simulation, the flow function

is approximated as

Ψ =







1/
√

2 for pout < 1
2pin

√

2Π [1 − Π] for pout ≥ 1
2pin .

(4.5)

4.1.1 Throttle

Diesel engines are generally operated with fully opened throttle. This

device is actuated only during certain operating conditions with the scope

to generate a pressure drop in the intake manifold, allowing thus higher

EGR rates.

The mass flow through the throttle can be determined applying Eqs. 4.1

and 4.5, and inserting the respective parameters for the pressure pic and

temperature Tic after the intercooler, i.e. before the throttle, as

ṁth = cthAth
pic√
RTic

Ψth , (4.6)

where cth = 1 can be assumed. For the calculation of the flow function

Ψth according to Eq. 4.5, the pressure ratio becomes Π = pim/pic, with pim

defined as the intake manifold pressure.

The throttle area varies as a function of the scaled control variable

0 ≤ uth ≤ 1. Obviously, the throttle is never completely closed but has

a bypass aperture ϕ0. The effective opening angle ϕ of the throttle is

determined as

ϕ = uth

(π

2
− ϕ0

)

+ ϕ0 (4.7)
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and its area is calculated as

Ath =
πd2

th

4

[

1 − cos ϕ

cos ϕ0

]

, (4.8)

where dth is the throttle diameter.

4.1.2 EGR Valve

The unknown parameter in the model for the calculation of the EGR mass

flow ṁegr is the valve area Aegr. Assuming a discharge coefficient equal to

one, Eq. 4.1 becomes

ṁegr = Aegr
pegr

√

RTegr

Ψegr . (4.9)

Under the assumption that no pressure drop occurs over the EGR cooler,

the pressure upstream of the valve pegr can be set equal to the exhaust

manifold pressure pem, and thus the pressure ratio Π = pim/pem can be

applied to Eq. 4.5.

For the identification of the characteristic curve of the EGR-valve area

as a function of its opening position yegr, a measurement of the EGR

rate is necessary. The direct measurement of the EGR rate with enough

accuracy is not easy to achieve, since the EGR duct is very small and the

soot contained in the recirculated gas fouls the measuring devices, making

the measurement incorrect.

The EGR rate xegr is defined as the amount of EGR mass flow divided

by the total mass flowing through the intake manifold ṁim, which consists

of the EGR mass flow and the fresh air mass ṁa flowing through the

throttle, as

xegr =
ṁegr

ṁim
=

ṁegr

ṁegr + ṁa
. (4.10)

The EGR mass flow is determined indirectly by means of static mea-

surements of the CO2 concentration in the intake and exhaust manifold

(see [44], for instance) at different valve opening positions. Writing the

balance in the intake manifold for the CO2 mass flow under steady-state
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conditions

[CO2]im(ṁegr + ṁa) = [CO2]emṁegr + [CO2]aṁa (4.11)

and neglecting the CO2 concentration in the air [CO2]a, the EGR rate is

determined by the following expression

[CO2]im
[CO2]em

=
ṁegr

ṁegr + ṁa
= xegr . (4.12)

Therefore, the EGR mass flow can be calculated from the measured data

as

ṁegr = ṁa ·
xegr

1 − xegr
. (4.13)

Finally, by combining Eqs. 4.9 and 4.13, the characteristic curve of the

EGR-valve area can be determined as depicted in Fig. 4.3.
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Figure 4.3: EGR-valve area as a function of its opening position.

The EGR valve is a critical element to be modeled, since its nonlinear

characteristic curve strongly affects the static gain of the locally linearized

plant and, therefore, the amplification of the resulting controller.
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4.1.3 Turbine with Variable Geometry

The mass flowing through the VGT turbine can be calculated as suggested

in [19], as

ṁt =
pem√
Tem

Φt . (4.14)

The new variable Φt is defined as

Φt =
c · At√

R
· Ψt (4.15)

and depends on the two parameters ct and kt, as

Φt = ct

√

1 −
(

pamb

pem

)kt

. (4.16)

This structure represents a convenient method for determining the mass

flow through a turbine. Thanks to measurements provided by the manufac-

turer, the two parameters can be identified easily and mapped for different

positions of the turbine vanes. The new flow function Φt is depicted in

Fig. 4.4 for five different vane positions as a function of the pressure ratio

over the turbine Πt = pamb/pem.
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Figure 4.4: Turbine mass flow evaluated at different vane positions.
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4.2 Air/Fuel Ratio

Diesel engines always work with an excess of air, i.e., with an AFR value

of λ > 1. The steady-state value of the relative AFR of the fresh air/fuel

mixture that enters the cylinder λfc, thus without taking into account the

EGR and the remaining gas in the combustion chamber between one cycle

and the next, is defined generally as

λfc =
ṁa

ṁfσ0
, (4.17)

where the stoichiometric factor σ0 can be calculated from the chemical

equation of the combustion reaction.

The combustion of hydrocarbon CaHb without oxygen excess, neglect-

ing some secondary emissions, occurs according to the following chemical

reaction [31]

CaHb + O2 +

(

a +
b

4

)(

O2 +
79

21
N2

)

→ aCO2 +
b

2
H2O +

79

21

(

a +
b

4

)

N2 .

(4.18)

For diesel fuel, that is assumed to consist of chains of C14H30 (thus with

a = 14 and b = 30), the stoichiometric factor is

σ0 =
137(a + b/4)

12a + b
= 14.88 . (4.19)

In order to compute the actual AFR of the exhaust gases during tran-

sient operations, both the internal and external EGR must be considered

as well. Therefore, the amount of residual gas in the cylinder is estimated

and a dynamical model for the gas mixing dynamics is proposed in the

next subsections.

4.2.1 Residual Gas

The residual burnt gases that remain in the combustion chamber are due

to the dead volume of the cylinder and can thus be roughly estimated by

means of the compression ratio ǫc of the engine (for diesel engines ǫc ≈ 20).
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The compression ratio is defined as

ǫc =
Vc + Vd

Vc
, (4.20)

where Vc is the compression volume and Vd the volume displaced by the

engine. The residual gas fraction xrg is proportional to Vc/Vd and amounts

thus to approximatively 5%, as calculated in

xrg =
Vc

Vd
=

1

ǫc − 1
≈ 0.05 . (4.21)

According to [28], a better approximation can be obtained in relation

to the engine speed Ne, as

xrg = c1 ·
1

Ne
+ c0 , (4.22)

where c0 and c1 are constants and xrg varies between 4% and 8% in the

considered operating range of the engine, i.e. from 1000 to 3200 rpm.

4.2.2 Gas Mixing Dynamics

As diesel engines operate with a substantial mass of recirculated exhaust

gases that carry the AFR of past cycles and since the residual gases re-

maining in the cylinder have the AFR of the last cycle, these dynamics

have to be considered for the calculation of the actual AFR at the exhaust

valve. The model for the AFR dynamics developed below is an extension

of that proposed in [28], to which the terms regarding the remaining burnt

gases in the cylinder are added.

The nomenclature used is briefly explained before introducing the equa-

tions. The suffixes (.)fc, (.)rg, and (.)egr denote the fresh charge of air/fuel

mixture, the residual gas (internal EGR), and the external EGR, respec-

tively.

The relative AFR of the fresh charge has been already defined in

Eq. 4.17, while that of the residual gas in the cylinder corresponds to
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the AFR of the last combustion cycle

λrg = λ(k − 1) , (4.23)

and that carried by the external EGR is the AFR of the t-th previous

cycle, as

λegr = λ(k − t) . (4.24)

Formulating a mass balance of the fresh charge and the burnt gases

present in the cylinder after the intake valve closed, yields the following

equation for the in-cylinder AFR λ(k) at the cycle k

λ(k) =
1

σ0
·
mfc · λfcσ0

1+λfcσ0
+ mrg · λrgσ0

1+λrgσ0
+ megr · λegrσ0

1+λegrσ0

mfc · 1
1+λfcσ0

+ mrg · 1
1+λrgσ0

+ megr · 1
1+λegrσ0

. (4.25)

Under the assumption that λ(.)σ0 ≫ 1, the previous equation can be sim-

plified as

λ(k) ≈ mfc · λfcλrgλegr + mrg · λfcλrgλegr + megr · λfcλrgλegr

mfc · λrgλegr + mrg · λfcλegr + megr · λfcλrg

≈ (mfc + mrg + megr) ·
(

mfc

λfc
+

mrg

λrg
+

megr

λegr

)−1

.

(4.26)

This relation can also be written in the equivalent form

mfc + mrg + megr

λ(k)
≈ mfc

λfc
+

mrg

λrg
+

megr

λegr
. (4.27)

4.2.3 Fresh Air Fraction

Since diesel engines always work with an excess of air, the exhaust gases

always contain a determined amount of fresh air ṁa. The fresh air fraction

γ can thus be defined as

γ =
ṁa

ṁtot
. (4.28)

This quantity is indispensable for a precise calculation of some param-

eters that describe the properties of the exhaust gases, like for instance
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the specific heat at constant pressure cp and at constant volume cv. These

two parameters can be expressed as a function of the air fraction γim in

the intake and γem in the exhaust manifold (these state variables are in-

troduced in the next section). In the case of the exhaust manifold, the

specific heat c.,em is calculated as

c.,em = γem(c.,a − c.,eg) + c.,eg , (4.29)

where c.,eg is the typical specific heat of the exhaust gases with λ = 1, and

c.,a that of the fresh air, and in the case of the intake manifold, the specific

heat c.,im can be expressed as

c.,im = γim(c.,a − c.,em) + c.,em . (4.30)

4.3 Receivers

A receiver is a fixed volume V for which the thermodynamic states are

assumed to be the same over the entire volume (lumped parameter system).

As defined in [28], the main assumptions for modeling such an element

are the following: 1) There are no substantial changes in the kinetic and

potential energy of the flow; 2) the fluid is modeled as a perfect gas; and

3) the output parameters of the flow are the same as those in the receiver.

The dynamic equations that describe the states (pressure p, temper-

ature T , and fresh air fraction γ) of such a system, considering the as-

sumptions mentioned above, can be derived from the mass and the energy

conservation laws, as

dp

dt
=

R

cvV
[cp,inTinṁin − cpTṁout − Q̇out]

dT

dt
=

T

p

[

dp

dt
− RT

V
(ṁin − ṁout)

]

(4.31)

dγ

dt
=

RT

pV
[ṁinγin − ṁoutγ] − γ

T

[

dp

dt
− p

T

dT

dt

]

,

where (.)in and (.)out represent quantities flowing into and out from the
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receiver, and R is the specific gas constant of air and of the exhaust gases.

Such a receiver element can be used as the basis to model both the intake

and the exhaust manifolds, as described in the next subsections.

4.3.1 Intake Manifold

The intake manifold is assumed to be an adiabatic system, i.e. no heat

is exchanged through its walls. Substituting the inflow with the mass

streaming from the throttle ṁth and from the EGR valve ṁegr, and setting

the outflow equal to the mass ṁim flowing from the intake manifold into

the engine, Eq. 4.31 becomes

dpim

dt
=

R

cv,imVim
[cp,aTicṁth + cp,emTegrṁegr − cp,imTimṁim]

dTim

dt
=

Tim

pim

[

dpim

dt
− RTim

Vim
(ṁth + ṁegr − ṁim)

]

(4.32)

dγim

dt
=

RTim

pimVim
[ṁth + ṁegrγeg − ṁimγim] − γim

Tim

[

dpim

dt
− pim

Tim

dTim

dt

]

.

4.3.2 Exhaust Manifold

The heat exchange in the exhaust manifold cannot be neglected due to the

large temperature difference between exhaust gases, engine, and ambient.

A detailed calculation of the heat flux Q̇em is presented in Sec. 4.4.2.

Substituting the inflow with the exhaust gas mass ṁeg streaming out

from the engine, and setting the outflow equal to the mass flowing into the

EGR duct ṁegr and that flowing through the turbine ṁt, Eq. 4.31 becomes

dpem

dt
=

κemR

Vem

[

Tegṁeg − Tem(ṁt + ṁegr) −
Q̇em

cp,em

]

dTem

dt
=

Tem

pem

[

dpem

dt
− RTem

Vem
(ṁeg − ṁt − ṁegr)

]

(4.33)

dγem

dt
=

RTem

pemVem
[ṁegγeg − ṁegrγem − ṁtγem] − γem

Tem

[

dpem

dt
− pem

Tem

dTem

dt

]

,
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with κem = cp,em/cv,em and the fresh air fraction of the exhaust gas γeg

defined with the help of Eq. 4.17, as

γeg =
ṁa

ṁa + ṁf
=

λfc − 1

λfcσ0 + 1
. (4.34)

4.4 Heat Exchange Processes

In this section the thermodynamic models of the heat exchange processes

in the EGR cooler and in the exhaust manifold are presented. The mathe-

matical relations and analogies used for the calculation of the heat transfer

coefficients are taken from [32].

4.4.1 EGR Cooler

The EGR cooler can be modeled as a heat exchanger with a constant wall

temperature Tw, as suggested in [17].

dx

dQ
dt

Tem Tegr

Tw = const

T (x)

x = Lx = 0

Figure 4.5: Heat balance on a control volume.

Considering a small control volume as depicted in Fig. 4.5 and assuming

the heat transfer coefficient h and the specific heat cp to be independent

of the temperature T and of the position x, the heat flowing into the wall

can be expressed as

− dQ

dt
= πd · dx · h[T (x) − Tw] , (4.35)

whereas the change of internal energy of the EGR mass flow is

dQ

dt
= dT · ṁegr · cp . (4.36)
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Combining Eqs. 4.35 and 4.36, yields the differential equation for the gas

temperature

− dT

dx
=

πdh

ṁegrcp
(T (x) − Tw) . (4.37)

The solution of this equation at x = L corresponds to the temperature at

the output of the EGR cooler Tegr, as

T (L) = Tegr = Tw + (Tem − Tw)e
− πdh

ṁegrcp
L

. (4.38)

Defining the cooler efficiency εegr as a function of the EGR mass flow, as

εegr = 1 − e
−πdL·hegr

cp·ṁegr (4.39)

and approximating the wall temperature of the cooler with that of the

cooling water of the engine Te, Eq. 4.38 becomes

Tegr = Tem − εegr(Tem − Te) . (4.40)

The heat transfer coefficient hegr for the internal convection between the

fluid and the walls of the heat exchanger has to be identified, while the

other geometric parameters can easily be estimated or measured.

The heat transfer coefficient can be determined with the help of the

definition of the Nusselt number Nu

Nu =
hegrL

k
, (4.41)

where k is the thermal conductivity of the exhaust gas. By means of em-

pirical analogies, the Nusselt number can also be calculated as a function

of the Reynolds number and of the Prandtl number. Since for gases the

Prandtl number is almost constant, the analogy can be written as

Nu = c0 · Rec1 , (4.42)

where ci are empirical constants.
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In the case of a circular pipe, the Reynolds number is defined as

Re =
ρegrv∞degr

µegr
=

ṁegrdegr

µegrAegr
=

4ṁegr

πdegrµegr
, (4.43)

where µ is the dynamic viscosity, ρ the density, and v∞ the velocity of the

exhaust gases. Combining Eqs. 4.42 and 4.43, the relation for the heat

transfer coefficient can be finally expressed as

hegr =
kegr

Legr
Nu =

kegrc0

Legr

(

4ṁegr

πdegrµegr

)c1

= α · ṁ β
egr . (4.44)

A comparison between the measured and the calculated cooler efficiency

is shown in Fig. 4.6.
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Figure 4.6: Efficiency of the EGR cooler.

4.4.2 Heat Exchange in the Exhaust Manifold

The heat exchange between the exhaust gases and the exhaust manifold

in the tract between the cylinder output and the turbine input are at-

tributed to many factors. The most important are the heat conduction

along the exhaust pipe, the free convection to the ambient, and the energy

dissipation due to radiation (see Fig. 4.7).

The form of the exhaust manifold is approximated by a thermodynam-

ically well known geometry, i.e., a circular pipe with outside diameter dout,
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Q̇ra

Tem

Q̇cv

Q̇rad
Tw

.. Q̇cd

Tamb.
TeTem

Q̇ax

. .

Figure 4.7: Radial and axial heat transfer model of the exhaust pipe.

inside diameter din, and length L. It is further assumed that the inside

wall of the pipe has the same temperature as the exhaust gases (no internal

convection is considered). This thermal system is modeled statically only.

The total heat exchange in the exhaust manifold Q̇em is

Q̇em = Q̇ax + Q̇ra , (4.45)

where Q̇ax is the heat flowing in the axial direction, to the engine, and Q̇ra

that flowing in the radial direction, to the ambient.

In general, a heat flux Q̇ from a source with the temperature T1 to a

sink with the temperature T2 through a surface A can be expressed as

Q̇ = Ah(T1 − T2) . (4.46)

Moreover, a new term is introduced that will be used in the next sub-

sections, namely the heat transfer resistance r, defined as

r =
1

h
. (4.47)

Axial Heat Exchange

The heat in axial direction flows from the wall of the exhaust manifold

to the engine block. Assuming that the pipe wall has the same bulk

temperature as the exhaust manifold, the heat source has the temperature

Tem and the sink has the engine temperature Te. Thus, the axial heat flux
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can be expressed as

Q̇ax = Asechax(Tem − Te) . (4.48)

The cross-section area Asec through which heat is exchanged in axial di-

rection corresponds to ncyl-times the area of a hole circle (ncyl = 4 in the

case of a four-cylinders engine). The thermal resistance consists thus of

the conductive resistance rax = 1/hax only (Fig. 4.8).

The heat transfer coefficient in the case of conduction can be found in

the literature for many simple geometries. In this case, the coefficient can

be calculated as

hax =
k

L/ncyl
, (4.49)

where L/ncyl is the length of the exhaust pipe equally subdivided between

the number of cylinders.
rax

TeTem

Figure 4.8: Axial heat resistance model of the exhaust pipe.

Radial Heat Exchange

The total thermal resistance is calculated from the circuit consisting of

serial and parallel elements, as shown in Fig. 4.9.

rcd

TwTem

rcv

rrad

Tamb

Figure 4.9: Radial heat resistance model of the exhaust pipe.

Neglecting the internal convection, the overall thermal resistance in the

radial direction becomes

rra = rcd +

(

1

rcv
+

1

rrad

)−1

. (4.50)
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The equivalent representation of Eq. 4.50 in form of heat transfer coeffi-

cients is given by
1

hra
=

1

hcd
+

1

hcv + hrad
. (4.51)

The heat flow can be finally calculated as

Q̇ra = Ashhra(Tem − Tamb) , (4.52)

where Ash is the shell area of the cylinder.

Heat Transfer Coefficients

In the following paragraphs, the heat transfer coefficients are calculated

for the different processes.

Radial conduction: As described in the literature, the heat transfer coeffi-

cient can be expressed as

hcd =
kem

dout

2 ln
(

dout

din

) . (4.53)

Free convection: An empirical correlation based on the Rayleigh number

can be found in the literature for a long isothermal cylinder. The Rayleigh

number Ra is defined as the product of the Grashof number Gr and the

Prandtl number Pr, as

Ra = Gr · Pr =
gβ(T − T∞)d3

ν2
· ν

α
, (4.54)

where α is the thermal diffusivity of the medium (in this case of air), ν its

kinematic viscosity, g the gravity acceleration, and β is the reciprocal of

the mean temperature between source and sink:

β =
2

T + T∞
. (4.55)

In the case of the exhaust manifold T = Tem, T∞ = Tamb and d = dout.
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The heat transfer coefficient can be calculated from the definition of

the Nusselt number, as

hcv = Nu · ka

dout
, (4.56)

where the Nusselt number is determined by the empirical formula

Nu =

{

0.6 +
0.387Ra1/6

[

1 + (0.559/Pr)9/16
]8/27

}2

. (4.57)

Radiation: The radiation energy is described by the following law

Q̇rad = Ashθζ(T − T∞)4 , (4.58)

where ζ = 5.6704 · 10−8 is the Stefan-Boltzmann constant. The emissivity

θ provides a measure of how efficiently a surface emits energy relative to

a black body. In the case of the exhaust manifold, a value of θ = 0.6

has been chosen. According to [17], developing the power in bracket of

Eq. 4.58 and substituting T = Tem and T∞ = Tamb, leads to the following

equation

Q̇rad = Ashθζ(T 2
em + T 2

amb)(Tem + Tamb)(Tem − Tamb) . (4.59)

The heat transfer coefficient can be thus expressed as

hrad = θζ(T 2
em + T 2

amb)(Tem + Tamb) . (4.60)

4.5 Engine Processes

The processes that are directly related to the combustion or to the rota-

tory motion of the engine are modeled in this section. The discrete engine

process is approximated as a continuous pump that introduces a mixture

of fresh air, recirculated exhaust gases, and fuel in the combustion cham-

ber, generating a determined amount of torque and then expelling the gas

mixture with an increased temperature.
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4.5.1 Volumetric Efficiency

The mass of the gas mixture flowing into the engine can be calculated as

ṁim = ρim
VdNe

120
· cT · ηvol(Ne, pim, Tim) , (4.61)

where ηvol is the volumetric efficiency, cT a correction factor, and the den-

sity ρim of the mixture of fresh air and exhaust gases in the intake manifold

is defined as

ρim =
pim

RimTim
. (4.62)

Since diesel engines can operate with a large amount of EGR, a correc-

tion factor cT is introduced that takes into account variations of the intake

manifold temperature. This factor compensates for the expansion of the

gas with respect to the reference temperature Tref at which the map of the

volumetric efficiency has been measured. As demonstrated experimentally

(see Fig. 4.10), cT varies linearly with the temperature difference in the

intake manifold

cT = a1 · (Tim − Tref) + a2 . (4.63)

The parameters ai are identified by comparing the measured intake man-

ifold mass flow to that calculated from Eq. 4.61.
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Figure 4.10: Volumetric efficiency as a function of the intake temperature
variation in one sample operating point.
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For the identification of ηvol, steady-state measurements of the engine

are done in the operating range between 1000 and 3200 rpm and 0 and 10

bar BMEP. The data is saved in a 2D map as shown in Fig. 4.11.
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Figure 4.11: 2D map of the volumetric efficiency ηvol.

4.5.2 Torque Generation

The brake mean effective pressure pme of an engine is defined as

pme =
Me4π

Vd
, (4.64)

where Me is the engine torque and Vd the displaced volume. By trans-

forming the fuel enthalpy Hf into a pressure acting on the piston, the fuel

mean effective pressure pmf can be defined as

pmf =
Hfmf

Vd
. (4.65)

A theory that relates pme and pmf has been proposed in [26], which is

known as “Willans approximation”

pme = ηthermo · pmf − pme,0 , (4.66)
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where pme,0 represents the engine losses and can be modeled as a function

of the friction losses pme,0f and of the gas-exchange losses pme,0g as

pme,0 = pme,0f + pme,0g . (4.67)

The first term depends on four unknown parameters ki as

pme,0f = k1

(

k2 + k3 · S2ω2
e

)

Πe,max

√

k4

B
, (4.68)

with the engine speed ωe = Ne · π/30 in [rad/s], while the second term

represents the pressure drop over the engine

pme,0g = pem − pim . (4.69)

The internal thermodynamic efficiency ηthermo has a parabolic form (see

Fig. 4.12) and can be modeled as a function of the three unknown param-

eters ϑi as

ηthermo = ϑ1 · ω2
e + ϑ2 · ωe + ϑ3 . (4.70)

Experimental results confirm the validity of the Willans approximation

over a wide range of operating points (see Figs. 4.13 and 4.14). It can be

noticed that the losses that the engine has to counteract amount to about

1.5 bar, which corresponds to 25 Nm for the engine considered.
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Figure 4.12: Thermodynamic efficiency of the engine.
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4.5.3 Temperature of the Exhaust Gases

The exhaust gases temperature mainly depends upon the engine load pme.

However, since the EGR can lower the combustion temperature consider-

ably, this effect must be considered in the model. Therefore, the exhaust

gas temperature is approximated as a function of the unknown parameters

ai as

Teg = a1 · p2
me + a2 · pme + a3 · ṁegr + a4 . (4.71)
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A comparison between the measured and the identified data is depicted

in Fig. 4.15.

1 2 3 4 5 6 7 8 9 10
450

500

550

600

650

700

750

800

T
eg

 [K
]

p
me

 [bar]

 

 

measured
identified

Figure 4.15: Identification of the exhaust gas temperature.

4.6 Modeling Time Delays

An important part of the system that has to be modeled exactly are the

time delays. The total amount of time delay between the command signals

of the actuators and the signals measured by the sensors are modeled as

transport time, which is a function of the flow velocities, and as dead time

of the sensors and actuators.

In order to determine the time delay, the control signals of the injection

duration tinj and of the EGR valve uegr are excited and the time delay

between the start of the excitation and the response measured by the

AFR sensor has been measured (Fig. 4.16). The AFR sensor is used since

it offers a fast reaction time and its dynamical behavior is well known.

t

uegr, tinj

λ

δ(·)→λ

Figure 4.16: Measurement principle of the time delays.
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By subdividing the total time delay measured as in Eq. 4.72, it becomes

possible to determine all of the components δi.

δinj→λ = δinj + δem + δλ

δegr→λ = δegr + δim + δieg + δem + δλ

(4.72)

The sensor and actuator delays have been identified in Sec. 2.2 as δλ = 10

ms and δegr = 20 ms.

In the case of a step in the injection timing, there is always an uncer-

tainty of up to the duration of one segment δseg since the start of the step

signal is not synchronized with the injection system of the engine. There-

fore δinj = [0 . . . δseg] can amount to up to 30 ms at low engine speeds. With

this measurement, the unknown delay δem between the cylinder output and

the AFR sensor can be estimated. Moreover, with the measurement of a

step in the EGR-valve command signal, the unknown delay of the intake

manifold δim can be calculated as well.

In the next paragraphs, the modeling of the variable time delays is

explained in detail.

4.6.1 Delays Due to the Combustion Process

The segment time, i.e., the time that each cylinder of the four-strokes

(ns = 4) and four-cylinders (ncyl = 4) engine needs for completing one

combustion cycle is

δseg =
ns/2 · 60

ncyl · Ne
=

30

Ne
. (4.73)

The induction-to-exhaust delay is modeled according to [28] and amounts

to about δieg = 3δseg.
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4.6.2 Delay in the Intake Manifold

From the continuity equation and the ideal gas law, the velocity v of a

fluid in a pipe with section area A is given by

v =
ṁ

ρA
=

ṁRT

pA
, (4.74)

Therefore the transport time of the gas in the intake manifold, after actu-

ating the EGR valve, is approximated by the ratio of the manifold length

Lim over the flow velocity

δim =
Lim

vim
= Lim · ρimAim

ṁa
= Lim · pimAim

RTimṁa
. (4.75)

The delay modeled is compared to that calculated from measurements as

in Fig. 4.17.
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Figure 4.17: Transport delay in the intake manifold.

4.6.3 Delay in the Exhaust Manifold

The transport delay in the exhaust manifold from the cylinder output to

the AFR and NOx sensors can be modeled on the lines of Sec. 4.6.2 as

a linear function of the ratio of the manifold length Lem over the flow
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velocity, as

δem =
Lem

vem
+ δem,0 = Lem · pambAem

RTtṁt
+ δem,0 , (4.76)

where the mass flow through the turbine ṁt is calculated according to

Eq. 4.14 and the cross section area Aem is the area of the exhaust pipe

downstream the turbine. A correction factor δem,0 has been introduced for

better fitting the measurements.

A comparison between the delay modeled and that calculated from

measurements is depicted in Fig. 4.18.
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Figure 4.18: Transport delay into the exhaust manifold.

4.7 NOx Model

The static, linear, and control-oriented NOx model proposed in [54] is in-

tegrated into the mean-value model of the engine flows. This model is

derived from a complex crank-angle based model and consists of maps

of the static gains of the engine parameters relevant to the NOx produc-

tion, as for instance the boost pressure, the injection duration, and the

rail pressure. This model is thus able to predict variations of the NOx

concentration from the nominal operating conditions by means of a linear

extrapolation.
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The interface between the mean-value model of the engine flows and

the NOx model is represented by the air mass flow ṁa and the intake

manifold pressure pim, as depicted in Fig. 4.19. Aside from the SOI that

is used as a control signal by the emissions controller, the other engine

parameters do not vary from their nominal values and, thus, they do not

contribute to change the NOx concentration.
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Figure 4.19: Integration of the linear NOx model in the engine model.

4.8 Validation of the Nonlinear Model

The nonlinear engine model is simulated during the European driving cycle

MEVG-95 in order to prove the quality of its dynamical behavior. The

courses of the simulated AFR and NOx signals are compared to those

measured on the test-bench engine as in Figs. 4.20 and 4.21.
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Figure 4.20: Simulated relative AFR during the MVEG-95.
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Figure 4.21: Simulated NOx concentration during the MVEG-95.

4.9 Linearization of the Engine Model

A linear model of the plant is indispensable for defining explicitly the

parameters necessary for the design of the LPV-controller in the relevant

operating points.

For establishing these relevant operating points, a quasi-static simu-

lation (QSS) analysis [29] of the vehicle considered has been conducted

for two driving cycles, namely the American FTP-75 and the European

MEVG-95. The results showed that most of the time the engine is driven
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at less than 3200 rpm and at a BMEP of less than 10 bar. Therefore, only

this range was considered for the investigations and was subdivided into a

grid, as shown in Fig. 4.22 (idle has been set at 1000 rpm for convenience).

Its mesh size has a width of 200 rpm and a height of 2 bar BMEP.

The engine model is thus linearized automatically in every point of

this grid, from the two inputs uegr and SOI to the two outputs λ and NOx

concentration.
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Figure 4.22: Results of the QSS simulations and grid of operating points
chosen for the investigations.

4.9.1 Theory

A general nonlinear plant can be represented by the following equations

ẋ(t) = f(x(t), u(t))

y(t) = g(x(t), u(t))
(4.77)

The linear state-space representation of the time invariant plant

ẋ(t) = A · x(t) + B · u(t)

y(t) = C · x(t) + D · u(t)
(4.78)

implies the calculation of the Jacobian matrix, i.e., all the firts-order par-

tial derivatives of the vector-valued functions f(x, u) and g(x, u). The
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system matrices for a plant with m inputs, p outputs, and n states can

thus be expressed as follows

A =







∂f1

∂x1
. . . ∂f1

∂xn
... . . . ...

∂fn

∂x1
. . . ∂fn

∂xn






, B =







∂f1

∂u1
. . . ∂f1

∂um
... . . . ...

∂fn

∂u1
. . . ∂fn

∂um







C =







∂g1

∂x1
. . . ∂g1

∂xn
... . . . ...

∂gp

∂x1
. . .

∂gp

∂xn






, D =







∂g1

∂u1
. . . ∂g1

∂um
... . . . ...

∂gp

∂u1
. . .

∂gp

∂um







(4.79)

4.9.2 Realization

Because of the complexity of the engine model, the most efficient way to

carry out the linearization is to use powerful commercial tools that are

available on the market. The tool used for the design, the simulation,

and the investigation of the model is Matlab/Simulink, which contains a

function called linmod. This function calculates analytically the Jacobian

matrices of each block and put then them together to build the linear

matrices of the complete system. In this way, high flexibility in the design

is guaranteed due to the modularity of the system, and the prerequisites

for the automatic controller-design procedure are satisfied.

The nonlinear model is linearized around each operating point defined

as in Fig. 4.22. The steady-state operating point can be defined by a set

of constant input values u0 and by the inintial level of the integrators x0.

Only these two variables are required as input to the function linmod.

The vector u0 is determined by the steady-state measurements of the

test-bench engine in the respective operating point, while x0 results from

the model simulation. For this scope, the system is simulated with the

constant input vector u0 until the model has reached its equilibrium state,

where the level of each integrator is stored.

The resulting linear system is of high order, mainly due to the approx-

imation of the time delays (the order for the approximation with Padé

elements has been chosen proportional to the duration of the delay). How-

ever, excluding the time delays, the order of the rational plant is only ten.





Chapter 5

SISO Air/Fuel-Ratio
Controller

Due to the particular triangular structure of the plant, the emissions con-

trol problem is divided into two parts that can be treated as two indepen-

dent SISO systems, namely the control of the AFR and that of the NOx

emissions, with the addition of a decoupling element for the two channels.

The feasibility of a SISO AFR control loop is thus investigated in this

chapter.

In order to be applied on a standard-production ECU, the proposed

control system has to meet the following requirements: 1) The tracking

quality of the AFR setpoint during a driving cycle has to be at least as

good as that attained by using the conventionally controlled engine; 2)

the application has to be simple, in order to avoid any fine-tuning of the

controller on the test bench, and considering that the memory and the

computing power of an ECU are limited; and 3) a high level of automati-

zation in the entire design process of the controller has to be achieved in

the design and parametrization of the controller.

Since the engine behaves differently at different operating point within

its operating range, a controller is needed that is capable of perceiving

these changes and of tracking the desired AFR setpoint reliably under

varying operating conditions. In order to demonstrate that the behavior

of the engine can be well approximated by a first-order element and a

time delay (as assumed in Sec. 3.3.1), two approaches are investigated for

63
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the design of a gain-scheduled AFR controller. First, an internal model

controller (IMC) is developed with a simplified model of the plant. This

method was adopted in [67], for instance, where the air path of a diesel

engine is approximated locally by a linear model whose structure is the

same over the entire range of operating points. The resulting controller

depends on the scheduled parameters of the plant. The IMC structure

has the advantage that is easy to handle and can compensate for the

time delays in the control loop. Second, an H∞ controller is designed and

parametrized starting from the full-order linear model of the plant. With

this approach, locally linear controllers can be designed starting from a

linear model, as proposed in [22]. A structurally suitable representation

for the transfer functions of the controller has to be found so that its

parameters can be mapped over scheduling variables [51].

In addition to the feedback structures, two feedforward controllers are

investigated for improving the tracking quality of the system.

5.1 Analysis of the Plant

As assumed in Sec. 3.3.1, the plant considered in this chapter (from the

EGR-valve control signal to the AFR sensor) for the design of the IMC

controller is approximated as

p11(s) =
K̂11

τ̂11s + 1
· e−sT̂d,11 . (5.1)

The three parameters static gain K̂11, time constant τ̂11, and time delay

T̂d,11 are calculated during the linearization of the nonlinear model and

then stored in look-up tables with the independent variables Ne and BMEP

pme. They are estimates of the real plant’s parameters K11, τ11, and Td,11.

The three parameters of the plant are depicted in Figs. 5.1–5.3. As

expected, the higher the engine speed and load, the smaller the response

time and delay of the plant.



5.1 Analysis of the Plant 65

−0.16

−0.12−0.08

−0.08

−0.06

−0.06

−0.06−0
.0

6

−0.04

−0.04

−0.04

−0.04
−0.04

−0.02

−0.02

−0.02

−0.02

−0.02

N
e
 [rpm]

p m
e [b

ar
]

1000 1500 2000 2500 3000
0

2

4

6

8

10
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5.2 Internal Model Controller

The IMC system considered here is based on the classical Smith predictor

structure [58]. For its design, the plant P (s) is approximated by the LPV

model described by Eq. 5.1.

The controller is designed by forcing the target complementary sensi-

tivity T (s) to have low-pass filter characteristics [41], as expressed in

T (s) =
1

ξs + 1
· e−sT̂d , (5.2)

where ξ is the tuning parameter dependent on the operating point. Using

the definition of the complementary sensitivity

T (s) =
P (s)C(s)

1 + P (s)C(s)
, (5.3)

the controller transfer function C(s) can be calculated as

C(s) =
T (s)

P (s)[1 − T (s)]
=

τ̂ s+1
K̂

1
ξs

1 + 1
ξs

(

1 − e−sT̂d

) . (5.4)

The resulting control system depicted in Fig. 5.4 thus depends explicitly on

the plant parameters that are scheduled in maps during the linearization

process and on a tuning factor ξ that has not been determined as yet. In

order to integrate the calculation of this factor in the automated controller-

design process, the control system is synthesized with constant robustness.

The nominal robustness of a control system is determined from its

open-loop gain L(s), which is expressed, in the case of perfect model

matching, as

L(s) = P (s)C(s) =
e−sTd

ξs + 1 − e−sTd
. (5.5)

Choosing ξ = Td/σ and setting σ = 1, the open-loop gain becomes a

function of sTd only, and the form of L(s) is the same for every Td, and

thus, for every operating point. In this way, the controller bandwidth is

automatically adapted to the plant characteristics in the various operating
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points.

However, the bandwidth of the control system can be further adjusted

by varying the parameter σ, for instance for fine-tuning the engine on the

test bench in order to compensate for model uncertainties.

The phase margin achieved with the IMC structure and the plant con-

sidered here amounts to about ϕ = 60◦. Simulations and test-bench ex-

periments showed that this value guarantees sufficient robustness against

modeling errors while limiting the overshooting of the system’s step re-

sponse at every operating point.
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Figure 5.4: Structure of the internal model controller.

5.3 H∞-Method

The H∞ method as introduced by [15] is a model-based method for de-

signing robust linear controllers starting from linear plant models. The

full-order linearized model of the path p11(s) is used.

The complete theory behind the H∞ control design is rather complex.

Since this work is focused on the application of the design method and

since software functions that solve the H∞ design algorithm are available

on the market, only the information necessary for the application of the

design procedure is introduced. Further details on the H∞ control problem

and on its solutions for systems including time delays can be found in

[14,16,39,50], for instance.

In this thesis, the S/KS/T weighting scheme (Fig. 5.5) is used in order

to achieve the desired shape of the singular values of the sensitivity Se(s),

the complementary sensitivity Te(s), and the series compensator R(s) =



68 5 SISO Air/Fuel-Ratio Controller

C(s)Se(s) over the entire frequency spectrum.
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Figure 5.5: Standard S/KS/T weighting scheme.

The ∞-norm of the transfer function Tzw of the extended plant from

the input w to the output zi as in Eq. 5.6 has to be minimized.

‖Tzw‖∞ =

∥

∥

∥

∥

∥

∥





WeSe

WuCSe

WyTe





∥

∥

∥

∥

∥

∥

∞

≤ γ (5.6)

Typically, the value γ = 1 is chosen, which means that the maximum

singular value of the weighted terms will be limited by the inverse of the

weighting functions Wi(s) for the entire spectrum of frequencies.

The weighting functions used in this work are chosen as in Eqs. 5.7–

5.9, where the parameters Ai and Bi are the asymptotes of the singular

values of W−1
i (s) for s → ∞ and s → 0, respectively, while ωbi define their

bandwidths.

We(s) =
s/Ae + ωbe

s + ωbe · Be
(5.7)

Wy(s) =
s + ωby/By

Ay · s + ωby
(5.8)

Wu(s) =
s + ωbu/Bu

Au · s + ωbu
(5.9)

The singular values of the weighting functions in one representative oper-

ating point are depicted in Fig. 5.6. The bottom plot clearly shows that

with the specifications for Wu, the controller gain is forced to decrease at

high frequencies. This yields the desired smooth control signal.
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Figure 5.6: Singular values of the weighting functions for the S/KS/T
scheme in one representative operating point.

5.3.1 Automatic Design of the Controller

The controller design process has been automated by holding all the pa-

rameters Ai, Bi, and ωbi constant, except the parameter ωbe. A similar au-

tomation criterion as in the case of the IMC controller is applied, namely

ωbe is optimized by forcing the phase margin ϕ of the control system to be

constant over the entire range of operating points.

An analysis of the resulting map for ωbe (Fig. 5.7) showed that this
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parameter depends on the plant’s time delay Td as in Eq. 5.10, which

agrees with that demonstrated in [22].

ωbe(Td) = c1 ·
1

Td
+ c0 . (5.10)
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Figure 5.7: Map of ωbe in the engine operating range in [rad/s].

φ = 60°

Figure 5.8: Nyquist plot of the L(s) in all the operating points.

A value of ϕ = 60◦ was chosen (Fig. 5.8), which is the same phase mar-

gin as that obtained with the IMC structure. The parameters of Eq. 5.10,

c0 = 0.31 and c1 = 0.54, are determined experimentally and are strictly
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related to the local linear model used for the design of the controller. A

general expression for ϕ as a function of those parameters thus cannot be

written, but ωbe has to be calculated by the optimization process, in order

to avoid numerical problems.

5.3.2 Parametrization of the Controller

The key idea for the parametrization of the H∞ controller is to find a

structure common to the entire family of controllers that are designed

automatically for the various operating points and to vary its parameters

as a function of the engine’s operating conditions. Since the form of the

Bode diagrams is similar in every operating point (one sample point is

shown in Fig. 5.9), the resulting local H∞ controllers can be approximated

each by a system with a fixed structure and varying parameters.
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Figure 5.9: Bode diagram of the reference and of the approximated H∞
controllers in one sample operating point.

In this work, the structure consists of a serial connection of simple

elements, namely a PI element to which a differentiating term, to which a

resonance element and a first-order low-pass filter are added (Fig. 5.10),
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for a total of six parameters. With this fixed structure, the parameters of

each element can be identified via a least squares fit of the Bode diagrams

and stored in maps with the gain-scheduling variables Ne and BMEP.

ω2
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(
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Figure 5.10: Approximation of the transfer function of the H∞ controller.

5.4 Comparison of the Feedback Controllers

A qualitative comparison of the Nyquist plot of the control system achieved

with the IMC and with the H∞ controllers is depicted in Fig. 5.11 for a

sample operating point. The two design methods applied to the respective

plant models, although very different, produced very similar results. This

fact is encouraging since the controller obtained with a simple plant model

together with a simple design method has almost the same characteristics

as that obtained with a much more complex plant and design method.
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Figure 5.11: Nyquist plot of L(s) in one operating point.

Although both design methods produce locally stable and robust con-

trol systems, it is important to say that, in general, the stability and the

robustness of a gain-scheduled feedback controller are not guaranteed a

priori [57]. These properties have to be verified extensively by testing.
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5.5 Static Feedforward Controllers

A change of the engine’s operating conditions can be interpreted as a dis-

turbance to the control system in equilibrium. Since the fuel path is much

faster than the air path, during sudden accelerations, in a first instant

the AFR decreases very quickly before reaching its steady-state value, and

during this time an unacceptable amount of PM is produced. Thus, a

feedforward controller is needed for achieving good responses during fast

transient operations.

Two static feedforward elements are proposed and analyzed in this

section. The first element is based on the static inversion of the nonlinear

engine model that estimates the EGR-valve command signal as a function

of the desired AFR and of other engine parameters. The second element

consists of a linear disturbance compensator that calculates only variations

in the control signal for the EGR valve.

The compensation of the negative overshooting of the AFR during

sudden acceleration is of course not complete, because it is limited by the

EGR-valve actuator itself.

5.5.1 Nonlinear Feedforward Controller

The static inversion of the nonlinear engine model presented in Chap. 4

leads to the causality diagram of the feedforward structure depicted in

Fig. 5.12.

The desired setpoint for the in-cylinder AFR value λcyl,set is the input

to the nonlinear feedforward controller and the absolute control signal of

the EGR valve is the output. Moreover, the model depends on other

quantities; some of them are measured by the ECU, namely Ne, ṁf , and

Tic, while the signals Tim, pim, pem, and Tegr are to be estimated.

Due to the fact that modern diesel engines contain a physical feedback

loop, namely the exhaust gas recirculation, the direct dependencies of

the feedforward controller on quantities measured within this loop are to

be limited for preventing the feedforward controller from destabilizing the

feedback loop. In order to reduce these dependencies, the remaining signals

are read from static maps that have been measured previously.
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Figure 5.12: Causality diagram of the nonlinear feedforward controller.

Only the static realization of the controller is reported since a dynamic

inversion of the plant, which was also tested, led to a more complex system

but did not improve the control quality. The equations contained in the

blocks depicted in Fig. 5.12 are described in detail below.

The block “volumetric efficiency” contains Eq. 4.61.

For the sake of representation (in order to avoid to report a very long

mathematical expression) a simplified version of Eq. 4.27 is used for deter-

mining the amount of fresh air in the block “air mass flow”. However, for

the realization of the nonlinear feedforward controller, the exact version of

Eq. 4.27 was used.

Under the assumption that the AFR does not deviate too much from

the stoichiometric value λ ≈ 1 (which is unfortunately mostly not true in

diesel engines), the following simplification

1

λ
≈ 1 − (λ − 1) = 2 − λ (5.11)
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can be applied to Eq. 4.27, that becomes

λ(k) ≈ (ṁa + ṁf)λfc + ṁrgλrg + ṁegrλegr

ṁa + ṁf + ṁrg + ṁegr
. (5.12)

Expressing the EGR mass flow in steady-state conditions as

ṁegr = ṁim − ṁa (5.13)

and combining Eq. 5.12 and Eq. 5.13, the required amount of fresh air can

be calculated as

ṁa =
1

2
· [λcyl,set(k − t) · ṁfσ0 − ṁf − 1] · √χ , (5.14)

with

χ = ṁfσ0 ·
{

4λcyl,set(k) · [ṁim + ṁrg + ṁf ]

−2λcyl,set(k − 1) · [2ṁim + 2ṁrg + ṁf ]

+λ2
cyl,set(k − t) · ṁfσ0 +

ṁf

σ0

}

.

(5.15)

Similarly, in the block “EGR mass flow”, the necessary amount of

recirculated exhaust gases for achieving the desired AFR is calculated from

the steady-state expression of Eq. 4.32 for pim, namely

ṁegr =
1

cpTegr
[cpTimṁim − cpTicṁa] . (5.16)

The block “EGR valve” inverts the model of the EGR valve, i.e., it

calculates the valve control signal necessary for obtaining a determined

EGR mass flow. First, the required opening area is calculated from Eq. 4.9,

as

Aegr = ṁegr

√

RTegr

pem
·
(

2
pim

pem

[

1 − pim

pem

])−1/2

, (5.17)

second, the EGR valve position, and thus the control signal uegr, is deter-

mined by inverting the characteristic function depicted in Fig. 4.3.



76 5 SISO Air/Fuel-Ratio Controller

5.5.2 Disturbance Compensator

A sudden acceleration, i.e., a fast rising of the injected fuel quantity, can

be considered as a measured disturbance. With the measured air mass

flow ṁhfm, a simplified estimation (only static) of the AFR in the cylinder

λcyl,est can be calculated as

λcyl,est =
ṁhfm

ṁfσ0
. (5.18)

The correction signal ∆uegr,dc for the compensation of the disturbance is

thus calculated as

∆uegr,dc =
λcyl,set − λcyl,est

K̂11

. (5.19)

5.5.3 Simulation with the Feedforward Controllers

The two feedforward controllers are investigated (arbitrarily) in combina-

tion with the IMC structure. The results of the simulations are shown in

Fig. 5.13.
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Figure 5.13: Simulation of the IMC controller with the nonlinear feedfor-
ward controller and the disturbance compensator.

As expected, the nonlinear feedforward element interferes with the feed-

back loop, causing undesired system oscillations that occur at low AFR

values in particular, where an accurate control is most important.



5.6 Experimental Results 77

The disturbance compensator, with its simple structure, is more reli-

able and provides better results than the more complex nonlinear feedfor-

ward controller. Therefore, this element is adopted during the experiments

on the test-bench engine in both the IMC and the H∞ control loops.

5.6 Experimental Results

The environment considered for the test of the AFR controllers presented

in this section is the European driving cycle MEVG-95. The configura-

tion of the system for both controllers designed with the two methods is

depicted in Fig. 5.14.
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Figure 5.14: Configuration of the feedback control system with disturbance
compensation.

In order to prevent the feedback controller from counteracting the feed-

forward element, the setpoint λcyl,set for the feedback loop is synchronized

with the signal measured by the AFR sensor. For this scope, the setpoint

is filtered by the dynamics of the AFR sensor and shifted by the transport

delay from the cylinder output to the sensor. This configuration is par-

ticularly well suited during fast accelerations, when the lack of fresh air

caused by the slower turbocharger dynamics with respect to those of the
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fuel path has to be compensated. In this case a higher AFR is forced by

closing the EGR valve, thus reducing the amount of PM generated.

The AFR setpoints are read from a static map with the independent

variables Ne and BMEP. The values contained in this map are derived

from steady-state measurements of the standard engine.

The tracking performance of the two AFR controllers is compared on

the test bench to that of the conventional EGR controller (which is open-

loop for the AFR), as shown in Fig. 5.15. A wide range of AFRs is covered

by the engine during the cycle, from an AFR value of about 1.2 up to 11.

Considering transients, the emphasis is placed on the fast accelerations

rather than decelerations, because the largest amount of PM is generated

at low AFR values.
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Figure 5.15: Comparison of the controllers during setpoint tracking.

For a better illustration of the results, a zoom in the urban part of the

MEVG-95 is reported and commented below. The engine speed and the

load profiles of that part of the driving cycle are depicted in Fig. 5.16.

Figure 5.17 shows the tracking of the AFR setpoint with the different

controller configurations. It can be observed that the tracking performance

of the two AFR controllers is almost equivalent and at least match that of

the standard EGR controller, in spite of the large time delays in the new

feedback loops.

For the IMC structure, the value σ = 1 is used for almost the entire

operating range, except at low loads, where large AFR values are mea-
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Figure 5.16: Urban part of the MEVG-95 driving cycle.

sured. In those operating points a smaller value of σ is chosen in order to

reduce the bandwidth of the controller and thus to avoid the amplification

of measurement noise.

Some differences in the AFR curves depicted in Fig. 5.17 are visible

between the standard and the AFR-controlled engine. The main factor

for these discrepancies is that the interpolation of the setpoints for the

AFR controller is not made with the same grid points as it is made for the

desired air mass in the ECU of the standard engine. Therefore, especially

at low engine loads where the gradient in the map of the AFR setpoints

is relatively large, a lower accuracy of the linear interpolation can result.

Another reason for these differences is that the feedback of the standard

EGR controller is based only on data measured before combustion takes

place, and thus, drifts of the HFM sensor or an incorrect injection of the

fuel mass are not measurable and cannot be compensated by the standard

EGR controller.

Of course, the EGR actuator has a limited action only. Therefore,

infeasible setpoints can occur, for instance, in the case of too large a drift

of the HFM sensor or of the injectors.
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Figure 5.17: Comparison of the controllers during setpoint tracking (zoom
on the urban part of the MEVG-95).



Chapter 6

MIMO Emissions
Controller

In this chapter a multivariable emissions feedback controller is proposed for

the NOx emissions and for the AFR. The control inputs are the command

signal of the EGR valve uegr and the start of injection SOI.

Since the results obtained with the AFR controller proposed in Chap. 5

demonstrated that the approach based on a simplified model of the plant

and on a simple control structure works well, this approach is extended to

the multivariable case.

The multivariable controller consists thus of two independent IMC

control-loops (that are based on the simplified plants p11 and p22, respec-

tively) designed according to the procedure described in Sec. 5.2, and

connected by the decoupling term defined by Eqs. 3.8 and 3.9. The pa-

rameters of this controller are generated automatically in order to reduce

the efforts of calibrating the control system in the entire operating range

of the engine. The complete structure of the control system, including the

disturbance compensator for the AFR control loop (see Sec. 5.5.2) and the

static feedforward for the NOx control loop, based on the nominal values

calculated by the ECU, is depicted in Fig. 6.1.
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Figure 6.1: Complete structure of the emissions controller.
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6.1 Analysis of the Plant

The structure of the multivariable IMC controller is defined by the choice of

the approximation model of the plant. As in the case of the AFR controller,

the linearized engine model is used as a reference for approximating each

of the three paths with a first-order low-pass element with a time delay

term as in Eq. 3.5. The identification of the plant parameters is carried out

by comparing the step response of the reference and target systems. The

parameters are then stored in static maps with the independent variables

BMEP pme and engine speed Ne.

The parameters of the path p11(s) have been depicted in Figs. 5.1–5.3.

Those of the remaining two paths, namely p21(s) and p22(s), are shown in

Figs. 6.2–6.4 and Figs. 6.5–6.7, respectively.

It can be observed that the time constants and the delays of the paths

p21(s) and p22(s) are very large. This is mainly due to the slow response

time of the NOx sensor.
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6.2 Robustness Analysis

The two independent SISO control loops for the AFR and for the NOx

channels, if considered separately, each possess a phase margin of about

ϕ = 60◦ (see Fig. 5.11 in the case of the AFR system). However, by

connecting the two control loops with the decoupling element, the robust-

ness of the resulting multivariable control system is not guaranteed and,

therefore, must be verified.

The robustness of a control system, consisting of a controller C(s) and

of a plant P (s), can be quantified using its minimum return difference µ,
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defined as

µ = min
ω

{σmin{F (jω)}} , (6.1)

where σmin is the minimum singular value and F (s) is the return difference

of the system

F (s) = I + L(s) = I + C(s)P (s) . (6.2)

Comparing the singular values of F (s) depicted in Fig. 6.8 for the SISO

and MIMO cases, it can be observed that the robustness of the MIMO

system is not compromised. A value of µ ≥ −3 dB is guaranteed.
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Figure 6.8: Singular values of the return difference F (s) of the control
system in one representative operating point.

6.3 Experimental Results

In this section different tests are carried out in order to demonstrate the

validity and the feasibility of the proposed control structure, namely: 1)

The effectiveness of the multivariable controller, in particular its decou-

pling capability, and the disturbance compensator are tested during a step

between two operating points; 2) the tracking performance and the stabil-

ity of the gain-scheduled controller are investigated during the MEVG-95

driving cycle; and 3) the ability of the emissions controller is investigated

to keep a desired NOx-PM point even in the case of drift of some sensors.

During the experiments described above, the setpoints for the AFR
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and for the NOx emissions are read from static maps which are derived

from steady-state measurements of the standard engine.

6.3.1 Step Between Two Operating Points

The test consists of a load step between 4.2 and 6.5 bar BMEP at a

constant engine speed (2200 rpm), i.e., a typical acceleration. This test is

chosen as representative, since it is in the middle of the range of operating

points of interest.

In order to quantify the benefits of using a disturbance compensator

and a decoupler for the two channels of the feedback controller, various

configurations of the multivariable IMC controller are investigated. These

configurations are: a) with a decoupler but without a disturbance com-

pensator; b) without a decoupler but with a disturbance compensator; and

c) with both a decoupler and a disturbance compensator. The results ob-

tained with the standard controller (which is open-loop for the emissions)

are shown for reference.

The results of these tests are depicted in Figs. 6.9 and 6.10, where

the NOx concentration is measured with a fast gas analyzer (Cambustion

fNOx400, response time approximately 50 ms) only for validating the per-

formance of the controller, rather than with the slow NOx sensor used in

the control loop, while the AFR is measured with a wide-range oxygen

sensor.
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Figure 6.9: Trajectory of λ during a step in the engine load.
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Figure 6.10: Trajectory of NOx during a step in the engine load.

As expected, the results show that for achieving the best tracking per-

formance during transient operations it is necessary to use both the de-

coupler and the disturbance compensator. The latter plays an important

role for tracking the AFR during fast accelerations, avoiding excessively

small values of the AFR and thus high PM peaks. At the same time,

the decoupler prevents the formation of NOx spikes caused by the tem-

porary low EGR rates (the EGR control signal is depicted in Fig. 6.11)

by retarding the injection timing (Fig. 6.12). In fact, with the adoption

of the decoupler matrix D, the “disturbance” caused on the NOx channel

by the commanded AFR step is predicted and preventively compensated

by the SOI control loop. However, in this figure it can be observed that

the good decoupling realized with the IMC version c) is achieved by vary-

ing extremely the SOI, which would be hardly acceptable in a standard-

production engine since the driveability would be affected negatively (see

Fig. 6.13). Therefore, a compromise has to be found between the quality of

the transient of the torque and that of the decoupling of the NOx channel.

With the control approach proposed here, any solution within the range

comprised between version b) and version c) can be achieved.
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Figure 6.11: Trajectory of uegr during a step in the engine load.
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Figure 6.13: Trajectory of BMEP during a step in the engine load.



90 6 MIMO Emissions Controller

In Fig. 6.9, the overshooting of the AFR between 3 and 6 s correlates

well with the dynamics of the boost pressure shown in Fig. 6.14. This

fact suggests that the cross-coupling between the VGT and the emissions

formation should be considered in the multivariable emissions controller for

future improvements of the tracking performance. However, considering

this coupling would not reduce the spikes of lower AFR values responsible

for most of the PM production.
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Figure 6.14: Trajectory of pic during a step in the engine load.

6.3.2 Setpoint Tracking during a Driving Cycle

The objective of this test is to demonstrate the validity of the proposed

control structure, as well as the stability of the scheduled system under

real operating conditions. Moreover, the capability of tracking the AFR

and NOx setpoints is examined.

This test is carried out under nominal operating conditions, and the

IMC controller version c) is adopted. The instantaneous setpoints for the

AFR and for the NOx are read from static maps which are derived from

steady-state measurements of the conventionally driven engine. A com-

parison between the standard and the emissions-controlled engine during

a part of the European driving cycle is depicted in Figs. 6.15 and 6.16.
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Figure 6.16: Comparison of the NOx setpoint tracking of the controllers.

The results of this experiment, aside from the validity and the stability

of the algorithm, evidence its limitations as well. For instance, taking a

look at the two figures between 950 and 1000 s, due to the low accuracy of

the setpoint interpolation, the AFR is set too high and thus low EGR rates

occur. Since the action of the emissions controller has been limited on the

SOI signal by ±5◦ CA from the original setpoint supplied by the ECU, it

is not possible, with the SOI control signal only, to fully compensate for

the NOx error during this time interval and, therefore, the setpoint cannot

be held. This restriction on the SOI has been adopted in order to limit

torque and acoustic noise variations from the nominal conditions.
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6.3.3 Range of Uncertainty and Sensor Drifts

The results reported in this section have the goal to demonstrate the ca-

pability of the emissions-controlled engine to operate in a small range of

uncertainty from a distinct NOx-PM design point during a defined driving

cycle, under nominal operating conditions as well as in the case of sensor

drifts.

In this work, the NOx and the AFR sensors are assumed ideal even if,

in reality, they are affected by measuring tolerance and drift. However,

the adoption of these new sensors offers some advantages with respect to

the standard engine configuration: 1) A higher accuracy is achieved by

measuring the NOx concentration directly, instead of estimating it from

the air mass measured at the engine inlet. In fact, an error of 1% in

the air-mass measurement can lead to an error of up to 8% in the NOx

concentration; and 2) assuming that the HFM and the AFR sensor have

the same measuring tolerance, the adoption of an AFR sensor, in addition,

provides information about the injected fuel quantity.

The most important sensors and actuators, whose incorrect function-

ing would have a negative influence on the emissions formation, are the

HFM, the boost-pressure sensor, and the fuel injectors. Therefore, the

driving cycle MEVG-95 has been repeated on the engine test bench under

different conditions, with and without emissions controller, and artificial

drifts in the HFM (±10%) and in the boost-pressure sensor (±5%) have

been introduced. The results are shown in Fig. 6.17. The consequences of

a drift in the injected fuel quantity is discussed briefly after the exposition

of the experimental results.

During this sequence of ten experiments, the NOx-PM point defined

as “reference” has been achieved with the conventionally driven engine

without any sensor or actuator drift.

As expected, the standard engine is not able to keep the desired NOx

and PM emissions while, in the same situation, the emissions-controlled

engine is kept at the desired point, with the exception of one case (drift in

the boost pressure) that is slightly misaligned. This can happen when the

actuators saturate due to infeasible setpoints caused by too large a drift.
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Figure 6.17: Variations from the designed NOx-PM point in the case of
drifts in the HFM and in the boost-pressure sensor.

In the case of a drift of the fuel injectors it cannot be guaranteed that

the NOx-PM point is maintained at the desired value by the emissions

controller alone. Actually, the injected fuel mass, which is directly pro-

portional to the BMEP, is one of the independent variables that define

the operating point of the engine in the ECU. The other is the engine

speed. If an incorrect fuel quantity is injected, the driver notices it and

compensates this error with the accelerator. In this way, the ECU gener-

ates internally a value for the fuel mass that does not match the quantity

effectively injected, causing the ECU to read from all the look-up tables

(that are concerned by the fuel mass) quantities that do not correspond

to the actual operating point, including the emissions setpoints.

With the adoption of an optional module able to detect faults in the

fuel injection system as described in [55], for instance, it would be possible

to keep the NOx-PM point at the desired value even in the case of injectors

drift. In fact, with such a diagnostic tool the injected fuel quantity used as

an input signal for the ECU maps could be corrected accordingly, canceling

the error.





Chapter 7

Setpoints Optimization

The compromises necessary for production engines to always keep the NOx

and PM emissions within the legislated limits (see Fig. 1.2) causes a new

engine to be designed with a safety margin from the emissions legislation

“box” of up to 30%. With this margin, the calibration engineers take into

account all of the possible deteriorations that can occur during the entire

lifetime of the engine. In this way, they ensure that this engine will al-

ways comply with the emissions legislation, but the result is a conservative

design procedure and is not optimal in terms of fuel consumption.

The conventional EGR feedback loop controls the air mass, which (ne-

glecting errors in the fuel injection) is equivalent to controling a desired

AFR. The NOx emissions result from the combination of all actual engine

parameters and cannot be controlled independently of the AFR.

The emissions-controlled engine possesses one degree of freedom more

than the standard engine, namely the SOI, and can thus control the NOx

emissions actively and almost independently of the AFR in each single

operating point. It is possible to take advantage of this fact and influence

the formation of NOx in order to achieve lower fuel consumption levels.

7.1 Control Strategy

To reach the objective described above, a control strategy is proposed that

increases (within the legislated limits, of course) the overall NOx emissions

during a defined driving cycle (Fig. 7.1), increasing in this way the thermal

95
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efficiency of the engine and thus reducing the fuel consumption. At the

same time, due to the monotonically decreasing NOx-PM tradeoff curve,

this strategy leads to a minimization of the PM emissions as well.

PM

NOx

goal of the
control strategy

Figure 7.1: Control strategy based on the NOx-PM tradeoff.

Of course, this strategy can only be followed if an emissions controller is

used, that can compensate for manufacturing tolerances and engine ageing.

7.2 Formulation of the Problem

The optimization of the setpoint maps [11] for the AFR and for the NOx

concentration has to be conducted in relation to a standard driving cycle.

In this work, the European MEVG-95 is used as example, but the same

procedure could be applied to other driving cycles.

The driving cycle defines the boundary conditions for the engine and

provides information about the actual engine speed Ne and BMEP pme.

The setpoints are read from two two-dimensional maps with the indepen-

dent variables Ne and pme. The 72 elements of each map (6× 12 matrices,

cf. Fig. 4.22) are the parameters to be optimized.

The difficulty of solving this optimization problem is the fact that there

are many parameters to be adjusted to achieve minimal fuel consumption

while respecting the constraint (total NOx mass over the driving cycle) as

depicted in Fig. 7.2. Considering all the possible combinations of varying

the setpoint maps for the two quantities it becomes clear that, assuming

that a unique solution exists, it is more probable to locate one of the many

suboptimal solutions that lead to the same NOx target and to a locally

minimal fuel consumption. A possible approach to increase the chance

of finding a global optimum is to repeat the optimization many times by
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Figure 7.2: Optimization problem.

varying the starting values of the parameters to be optimized and checking

whether the performance index achieved is always the same. This approach

is investigated here even though, obviously, it does not guarantee that a

global optimum can be found.

The optimization objective is expressed mathematically below. The

performance index J for the minimization of the fuel consumption is given

in Eq. 7.1. More precisely, the fuel variation ∆ṁf from the standard oper-

ating conditions of the engine is minimized. The entire cycle is considered

for the integration, so that t0 = 0 is the initial time and t1 = 1220 s

corresponds to the duration of the MEVG-95 cycle, in this case.

J =

∫ t1

t0

∆ṁf,nom dt
!
= min (7.1)

The minimization of the PM is an implicit objective, since the PM are

automatically reduced when NOx is maximized, as discussed previously.

7.2.1 Fuel Consumption Model

For the numerical minimization of the performance index J , a fuel con-

sumption model is required. Therefore, a simplified model has been devel-

oped that considers only variations from the conventionally driven engine,

as shown in Fig. 7.3.
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Figure 7.3: Fuel consumption model based on maps of the static gains.

The main assumption is that changes in the fuel consumption can be

caused only by changes in the injection timing. This is reasonable since the

SOI influences the combustion temperature, and thus the engine efficiency,

the generated torque, and thus the fuel consumption. The input signals

to the model are the differences ∆(.) between the optimized (.)opt and

the nominal (.)nom setpoints, where the nominal values are obtained by

steady-state measurements of the conventionally driven engine.

The static maps depicted in Fig. 7.3 contain the static gains calculated

as byproducts of the control-oriented NOx model reported in [54]. The

block called “Static calc.” is represented by

ṁa,opt = λopt · ṁf,nom · σ0 . (7.2)

7.2.2 Calculation of the Overall NOx Mass

For the calculation of the total NOx mass mNOx produced during the

driving cycle

mNOx =

∫ t1

t0

ṁNOx dt

=

∫ t1

t0

[NOx] · Ṅeg · MNOx · 10−6 dt ,

(7.3)

the concentration [NOx] measured in [ppm] has to be converted to a mass

flow ṁNOx. The NOx molar mass MNOx has been calculated assuming
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that NOx consists of 15% NO and 85% NO2. The molar flow Ṅeg of the

exhaust gases can be estimated as

Ṅeg =
ṁeg

Meg
, (7.4)

where ṁeg is the exhaust gas mass flow, and its molar mass Meg is de-

termined from the combustion equation as a function of the actual AFR.

With the assumption of a complete combustion according to [31], in the

case of a C14H30 diesel type, the chemical reaction is described by Eq. 7.5.

The fresh air composition is assumed to consist of 21% oxygen and 79%

nitrogen.

1

21.5λ
· C14H30 + O2 +

79

21
· N2

→ α · CO2 + β · H2O + γ · O2 + δ · N2

(7.5)

The coefficients of the stoichiometric balance are

α =
14

21.5λ
, β =

15

21.5λ
, γ = 1 − 1

λ
, δ =

79

21
. (7.6)

The molar fraction Xy of the elements in the exhaust gas, where y =

α, β, γ, δ, is the ratio between the moles of the species y and the total

number of moles in the exhaust gas, as

Xy =
y

α + β + γ + δ
. (7.7)

Consequently, the molar mass of the exhaust gas is expressed as

Meg = Xα · (MC + 2MO) + Xβ · (2MH + MO)+

+ Xγ · 2MO + Xδ · 2MN ,
(7.8)

where Mx are the molar masses of the corresponding elements.
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7.3 Solution to the Problem

Considering each element of the look-up tables of the setpoints as one

parameter to be optimized leads to a total of 144 parameters. This number

can be reduced drastically if only the most important operating points are

considered.

7.3.1 Analysis of the Driving Cycle

In order to determine the relevant operating points for the optimization,

an analysis of the driving cycle (in this case the MEVG-95) is conducted

in this section.

The frequency with which each operating point is driven during the test

procedure has been determined, and the total time spent in each operating

point during the driving cycle considered is depicted in Fig. 7.4 for the

standard engine. It can be observed that about 40% of the operating

points are not active during this driving cycle. The engine runs at idle

most of the time and, in general, is driven at low speeds and low loads.

However, this ranking does not yield information about the amount of

pollutants generated.

1000
1400

1800
2200

2600
3000

0
2

4
6

8
10

0

100

200

300

N
e
 [rpm]p

me
 [bar]

A
cc

um
ul

at
ed

 ti
m

e 
[s

]

Figure 7.4: Accumulated time spent in every operating point.

Thus, the relevance of an operating point is classified by the amount

of pollutant emissions produced in that point. The measured signals, i.e.,
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the NOx and the PM concentrations, have been corrected by inverting the

dynamics of the exhaust gas measurement devices and removing the delay

due to the mass transport in order to reconstruct the real emission values

in the cylinder.
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Figure 7.5: Accumulated NOx mass.
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Figure 7.6: Accumulated PM mass.

The total mass of NOx and PM emissions produced at every operating

point are depicted in Figs. 7.5 and 7.6, respectively. Even if just a short
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time is spent in the operating points at high loads, these points are a

big source of emissions. Also the accumulated fuel mass, as depicted in

Fig. 7.7, correlates well with the production of NOx.
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Figure 7.7: Accumulated fuel mass.

The results obtained above can be transformed and represented as the

relative mass fraction that every operating point (OP) provides, as in

Fig. 7.8. Actually, about 60% of the total amount of pollutants is generated

in only eight operating points for every species, as listed in Table 7.1.
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Figure 7.8: Distribution of the mass fraction of NOx and PM.



7.3 Solution to the Problem 103

Engine speed [rpm] BMEP [bar] NOx PM mf rank
1000 0 x - 4
1200 8 x - 11
1400 2 x x 2
1400 8 x - 13
1600 2 x x 1
1600 8 x x 7
1800 4 - x 6
1800 8 - x 9
2000 0 x - 3
2000 8 x x 8
2200 6 - x 16
2200 8 - x 10

Table 7.1: Relevant operating points.

Using these results, and considering that some of the eight operating

points mentioned above are responsible for both the NOx and PM pro-

duction, the number of parameters for the optimization can be reduced

“intelligently” by 92%, from 144 to 12.

7.3.2 Optimization with Constraints

The simulation of the complete nonlinear engine model with the param-

eterized emissions controller during an entire MVEG-95 takes about two

minutes on a modern PC with a 3 GHz processor. Since a large number

of iterations is required by the optimization routine and since the exper-

iment is to be repeated several times with different initial conditions in

order to ensure (with a large probability) that the result achieved is really

a minimum, the system has been strongly simplified. It is assumed that

the controlled system (emissions controller and nonlinear engine model) is

so fast that it can follow instantaneously and exactly the actual AFR and

NOx setpoints. Under these assumptions the system can be considered as

static and to consist essentially of the fuel consumption model only.

The NOx target, i.e., the constraint for the optimization, is set 20%

higher than in the conventionally driven engine, which represents approxi-
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matively the actual design safety margin necessary for production engines

to always keep the NOx and PM emissions within the legislated limits.

In this way, it is possible to see the potential improvements that can be

achieved with the new control strategy proposed here.

The starting values for the optimization of the AFR and NOx setpoints

are the steady-state measurements of the conventionally driven engine in

each operating point considered. The optimization parameters cannot vary

freely since the EGR-valve actuator is physically limited and too large

variations of the injection timing would compromise the torque generated

and thus the driveability of the engine. Therefore, constraints have to be

placed on the parameters or, for the sake of simplicity, on the variation

of the parameters from their nominal values. The nominal position of the

actuators is known and the static gains of the AFR and NOx on changes in

the actuator positions can be determined from the linearized engine model.

Therefore, with this information, an approximative and reasonable limit

for the variation of each parameter is calculated. Moreover, due to the

saturation of the actuators, in order to reach the defined NOx target (with

a certain reserve) by optimizing only the 12 parameters, the entire map of

the NOx setpoints has been augmented generally by 10% before starting

the optimization. This amount has been chosen by rule of thumb, but it

could be used as an additional parameter to be optimized.

7.3.3 Results of the Optimization

The variations of the setpoints after the optimization are depicted in

Figs. 7.9 and 7.10. As expected, all the changes are strictly positive in

both the AFR and the NOx setpoints.
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Figure 7.9: Variation of the AFR-setpoint map after the optimization.
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Figure 7.10: Variation of the NOx-setpoint map after the optimization
(including a +10% general offset).

7.4 Empirical Model for the PM

In order to quantify the advantages of using the proposed control strategy,

a rudimentary empirical model for the prediction of the PM mass mPM

has been designed. The PM mass is calculated as in Eq. 7.9, where Ṅeg is

the molar flow of the exhaust gases and MPM is the molar mass of PM.

mPM =

∫ t1

t0

ṁPM dt =

∫ t1

t0

[PM ]ṄegMPM dt (7.9)
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The PM concentration [PM ] is read from a static look-up table that has

the relative AFR and the engine speed as input signals, as

[PM ] = f(λ, Ne) . (7.10)

7.5 Experimental Results

The effectiveness of the control strategy proposed to minimize the fuel

consumption is demonstrated experimentally on the test-bench engine.

During the test, the setpoints for the emissions controller are used that

have been optimized regarding the fuel consumption. Comparing the sim-

ulated data obtained with the methods described in this chapter with the

experimental data measured on the test-bench engine as in Table 7.2, it

can be observed that the measurements are in good agreement with the

simulations.

The predefined theoretical NOx target set to +20% has been confirmed

by the measurements to be +17%. The amount of PM that are gener-

ated by the emissions-controlled engine with the optimized setpoints was

roughly predicted to lie −9% below that of the conventionally driven en-

gine while the measurements yielded −16%. This result is acceptable,

considering the simplicity of the PM model. Even the static fuel con-

sumption model provided good results with an estimation of −4.2% and a

measurement of −3.4% of fuel necessary to drive the same test procedure

as the standard engine with standard setpoints. The discrepancy of about

20% in the estimation of the fuel saving can be attributed to the approx-

imation of the dynamic emissions-controlled engine system with a static

model.

Quantity Simulation Measurement
NOx mass (target) +20% +17%
PM mass −9% −16%
Fuel consumption −4.2% −3.4%

Table 7.2: Results of the setpoints optimization for the MEVG-95.



Chapter 8

Summary and
Conclusions

In order to meet the increasingly restrictive legislation concerning the pol-

lutant emissions of diesel passenger cars during the entire lifetime of the

engines while taking into account engine wear, production tolerances, and

drift of sensors and actuators, a novel approach for the closed-loop control

of the NOx and the particulate matter (PM) emissions is proposed. New

on-board exhaust gas measurement devices are adopted and a multivari-

able emissions-feedback controller is designed for the NOx emissions and

for the air/fuel ratio (AFR), which is used as an indicator for the PM

emissions. The controlled inputs are the command signal of the exhaust

gas recirculation valve and the start of injection. In fact, besides the boost

pressure that is regulated independently by the standard controller, those

are the inputs that most significantly affect the formation of NOx and PM

emissions.

Although the investigation conducted in the scope of this thesis is only

a first step towards fully emissions-controlled diesel engines, the results

obtained with the new approach presented are encouraging. In fact, the

dynamic tracking performance of the emissions setpoints and the drive-

ability of the engine are at least as good as those attained by using the

conventionally controlled engine. Moreover, besides the ability of such

an emissions control system to operate the engine in a small range of

uncertainty from a designed NOx-PM point even in the case the engine

107
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considered behaves in a different way than a nominal reference engine, the

fuel consumption can be reduced substantially with the adoption of an

adequate control strategy. The new control strategy proposes to increases

the overall NOx emissions during a defined driving cycle, within the leg-

islated limits, increasing in this way the thermal efficiency of the engine

and thus reducing the fuel consumption. At the same time, due to the

monotonically decreasing NOx-PM tradeoff curve, this strategy leads to a

minimization of the PM emissions as well.

The development of the novel approach for the feedback control of

the emissions of diesel engines presented in this thesis has been carried

out taking into account its applicability on a standard-production engine.

Considering that the memory and the computing power of an engine con-

trol unit are limited, the multivariable controller proposed consists of two

independent internal model SISO control loops developed with a simpli-

fied model of the plant and connected with a decoupling term. Moreover,

the steps required during the entire design process have been automated,

namely:

• The calibration of the nonlinear model of the plant;

• The linearization of the nonlinear model around a grid of relevant

operating points;

• The approximation of the paths of the high-order linear plant as a

first-order model with a time delay element in each;

• The design and parametrization of a gain-scheduled controller with

constant robustness over the entire operating range of the engine, in

order to take into account for the different dynamics in the different

operating conditions;

• The generation of the setpoints for the emissions controller, accord-

ing to the control strategy proposed for minimizing the fuel con-

sumption.

In this way, besides reducing the efforts to calibrate the control system,

the results obtained in this work can be easily transferred to other engines.
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