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Abstract
The impact of an isolated mesoscale mountain on the diurnal cycle of moist convection and its spatial variation is investigated. Convection-resolving simulations of flow over 3D Gaussian-shaped mountains are performed for a conditionally unstable atmosphere under diurnal radiative forcing. The results show considerable spatial variability in terms of timing and amount of convective precipitation. This variability relates to different physical mechanisms responsible for convection initiation in different parts of the domain. During the late morning, the mass convergence from the radiatively driven diurnal upslope flow confronting the large-scale incident background flow triggers strong convective precipitation over the mountain lee slope. As a consequence, instabilities in the boundary layer are swept out by the emerging cold pool in the vicinity of the mountain, and some parts over the mountain near-field receive less rainfall than the far-field. Over the latter, an unperturbed boundary-layer growth allows for sporadic convective initiation. Still, secondary convection triggered over the leading edge of the cold pool spreads some precipitation over the downstream near-field. Detailed analysis of our control simulation provides further explanation of this frequently observed precipitation pattern over mountains and adjacent plains. Sensitivity experiments indicate a significant influence of the mountain height on the precipitation pattern over the domain.
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1 Introduction
Mountain ranges strongly influence the distribution of precipitation, both in space and time (Banta, 1990; Roe, 2005; Houze, 2012). This affects the distribution of water resources and may cause droughts or floods in the surrounding regions. Mountain-induced vertical lifting may lead to precipitation, either by adiabatic cooling and condensation, or by triggering moist convection. Hence, numerous studies have been done to understand the role of mountains in modifying the overlying flow pattern (e.g. Queney, 1948; Smith, 1979; Durran, 1990).

Whether the flow goes over or around the mountain dramatically changes the atmospheric processes over the mountain’s near field (Smith and Gronas, 1993; Schär, 2001). For dry flow past intermediate-scale elliptical mountains, the atmospheric flow regime depends mostly on two non-dimensional parameters: the non-dimensional mountain height ($\hat{h} = HN/U$; in which $H$ is the mountain height, $U$ is the background wind speed and $N$ is the Brunt–Väisälä frequency) and a shape parameter $\beta = A_L/A_N$, the ratio of along-flow to perpendicular-to-flow characteristic width of the mountain. Thus, dry flows pose less complexity and have been investigated comprehensively from many points of view (e.g. Bauer et al., 2000; Crook and Tucker, 2005; Schär and Durran, 1997). However, for moist flows, the flow regime may change non-linearly from stable to conditionally unstable by reshaping the temperature profile through dynamical effects, thereby leading to condensational heating in clouds. The effect of conditional instability is represented by $N_m$, the moist Brunt–Väisälä frequency, and brings some complexity to the modeling of the moist flows (Miglietta and Buzzi, 2001; Kirshbaum and Smith, 2008). Due to this complexity the influence of humidity on the impinging flow over topography has yet to be investigated in full detail.

Some basic precipitation-formation processes over mountains have been studied using highly simplified and idealized 2D/3D frameworks (Schneidereit and Schär, 2000; Kirshbaum and Durran, 2004; Miglietta and Buzzi, 2004; Smith and Barstad, 2004; Führer and Schär, 2005; Miglietta and Rotunno, 2009). These simplified frameworks reduce the degrees of freedom and allow a comparison to analytical models. Despite the relevance of such studies, some of the factors neglected in the simplifications are of importance, particularly at longer time-scales. For instance, some of the previous studies neglected surface and boundary layer processes as well as radiative forcing.

However, radiative forcing is the strongest driver of the diurnal cycle (DC). It regulates the amount of avai-
able energy within the planetary boundary layer (PBL) and affects the flow regime by redefining the vertical stratification. Considering radiative forcing, MAYR and ARMI (2010) showed the significant influence of the diurnal heating on the Sierra Nevada downstream flow. DEMKO and GEERTS (2010a); DEMKO and GEERTS (2010b) aimed at an improved understanding of the mountain circulation and its effect on orographic convective rainfall in the DC framework. While their simulations were designed to capture most of the involved physics for a specific event, their setup was used to study only a short (3 individual days) period in time.

It has also been shown that capturing convection initiation (CI) precisely is a key factor in forecasting the timing and amount of precipitation (KOTTMIEIER et al., 2008). Thus, a series of studies was initiated within the Convective and Orographically-induced Precipitation Study (COPS) over southern Germany and eastern France (WULFMEYER et al., 2011) to investigate the effect of the surface fluxes, soil moisture, wind profile, water vapor, and stratification on the timing, location, and amount of convection and precipitation over complex terrain (BARTHLOTT and KALTHOFF, 2011; BARTHLOTT et al., 2011; BENNETT et al., 2011; EIGENMANN et al., 2011; HAGEN et al., 2011; HAUCK et al., 2011; VAN BAELEN et al., 2011).

In a recent study of the DC of warm-season precipitation, BAO and ZHANG (2013) studied the initiation and development of convection over northern China. They found that in addition to the impact of the mountainplain circulation, cold-pool dynamics play an important role in defining the precipitation pattern over the plain adjacent to the Yanshan-Taihangshan mountain ranges. The development of cold pools over a sea surface in the tropics has e.g. been studied by ADDIS et al. (1984), YOUNG et al. (1995), and TOMPKINS (2001) and in the midlatitudes over continental areas by WEAVER and NELSON (1982) and SCHLEMMER and HOHENEGGER (2014). Moreover, cold pools play an important role in the organization of multicell storms or squalllines through the dynamical impact at their leading edge (PARKER, 1996; ROTUNNO et al., 1988).

Most of the previous studies on CI over mountainous terrain have focused on single days, where the development of convection is to a large degree determined by the ambient conditions. In order to capture the feedbacks of convection onto the environment, SCHLEMMER et al. (2011) (hereafter S2011) established an idealized framework to examine the DC of midlatitude summertime moist convection over flat terrain and its evolution into an equilibrium state. They termed the emergent state “diurnal equilibrium”. With diurnal equilibrium an equilibrated DC of the land-atmosphere system is addressed, which is reflected in little day-to-day variability of the DC of surface precipitation (BETTS, 2000), rather than in the equilibrium between the large-scale forcing and the small-scale convective response as in ARAKAWA and SCHUBERT (1974). This diurnal equilibrium is not considered in short-term event-based case studies. SCHLEMMER et al. (2012) explored this equilibrium state and studied its sensitivity to soil moisture and atmospheric stability.

The current paper investigates the DC of summertime precipitation and moist convection over 3D topography extending the framework of S2011. The simulations use a convection-resolving model with a grid spacing of 2 km. Previous studies have shown that this resolution appropriately resolves the vertical fluxes of moisture, heat, and momentum associated with organized deep convection (HOHENEGGER et al., 2008; SCHLEMMER et al., 2011).

The main goal of the current study is to understand the spatial variability of the diurnal-equilibrium state of a conditionally unstable flow over an isolated mesoscale mountain in a setting resembling midlatitude summertime conditions. In order to understand the processes which govern the development and spatial diversity of convection, the evolution of the PBL and the processes in the free atmosphere are investigated in specific parts of the domain. An analysis of the mechanisms involved in the convection initiation and development in different regions of the mountainous domain is presented. In addition, the influence of the mountain height on the convection initiation and development over the near field is investigated from a temporal and spatial perspective.

The paper is organized as follows: Section 2 describes the experimental setup and the model used. Section 3 discusses the results. The conclusions are summarized in Section 4.

2 Experimental setup

2.1 Model description

The simulations are carried out using version 4.28 of the Consortium for Small-scale Modeling (COSMO) model (BALDAUF et al., 2011) which is the pre-release version of the unified model version COSMO-CLM (CCLM) version 5.0. The CCLM is a nonhydrostatic limited-area model that solves the fully compressible Navier-Stokes equations using the split-explicit approach (WICKER and SKAMAROCK, 2002). The time integration is done using a third-order Runge-Kutta scheme (see FÖRSTNER and DOMS, 2004) with a fifth-order advection scheme for horizontal and vertical velocities, temperature, and pressure and a second-order Bott scheme (BOTT, 1989) for the advection of moist quantities. CCLM (STEPPELER et al., 2003; DOMS and FÖRSTNER, 2004) includes a full parametrization package consisting of a prognostic turbulent energy-based scheme of order 1.5 (RASCHENDORFER, 2001), a radiation scheme (RITTER and GELEYN, 1992), a one-moment microphysics bulk scheme considering prognostic cloud water, cloud ice, precipitation, graupel and snow (REINHARDT and SEIFERT, 2006), and a surface-layer scheme based on turbulent kinetic energy (MIRONOV and RASCHENDORFER, 2001). The 10-layer
soil model TERRA_ML \citep{Heise2003} is used to simulate the interactions between the land and the atmosphere. In contrast to S2011, soil moisture is prescribed throughout the simulation (Section 2.3).

### 2.2 Domain and topography

The model domain covers $400 \times 200 \times 50$ atmospheric grid points with a horizontal grid-spacing of 2 km. The atmospheric vertical grid-spacing ranges between 20 m near the ground and about 1 km at the model top (at 22 km). The time step is set to 20 s. Doubly-periodic lateral boundary conditions are used and the Coriolis force is neglected. The surface elevation is set to 500 m above mean sea level (representative of the Alpine foreland) and an isolated mountain is placed 250 km from the upstream boundary. The topography of the mountain is given by a circular Gaussian function:

\begin{equation}
    h(x, y) = H e^{-\frac{x^2+y^2}{A^2}}
\end{equation}

where $H$ is the mountain height and $A$ is the mountain half-width. For the control simulation (referred to as H1000), we use $A = 20$ km and $H = 1000$ m. A simulation over flat terrain (FLAT) is run in addition with a setup identical to H1000, except for the absence of the topography.

### 2.3 Atmospheric and soil profiles and relaxation method

As in S2011, we use idealized profiles to drive our simulations. A single vertical sounding representative for summertime European climatological conditions taken from 48.25 °N is applied to initialize temperature, relative humidity, and the horizontal wind components (Figure 1). The zonal wind is set to 2 m s$^{-1}$ at the surface, increases to 10 m s$^{-1}$ at the tropopause and decreases again to $-5$ m s$^{-1}$ in the stratosphere, while the meridional wind speed is set to zero. To obtain a conditionally unstable stratification, a lapse rate of $-7$ K km$^{-1}$ is considered for tropospheric temperature with a surface temperature of 291 K. The relative humidity profile is based on the climatology of Peixoto and Oort \cite{Peixoto1996} and similar to S2011, with values of 70% close to the surface decreasing to 40% in the upper troposphere. In the stratosphere values are set to 10%. Incoming solar radiation is set to the conditions at 48.25 °N (latitude of Munich) on 12th July throughout the whole simulation.

In contrast to S2011 the saturation of the soil layers is prescribed to a fixed value of 60% for the uppermost layer, increasing to 100% at a depth of 2.5 m. A fully interactive soil moisture was found to result in unrealistically high values of soil moisture over the mountain due to the high precipitation amounts and the neglect of lateral runoff in the land-surface model. The soil temperature fully interacts with the atmosphere.

White noise with an amplitude of ±1.0 K is added to the initial temperature of the first atmospheric layer to break the symmetry of the horizontally homogeneous conditions. A Rayleigh damping sponge layer is implemented above 12 km to prevent gravity wave reflection.

Large-scale forcing is prescribed as in S2011. Domain mean values of temperature, specific humidity and horizontal wind are relaxed toward the reference profiles throughout the simulation. The relaxation factor is height-dependent in a way that the upper atmospheric state is relaxed with a time scale of $\tau = 1$ day while the lower layers run without relaxation. This setup allows for an unconstrained interaction between surface buoyancy fluxes, the boundary layer, and convection with the advective and radiative forcing. The relaxation is not applied to the soil temperature profiles since the deep soil temperature remains approximately constant throughout the simulation.

### 2.4 Equilibrium state

The simulations are run for 35 days. A quasi-steady state is reached after about 15 days. This is illustrated in Figure 2 for our control simulation, where the time series of the domain mean atmospheric temperature averaged over the 10 lowest layers (up to 750 m above the ground level (AGL)) as well as surface precipitation are shown. Hence, days 16–35 of the simulation are used to evaluate the diurnal equilibrium. The 20 days can be thought of an ensemble where each day is a realization of the same experiment with slightly different initial conditions.
In summary, our setup is similar to the CTL simulation in S2011, except for prescribed soil moisture, weaker background winds, a larger domain, and (of course) the mountain topography.

3 Results

3.1 Spatial diversity of precipitation and mean diurnal cycle

As shown in Figure 3, the presence of an isolated mountain leads to large spatial differences in the mean daily precipitation, ranging from 22.3 mm d$^{-1}$ in the region of the lee-side maximum, to only 0.8 mm d$^{-1}$ in the dry regions flanking the lee-side maximum. Mean precipitation in the mountain far field amounts to 3.1 mm d$^{-1}$. To have an estimate of the precipitation variation in different parts of the domain, Figure 4 presents along-flow variations of precipitation averaged in bands that represent the CENTER, FLANKS and DISTANT regions (see caption and Figure 3 for details). This illustrates heavy precipitation over the lee for CENTER, low precipitation near the obstacle for FLANKS, and almost uniform precipitation away from the obstacle for DISTANT.

For further analysis, we define three additional regions (see the red circles and box in Figure 3). The first region, WET, is centered around the precipitation maxima, the second region, DRY, is centered around the two precipitation minima, and the third region, FAR, is located several hundred kilometers downstream of the mountain.

In FLAT the evolution and spatial distribution of surface precipitation is more uniform. It resembles the convection evolution and precipitation pattern over FAR in H1000, where the effect of the topography is minimal (not shown). Further details on the DC of summertime moist convection over flat terrain are given in S2011 and Schlemmer et al. (2012) where also some sensitivity studies on the soil moisture, humidity, and atmospheric stratification over the flat terrain are presented.

The mean DC of clouds and precipitation for the three regions in H1000 and for the whole domain in...
Figure 5: Mean diurnal cycle of clouds and precipitation over the three regions in H1000 (a–c) and the experiment without mountain (d). The upper part of the panels shows specific cloud liquid water content (g kg$^{-1}$, shading) and specific ice content (g kg$^{-1}$, contours, same intervals as shading). The lower part of the panels shows the mean diurnal cycle of the surface precipitation rate (solid line); the gray shading is the precipitation variability between the 10th and 90th percentile over the last 20 days of the simulation and the number in the lower panel is the daily mean precipitation amount.

FLAT is shown in Figure 5. The timing of cloud formation and precipitation generation differs remarkably for the three regions. While precipitation forms around 10:00 local time (1000 LT) over WET (Figure 5a), it triggers around 1500 LT over FAR (Figure 5b). The cloud-free period is several hours longer over DRY than over WET or FAR. The region-mean liquid water and ice content are much higher for WET, in particular around noon (Figure 5a). Furthermore, the mean daily precipitation amount is seven times higher over WET than over FAR. In contrast, DRY gets almost no precipitation (to be explained later). The highest liquid water and ice contents for the three regions are observed at 1200 LT over WET, at 1600 LT over FAR, and at 1300–1400 LT over DRY. In all regions, the precipitation peaks one hour after the clouds. The DC of clouds and precipitation over FLAT resembles the one over FAR (Figure 5b,d) which both are very similar to the DC obtained by S2011. In the morning boundary layer growth in response to surface heating triggers first convective cells. Throughout the afternoon, the collision of cold pools emerging from precipitating cells over the whole domain results in deep convection and precipitation (cf. Schlemmer et al., 2012; Schlemmer and Hohenegger, 2014).
3.2 Mean diurnal flow evolution and day-to-day variability

Figure 6 shows horizontal and vertical (at \( y = 0 \) km) distribution of thermodynamic and dynamic quantities at certain local times (between 0800 to 1800 LT) and averaged over the 20 days to get a sense of the mean diurnal cycle.

At 0800 LT, upstream blocking and flow-around-the-mountain is observed (Figure 6a). This flow pattern as well as the vertically-propagating mountain-waves seen from the wind field in the upper panel result from the stable stratification. By 1000 LT (Figure 6b), a low-level moist convergence line emerges over the lee from the combination of the thermal (upslope) circulation and orographically-forced (background) flow (see, e.g. BANTA, 1990). Thus, the resulting updraft triggers deep convective clouds. The strong spatial correlation between the location of the first cloud cells and the convergence line indicates that the mass convergence is a key parameter in the triggering of the convection over the lee. This CI mechanism is similar to what has been reported by Barthlott et al. (2011) for the lee of the southern Black Forest peak, although, our case shows lower convective inhibition (CIN) in the primary-cell initiation point than they have reported (not shown). The heating of the near-surface air moreover increases the depth of the mixed layer and decreases the atmospheric stratification. Hence, no blocking effect is seen in Figure 6b; instead, the portion of the flow-over-the-mountain increases.

With increasing radiative forcing, the anabatic up-slope, the background flow, and – in turn – the convergence lines intensify. Consequently, the convection deepens and precipitation forms (Figure 6c). The precipitation is accompanied by a cold outflow caused by evaporative cooling. The resulting cold pool is visible in the equivalent potential temperature \( \theta_e \) contours. The cold and dry outflow lifts surrounding warm and moist air and generates secondary deep convection (Figure 6d). At first the primary cold pool propagates in all directions, but then it is stopped upstream by the mountain. Therefore, two groups of cloud clusters are observed two hours after precipitation onset which get separated by a downdraft core. The first one is attached to the mountain and the other one moves away from it (Figure 6e). The separation of the two updraft branches by a downdraft has also been observed for warm-season precipitation over the lee of northern Chinese mountains (Bao and Zhang, 2013). Thus, cold-pool dynamics play an important role in determining the precipitation pattern over the adjacent plain, besides the impact of mountain thermal circulations. Over the region swept by the cold pool, no further convection is triggered during the day (cf. Section 3.4). Shortly before 1500 LT, scattered convection caused by undisturbed PBL-growth is observed over FAR. This mechanism spreads a considerable amount of precipitation over the flat part of the domain (Figure 6e).

In the evening (Figure 6f), when the surface energy fluxes diminish, convection decays likewise.

Although the typical flow features are similar for all days, significant day-to-day variability in the timing and location of the convection is seen. Figure 7 compares the diurnal equilibrium flow evolution with the evolution of an arbitrary day in terms of Liquid Water Path (LWP), accumulated precipitation, and near surface flow pattern. LWP is calculated as \( \frac{\int LWP \, dp}{\int g \, dp} \), where \( p \) and \( p_s \) are the atmospheric and surface air pressure, \( q_c \) is the specific liquid water content and \( g \) is the acceleration of gravity.

The flow pattern on a specific day is much more irregular and less symmetric than the 20-day mean, in particular during the early morning and evening. This is due to the random outflow collisions all over the domain. The collision lines are visible through flow convergence and the consequent precipitation tracks. The spread between individual days is smaller during the period of strong thermal forcing in the morning and early afternoon.

We find that the flow evolution on individual days may deviate considerably from the mean flow. The flow is less symmetric around \( y = 0 \) mostly because cold pools propagate randomly throughout the domain. Nevertheless, the basic evolution such as lee-side triggering of deep convection, propagating cold pools, and convection suppression in the DRY region is repeated every day. In the next section we investigate the mechanisms responsible for the generation of the large differences between the three regions.

3.3 Initiation mechanisms for deep convection

Deep convection initiation requires three ingredients: first, a favorable environmental lapse rate, i.e. a conditionally unstable stratification; second, sufficient boundary-layer and mid-tropospheric moisture; and third, a triggering (e.g. lifting by convergence line, gravity current, PBL-growth, or topography) (Doswell et al., 1996). In other words, there should be sufficient convective available potential energy (CAPE) and some mechanisms to overcome CIN.

As mentioned in previous sections, the timing of the precipitation is different in different parts of the domain and so is the responsible mechanism for the convection triggering and deepening. The first convective activity after sunrise arises over the lee of the mountain (Figure 7d). Immediately before the first cell triggers, CIN decreases dramatically over the initiation point. This CI mechanism, which triggers along the convergence line generated by the up-slope flow confronting the background wind, is called “lee-convergence” (Banta, 1984; Banta, 1986). Subsequently, the cold-air outflow suppresses any further convective updrafts in this region. Instead, new cells trigger over the leading edge of the gust front (mountain-induced cold pool mechanism). Since the cold pool moving upstream cannot pass the mountain peak, it stays stationary, confronting the background
flow. Therefore, clouds form two clusters; one which is attached to the mountain, and one arc-shaped propagating away from the mountain along with the front. This gust front leaves a cloud-free region behind (Figure 6e,f).

Apart from the locally triggered clouds over the near field, some random deep convection associated with surface-flux driven PBL-growth starts far enough from the mountain and is responsible for the late-afternoon precipitation over FAR (Figure 6e) starting around 1500 LT. Before the random deep convection triggers, CAPE reaches its highest value (1200–1500 J kg\(^{-1}\)) and CIN its lowest (3–15 J kg\(^{-1}\)) and the surface temperature approaches its convective temperature, \(T_c\), over this region (more details in the next section). The randomly triggered convective cells over FAR in turn give
rise to precipitation and cold pools which trigger some new cells throughout the evening (1700–2100 LT) in a similar fashion as explained in Schlemmer and Hohenegger (2014). Since the location where the clouds develop and cold pools collide varies largely from one day to another, the updrafts are not clearly visible in the mean horizontal views, but for the individual days (Figure 7e,f). All the processes described above are repeated each day, with considerable day to day variability.

To summarize, lee-side convergence leads to an early onset of deep convection and precipitation (from 1000 LT) over WET, whereas the outflow-induced stabilization and drying of the PBL suppresses deep convection over DRY. Over FAR both undisturbed PBL-growth and evening cold-pool mechanisms are active. A key question still remains; why do the DRY regions remain cloud-free after the gust front passage? In other words, why is the undisturbed PBL-growth not initiated in this region after 1500 LT, similar as in FAR (see Figure 3–5)? In the next section we tackle this question by systematically analyzing the atmospheric profiles of DRY and FAR.

3.4 Generation of the DRY region

Figure 8a presents the DC of the mean values of potential temperature (θ) and specific humidity (q_v) within the lower boundary layer (lowest 50 hPa) over DRY and FAR. The differences in both quantities are substantial from 1200 LT to 1700 LT. From Figure 5 recall that the precipitation onset over FAR coincides with diminishing convective activities over DRY. The timing suggests that the deficit in θ and q_v over DRY is caused by the passage of the cold pool.

Figure 9 shows the hourly q_v budget over DRY for the time slice of interest. Before 1300 LT turbulence transports vapor from the surface and low levels upward closer to the top of the PBL. The presence of the cold-pool circulation is clearly visible at 1300 LT. At lower levels the horizontal advection of drier air leads to a drying of the lower PBL, while vertical advection of moist boundary-layer air associated with the updrafts over the leading edge of the cold pool leads to a moistening of a layer centered around 1.5–2 km. The cold-air advection also leads to a stable stratification of the lower PBL.
(not shown). At 1400 LT surface-driven turbulence has started to remoisten the boundary layer. Yet the horizontal advection of dry air is still stronger leading to an overall negative tendency preventing a recovery of the PBL. Only after 1600 LT, the near-surface moisture content increases again (Figure 8a).

Figure 8b presents the fraction of the grid points in DRY and FAR that reach their convective temperature, $T_c$. The convective temperature in each grid-column is defined as the temperature an air parcel would have if it descended dry-adiabatically from the convective condensation level (CCL) to the surface. The CCL is defined as the lowest height at which the saturation mixing ratio equals the average mixing ratio of a 50-hPa deep near-surface layer. Apparently, the surface temperature is above $T_c$ for 2–3 hours over FAR which causes the undisturbed PBL-growth mechanism to be active. However over DRY, hardly any grid point reaches its $T_c$ over the same time period due to the presence of the cold pool. Consequently, when the rest of the flat part of the domain gets the late-afternoon precipitation, DRY remains almost cloud free and receives no precipitation.

3.5 Sensitivity to topographic height

3.5.1 Varying mountain heights

The previous analysis has shown that the topography significantly modifies the DC over different parts of the domain. So far, we have considered a mountain height of 1000 m. In this section, four additional experiments with different mountain heights ($H = 125, 250, 500, \text{and} 2000 \text{ m}$) are conducted to investigate the influence of the mountain height on the timing and location of
the convective precipitation. The simulations are called H125, H250, H500, and H2000, respectively. Different heights can change the flow pattern and thereby affect the generation and evolution of deep convection.

In our setup, precipitation starts first over the mountain lee for all of the experiments, but the precipitation pattern, frequency, and intensity vary significantly. Figure 10 shows the mean frequency and intensity of the wet hours (defined as hours where the rain amounts exceed 0.05 mm). The left panel presents the average number of wet hours per day over the last 20 days of the simulation and the right panel presents the corresponding precipitation intensity. The shape of the intensity cores changes from a single-peak core in H125 to a V-shaped core in H2000. This change of the shape of the precipitation pattern coincides with a change of the flow around the mountain in H125 to a flow over the mountain in H2000. In H1000 the portions of the air mass flowing over and around the mountain are comparable and the shape of the core remains arc-like. This is because of the number of the primary cells usually generated over the lee which is one for H125, H250, and H500 and is three and two for H1000 and H2000, respectively.

Figure 11 presents the dependency of the precipitation frequency and intensity maxima as well as the area of the most frequent and intense precipitation events of Figure 10 on the mountain height. For higher mountains, the frequency increases, indicating that the precipitation occurs over a longer time of the day. Also, the area having more than 5 wet hours per day is larger. The intensity on the other hand increases with height up to H500. From H1000 on, the splitting of the convective cores does not allow more precipitation accumulation over the lee. Hence, as soon as the primary convective cells split, the intensity maxima start to decrease. Nonetheless, the cores are so close to each other in H1000 that the area of the intense precipitation is still large. This area shrinks for H2000.

Figure 11b shows moreover that maximum precipitation intensity occurs for comparatively small mountains (500–1000 m) as seen in the area with high intensity shown in Figure 11d. This is consistent with the occurrence of vertical motion in the mountain airflow bifurcation (SCHÄR and DURRAN, 1997) and also qualitatively consistent with observations of precipitation over the Hawaiian Islands (SMITH et al., 2012).

### 3.5.2 Diurnal cycle of the flow regime and timing of precipitation onset

As discussed in the previous section the flow regime affects the amount and distribution of precipitation by regulating the portion of the flow directed over or around the mountain. The flow regime changes not only from case to case, but also over the course of the day for each case, through the diurnal forcing. Nevertheless, the determining atmospheric regime for the precipitation pattern is the regime established when the first convective cell triggers.

Generally, the atmosphere is in a stable state during the night. After sunrise, the boundary layer grows through sensible heating and the stability decreases. The more unstable the atmosphere gets, the larger the fraction of air that makes it over the mountain. Figure 12 shows the mean DC of the Brunt-Väisälä Frequency (\( N \)) and the non-dimensional mountain height (\( \hat{h} \)), which are the criteria used to define the flow regime. The values are integrated from the lowest atmospheric layer to the respective mountain height. This is done over FAR, where the flow is less disturbed by the mountain. For \( \hat{h} \gg 1 \), the atmospheric stratification is strong and the around-the-mountain flow dominates. For \( \hat{h} \lesssim 1 \), the stratification is weak or neutral and the over-the-mountain flow is dominant. With this definition, the atmosphere up to the mountain top is already unstable at 0800, 0900, 1000, and 1200 LT in H125, H250, H500, and H1000, respectively. But, it always stays stable for H2000. The stability increases again in the late afternoon in all of the cases redirecting the flow around the mountain.

Figure 13 presents the DC of the precipitation maximum, defined as the average over the 10 grid points
Figure 11: Variation of maximum precipitation frequency (top left) and maximum precipitation intensity (top right) with mountain height. Lower panels show the variation of the area with frequent (>5 h⁻¹) and intensive (>6 mm/h⁻¹) precipitation with mountain height. The figure is based on the data shown in Figure 10.

Figure 12: Mean diurnal cycle of domain mean static stability (N) and non-dimensional mountain height (\(\hat{h} = N H/U\)), where N and U are averaged between the lowest atmospheric layer and the mountain height over FAR. Values are suppressed for time periods with \(N^2 < 0\).

Figure 13: Diurnal cycle of the hourly mean surface maximum precipitation (averaged over the 10 grid points with the highest values).

With the highest precipitation amount in the domain. Apparently, the daytime maxima are associated with lee precipitation. The timing of the triggering of the first cells is affected by the topographic lifting and up-slope flow through the strengthened lee convergence. Both increase for higher topographies (Vergeiner and Drei-seitl, 1987). Thus, the precipitation onset is earlier over the higher mountains. The second reason for the earlier precipitation is that PBL development starts earlier over the higher topographies and the PBL height exceeds the LCL and LFC earlier, allowing for earlier deep convection. This is in line with the findings of Barthlott and Kirshbaum (2013). The value of the precipitation maxima is also a function of the flow regime. That is, they
increase with $H$ in over-the-mountain regimes and decrease again for the cases with the primary-cell-split. This explains the results in Figure 11b. Apart from that, evening precipitation maxima diminish almost at the same rate for all the cases. Hence, earlier precipitation onset for higher topographies and almost the same termination time explain the increased precipitation frequency seen in Figure 11a.

4 Conclusions

The impact of an isolated mountain with a half-width of 20 km on summertime moist convection is investigated. The simulations are run for 35 days and after about 15 days a state of diurnal equilibrium is reached. This diurnal equilibrium state is characterized by repeating diurnal cycles and can be considered as an ensemble of single-day simulations with slightly different initial conditions.

Results show large spatial differences in the mean surface precipitation amount. While there is ample precipitation over the mountain lee slope (7.5 times the domain mean value), some adjacent regions only get very little rain (0.25 times the domain mean value). Only far away from the mountain, the precipitation amounts approach the characteristics of the situation without topography.

It is shown that these spatial variations are generated by different convection initiation mechanisms over different parts of the domain. Over the lee, convection is triggered in the morning from the convergence of the anabatic mountain circulation and the background flow (lee-convergence). Convection triggered through this mechanism initiates a cold pool that propagates through the domain. In the direction facing the mountain, the cold pool remains stationary, while in the down-stream direction, it propagates and numerous secondary convective cells are triggered along the leading edge. Some ten kilometers away from the lee-side precipitation maxima, no convection can be triggered because the cold pool dries and thus stabilizes the boundary layer. Over the flat part of the domain convective clouds form on top of a turbulent boundary layer. These cells deepen and organize into larger patterns due to cold-pool dynamics over the diurnal cycle.

The precipitation and convection show a very strong sensitivity with respect to the mountain height. The mountain height affects the precipitation onset by regulating the lee-convergence strength and the precipitation pattern by changing the flow regime. For higher mountains, the hourly precipitation frequency is increased due to the earlier triggering. However, the precipitation intensity is more dependent on the prevailing flow regime. Precipitation intensity increases with mountain height as long as the flow-over regime is dominant. Once the mountain height becomes sufficiently large to enforce a flow-around regime, precipitation intensity decreases due to the resulting splitting of the primary convective cell.

The current study aims at investigating the processes responsible for the summertime convection and precipitation over mid-latitude topography. Although the model and setup used are well suited for the current study, the role of additional factors such as interactive soil moisture, more complex environmental profiles, land-sea contrasts or more sophisticated mountain circulation effects are of interest. The current study will be continued spanning a larger parameter-space to better understand the role of the key factors that determine summertime convection over complex topography.
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