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Context-dependent models versus a context-free model: A comprehensive comparisons for Swiss and German SP and RP data sets

The random regret minimization (RRM) model considers the relative performance of the alternatives and is therefore context-dependent. In RRM, an individual, when choosing between alternatives, is assumed to minimize anticipated regret as opposed to maximizing his/her utility. There are three variants of RRM, the classical CRRM, the \( \mu \)RRM, and the P-RRM. There is also a further approach called relative advantage maximization (RAM). We compare multinomial logit with the four mentioned alternatives. We use stated choice data sets which include mode choice, location choice, parking choice, carpooling, car-sharing. We compare the performance of those five models by their model fit, values of travel time savings (VTTS), and elasticities. Looking at the model fit, RAM outperforms the other models in five cases, whereas the PRRM does so in two cases and \( \mu \)RRM only for one case. The VTTS and elasticities vary substantially which is relevant for cost-benefit analysis or simplified modelling approaches.
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1 Introduction

When facing multiple alternatives, it is reasonable to assume that people tend to choose an alternative which maximizes their utilities. This concept is widely known as random utility maximization (RUM), with the statistical models allowing for perception differences. In transportation research, one of the most famous model implementing this is the multinomial logit (MNL) formulation (Ben-Akiva and Lerman, 1985; McFadden, 1973). Recently there is a growing interest in implementing an alternative modeling approach called random regret minimization (RRM) (Chorus et al., 2008; Chorus, 2010). In RRM, an individual, when choosing between alternatives, is assumed to minimize anticipated regret as opposed to maximizing his/her utility. RRM is a context-dependent
modeling approach since the decision to choose one alternative depends on the relative performance of the chosen alternative’s attributes against the other alternatives’ attributes. This modelling technique has been applied to route choice (Chorus, 2012a, 2012b; Chorus and Bierlaire, 2013; Chorus et al, 2013a; Jang et al., 2017; Li and Huang, 2017), travel information acquisition choice, parking lot, shopping location (Chorus, 2010), automobile fuel choice (Chorus et al, 2013b; Hensher et al. 2013), willingness to pay for advanced transportation services, salary and travel time trade-offs (Hess et al, 2014), activity start time (Golshani, et al., 2018), and for freight transport (Boeri and Masiero, 2014).

RRM has several variants, the classical one (Chorus, 2010), the GRRM (Chorus, 2014), the µRRM (Van Cranenburgh et al. 2015), and the PRRM (Van Cranenburgh et al. 2015). There have been many comparisons on the performance of RRMs with RUM. Chorus et al. (2014) listed 43 empirical studies comparing RUM and RRM from 2010 to 2014. Regarding model fit, in 15 cases RRM outperforms RUM and in another 15 cases, it is the other way round. The other 13 empirical studies show neither of these two modeling approaches outperforms each other. Chorus et al. (2014) also listed seven out of 43 empirical studies that measured a hit rate, which is the percentage of observation correctly predicted by the model, and shows that RRM outperforms RUM in three cases. In two cases the RUM hit rate is higher, while for other two cases both models perform equally well.

Leong and Hensher (2015) compare the value of travel time savings (VTTS) from the results of RUM, RRM, Hybrid RRM, and their new context-dependent alternative model, relative advantage maximization (RAM). They show that the difference in mean VTTS between RUM-RRM and RUM-Hybrid RRM is small but statistically significant for seven route choice data sets from Australia and New Zealand. Chorus and Bierlaire
(2013) compare RUM and RRM elasticities for the case of route choice and found that travel time elasticities of the RRM model are nearly 10% greater compared to RUM. Similarly, for a route choice case, Thiene et al. (2012) showed that for most attributes RRM model elasticities were about 10% greater than the RUM model. For the case of preference of alternative fuel car use, Hensher et al. (2013) compared RRM and RUM elasticities and found a substantial difference in the elasticities with the RRM being higher.

Other than RRM, there is another context-dependent modeling approach that recently has been introduced, RAM (Leong and Hensher, 2015). There have not been many empirical studies comparing the performance of RAM with RUM or RRMs except for route choice models comparison by Leong and Hensher (2015). They found that RAM have a potential in producing a better model fit and obtaining “more precise” model outputs such as VTTS.

It appears that most empirical studies tested the difference of RUM with context-dependent modeling approaches in terms of model fit. Few exceptions compared them in terms of prediction accuracy, VTTS, and demand elasticities. From most of the cases mentioned above, we cannot say for sure which modeling approach is better. Different data sets and contexts might produce different results and biases.

Therefore, the objective of this paper is to compare RUM, RRMs, and RAM comprehensively in term of model fit, prediction accuracy, VTTS, and demand elasticities for travel time and cost. By comparing those different approaches, we might find which model gives the best fit, which modeling approach accurately predicts the choice compared to other approaches. Hopefully, we can contribute to the greater body of RRM and RAM literature through this first comparison of Swiss data sets and one German data set.
In section 2, we discuss the alternative modeling approaches to RUM, their properties, and variants, followed by section 3 where we describe the data sets, and we present the results for the different modeling approaches including prediction accuracy. In section 4 we discuss the VTTS followed by section 5 where we discuss the demand elasticities and hit rates. We discuss another potential modelling alternative in Section 6. Finally, in section 7 the conclusions are drawn. In addition, we derive the methods to calculate the VTTS and elasticities, where they had not been derived before.

2 Alternatives to RUM

2.1 Random regret minimization

Random regret minimization (RRM) was first introduced by Chorus et al. (2008) as a model of travel choice. According to Chorus et al. (2008) in RRM, an individual chooses between alternatives wishing to avoid a situation where a non-chosen alternative turns out to be more attractive than the chosen one, causing regret. Thus, the individual when choosing between alternatives is assumed to minimize anticipated regret as opposed to maximize his/her utility. Chorus (2010) admitted that this first RRM approach has two limitations. Therefore, he improved the model to alleviate those limitations with a new RRM-approach. This new RRM approach (Chorus, 2010) is now widely known as Classical RRM (Van Cranenburgh and Prato, 2016).

In the Classical RRM (CRRM) framework, for a person $q$, the regret associated with an alternative $i$ is obtained given by the following formula (Chorus, 2012a):

$$RR_{iq} = R_{iq} + \epsilon_{iq} = \alpha_i + \sum_{j \neq i} \sum_k \ln(1 + \exp(\beta_k \cdot (X_{kjq} - X_{kiq})) + \epsilon_{iq}$$

Where, $RR_{iq}$ : random regret for an alternative $i$ for person $q$
$R_{iq}$ : systematic regret for alternative $i$ for person $q$

$\varepsilon_{iq}$ : unobserved regret for alternative $i$ for person $q$

$\alpha_i$ : alternative specific constant

$\beta_k$ : estimable parameter associated with generic attribute $X_k$

$X_{kij}, X_{kij}$ : values associated with generic attribute $X_k$ for, respectively, person $q$ choosing alternative $i$ over competitor alternative $j$.

Similar to the RUM formulation of choice probabilities (McFadden, 1973), the classical RRM framework assumes that the error term in Eq. 1 is identically and independently distributed (i.i.d) Extreme Value Type I with a variance of $\frac{\pi^2}{6}$. In the RRM setting, the formulation for the choice probabilities is:

$$P_{ij} = \frac{\exp(-R_{ij})}{\sum_{j \neq i} \exp(-R_{ij})}$$  \hspace{1cm} (2)

The next variant of RRM idea proposed by Chorus (2014) is called Generalized-RRM (GRRM). This model generalizes the classical RRM by replacing the one inside logarithmic function with a regret-weight parameter $\gamma$. Van Cranenburgh et al. (2015) introduced a different version of RRM called $\mu$RRM. In this type of RRM, a scale parameter ($\mu$) enters the model as an additional degree of freedom which allows for flexibility of the regret function level attribute. The $\mu$RRM generalized the CRRM by allowing to estimate the variance of the error term. The formula for $\mu$RRM is as follows (Van Cranenburgh et al. 2015):

$$RR_{iq}^{\mu\text{RRM}} = \alpha_i + R_{iq}^{\mu\text{RRM}} + \varepsilon_{iq} = \alpha_i + \sum_{j \neq i} \sum_k \ln \left( 1 + \exp \left( \frac{\beta_k}{\mu} (X_{kij} - X_{kij}) \right) \right) + \varepsilon_{iq}$$  \hspace{1cm} (3)

where $\varepsilon_{iq} \sim i.i.d.\text{EV}(0, \mu)$

The formulation for the choice probabilities is as follows:
The latest version of RRM is also introduced by Van Cranenburgh et al. (2015), P-RRM. The P-RRM is a limiting case of the \( \mu \)RRM model. Classical RRM model and any other RRM variants postulate that both regrets and rejoices are experienced. According to Van Cranenburgh et al. (2015), the P-RRM yields the strongest regret minimization behavior possible within the RRM framework since it postulates no rejoice, which is the opposite of regret, is experienced.

The formula for systematic regret of the P-RRM model (Van Cranenburgh et al., 2015) is as follows:

\[
P_{ij}^{\mu\text{RRM}} = \frac{\exp\left(-\mu R_{ij}^{\mu\text{RRM}}\right)}{\sum_{j=1}^{J} \exp\left(-\mu R_{ij}^{\mu\text{RRM}}\right)}
\]

\( (4) \)

The computation of the \( X \)-vector \( (X_{P-\text{RRM}}^{ij}) \) is linear and can be done prior to estimation. There is the prerequisite that the signs of the taste parameters are known prior the estimation. Once the \( X \)-vectors are obtained, the estimation of the P-RRM model is similar to the estimation of a linear additive RUM model i.e. with the assumption of error term to be i.i.d Extreme Value Type I. The formulation of the choice probabilities is:

\[
P_{ij}^{P-\text{RRM}} = \frac{\exp\left(-R_{ij}^{P-\text{RRM}}\right)}{\sum_{i=1}^{I} \exp\left(-R_{ij}^{P-\text{RRM}}\right)}
\]

\( (6) \)

2.2 Relative advantage maximization

Similar to RRM, relative advantage maximization (RAM) also compares the chosen alternative with competing alternatives. However, there is a key difference in the way in which RAM explicitly takes into account the disadvantages and advantages of an
alternative. The advantages of alternatives are expressed as a ratio of the sum of advantages and disadvantages.

Leong and Hensher (2015) formulate the disadvantage of person $q$ choosing alternative $i$ over a competing alternative $j$ for attribute $k$, denoted by $D_{kijq}$, which is given by:

$$D_{kijq} = \ln(1+\exp(\beta_k (X_{kijq} - X_{kjq})))$$

(7)

Leong and Hensher (2015) assume that disadvantages and advantages are symmetric: The advantage of person $q$ choosing alternative $i$ over $j$ with respect to attribute $k$ equals the corresponding disadvantage of person $q$ choosing alternative $j$ over $i$ with respect to the same attribute. This is given by

$$A_{kijq} = D_{kijq} = \ln(1+\exp(\beta_k (X_{kijq} - X_{kjq})))$$

(8)

Now, the definition of $A_{kijq}$ is an advantage of the person $q$ choosing alternative $i$ over $j$, and the definition of $D_{kijq}$ is a disadvantage of the person $q$ choosing alternative $j$ over $i$. The formula of the total advantage and disadvantage over all alternatives’ attributes are as follows:

$$A_{ijq} = \sum_k A_{kijq} \quad \text{and} \quad D_{ijq} = \sum_k D_{kijq}$$

(9)

The relative advantage of the person $q$ choosing alternative $i$ over $j$ according to Leong and Hensher (2015) is as follow:

$$RA_{ijq} = \frac{A_{ijq}}{A_{ijq} + D_{ijq}}$$

(10)
The observed component of utility for the person \( q \) choosing an alternative \( i \) is written as linear combination with the MNL formulation. The formula for systematic utility is as follows:

\[
V_{iq}^{\text{RAM}} = \alpha_i + \sum_{k} \beta_k \cdot X_{k\mid iq} + \sum_{j \neq i} RA_{jq}
\]  

(11)

With \( X_{k\mid iq} \) referring to a context-independent attribute \( k' \) for person \( q \) choosing an alternative \( i \), the RAM model allows for a combination of context-independent preferences and context-dependent preferences. In this paper, we compare the standard RUM model (MNL) with the classical RRM (Chorus, 2010), and the \( \mu \)RRM as well as the P-RRM (Van Cranenburgh et al., 2015). We also compare those approaches with the new RAM approach (Leong and Hensher, 2015). Although the RAM approach allows for incorporation of context-independent attributes, in this paper, we only use context dependent generic attributes \( k \).

3 Model Estimation

3.1 Data Description

Chorus (2010) shows that for binary choice situations, the RRM reduces to the linear-additive RUM. Therefore, in this paper, we select data sets where respondents face at least three alternatives. Note that, these three alternatives can also include an opt-out alternative (Hess et al., 2014).

Table 1 shows the information regarding the data sets used, while the description of the data sets can be found in the next subsection. The data sets are stated choice data sets, and one RP data set all collected in Switzerland. Since RRM is choice set dependent, meaning that choosing an alternative is influenced by the presence of other alternatives.
in terms of their attribute values, we only use a parsimonious model formulation using two generic attributes: travel time (TT) and travel cost (TC).

The Swissmetro was a major innovation proposed for the Swiss transport system. Abay (1999) conducted a revealed preference (RP) and stated preference (SP) survey of long-distance road and rail travelers. The details of the data sets can be found in Bierlaire et al. (2001) and Axhausen (2013). For long distance travel, there are three alternatives: Train, Swissmetro (SM), and car. For this paper, we only include data where respondents faced all three choice alternatives. Thus SP data with only two alternatives (Train and SM) are omitted. In total, 5607 observations from 1192 respondents were used for model estimation.

Weis et al. (2012) assessed the effect of parking availability on travelers’ behavioral responses in Switzerland. They assumed that in addition to the trade-off between travel time and fuel or transit cost, parking search times and cost have a substantial impact on travelers’ decision. Therefore, they conducted a stated choice study of parking, location, and mode choice to assess those choices. The detail of the study is explained in Weis et al. (2012; 2013). We use the data sets to run the models on three different choice sets: location choice, parking choice, and mode choice.

For location choice, there are two alternative locations and one “none of these” option as an opt-out alternative. In total 6301 observations of 631 respondents were used. For the parking choice, there are three alternative choices: parking A, parking B, and the opt-out alternative. In total 5853 observations from 585 respondents were used. We also estimate a mode choice model. There are four mode choice alternatives: walk, bicycle, car, transit. For longer distance travel, walk and bicycle might not be available. Moreover, during the experiment, none of the respondents faced all four available alternatives together. Therefore, for this paper, we only take short distance trips where respondents
are facing three choices: walk or bike, car, and transit. In total, only 1666 observations from 168 respondents were used.

The next data sets come from two SP experiments that were conducted to estimate the potential of carpooling in Switzerland. In order to gain insight about user perception regarding innovative modes, the SP part was composed of two different experiments, one of them including car-sharing as an alternative. The details of the survey are available in Ciari and Axhausen (2012; 2013a; 2013b). For the experiment, which includes car-sharing, there are three alternative modes: car-sharing, car, and transit. In total, there are 4350 observations from 735 respondents. In the other experiment, there are four alternative modes: carpooling as a driver (CPD), carpooling as a passenger (CPP), transit, and car. In total, 3975 observations from 511 respondents were used. Note that car is the only alternative that available across all 3975 observations, however since all observations have three available alternatives, we include all 3975 observations in the model.

Still within Swiss context, Schmutz (2015) used data from the Swiss Microcensus 2010 for his study. The Mobility and Transport Microcensus is a survey conducted every five years that provides detailed information on mobility behavior of the Swiss residents. The official data set includes around 300,000 stages, 210,000 trips and 65,000 tours starting and ending at home. In the work of Schmutz (2015), only the travel behavior part of the main survey for travel on one allocated day per individual have been used. Schmutz (2015) presents MNL models for five levels of aggregation: stage, sub-tour, tour, trip, and day plan. In this paper, we only use the trip data set. The alternatives for mode choice are walk, bike, car, and transit. After some filtering, where we only use observations that have all four alternatives available and reasonable walk and bike travel time for all
observations, we obtain 33,942 observations. The details of the data set can be found in Schmutz (2015).

The last data set is the German value of time (VOT) and value of reliability (VOR) study by Dubernet and Axhausen (2017). In 2012 Germany’s Federal Ministry of Transport and Digital Infrastructure (BMVI) initiated several projects in preparation of the new Federal Transport Investment Plan (BVWP) 2030. This set includes the German VOT and VOR project which estimated VOT and VOR for personal and business travel. From May 2012 until January 2013 nationwide data of more than 3000 participants was collected in a combined two-stage revealed and stated preference survey. For our analysis in this paper, we used responses from 2058 respondents where each of them answered eight different SP mode choice scenarios. In total 15681 observations are included in our model. The alternatives for mode choice are walk, bike, transit, coach, car and airplane. The coach alternative is for long distance travel and was legalized in 2012 in Germany. During the survey, the coach option was still more a hypothetical alternative. The transit option covers local public transport and long distance train. The details of the survey and data set can be found in Dubernet and Axhausen (2017).

3.2 Estimation Results

For the Swissmetro data set, other than generic attributes, travel time and travel cost, we added alternative specific constants (ASC) for each mode to the utility function/regret function, and for identification we set the Swissmetro ASC to zero.

The location choice and parking choice are un-labelled data sets. We use a similar method as in Hess et al. (2014) for the opt-out alternative case. In the first and second utility/regret function we multiply time and cost parameters with respective attributes. Then we include the third utility/regret function where there is only one parameter “none”
to be estimated. For mode choice, only car and transit are available across 1666 observations. For those who have the walk alternative, there is no bike alternative and vice versa. We added four ASCs, and we set transit ASC to zero.

For the case of car-sharing, we set the transit ASC to zero in our utility/regret function. As for the carpooling case, only the car alternative is available across 3975 observations. Therefore, we set the ASC of car to zero. For RP mode choice we set the ASC of transit to zero. Finally for the German VOT, only transit and car alternatives are available across all 15681 observations, therefore for this data set we set the ASC of car to zero.

All models are estimated using PythonBiogeme (Bierlaire, 2016). The results for MNL, CRRM, µ RRM, PRRM, and RAM for the eight data sets are presented in Table 2 below. We presented the generic attributes, time and cost, the scale parameter for µRRM, and the ASCs.

For all models, the parameters of time and cost are significant with the expected sign (negative). However, we need to be careful in interpreting these parameters. In the MNL, a parameter estimate refers to increase or decrease in the utility of an alternative caused by a one-unit or one standard deviation increase in an attribute’s value. Therefore in the case of our MNL models, the increase by one unit of In the RRM context, a parameter estimate reflects the potential increase or decrease in regret associated with comparing a considered alternative with another alternative in term of one unit increase in an attribute’s value. As discussed above, RRM is context dependent. Whereas in RUM, the attributes of other alternatives is irrelevant, in RRM attribute levels of others alternatives influence the increase/decrease the regret of the chosen alternative. For RAM context, a parameter estimate reflects the potential increase or decrease in relative
advantage associated with comparing a considered alternative with another alternative in terms of one unit increase in an attribute’s value.

We found the results of ASCs are as expected, with the sign different between utility maximization and regret minimization. For example, in the case of Swissmetro, the negative signs of ASC train and car in utility maximization context (MNL and RAM) indicate that ceteris paribus, those modes are less preferred compared with Swissmetro. Since the CRRM ASCs are insignificant, we looked at µRRM and PRRM, where the ASCs are positive and significant. In a regret minimization context these results indicate that those modes increase regret as they are less preferred compared with Swissmetro. The opt-out alternatives results for location and parking choice are as expected. Negative signs in RUM context indicate that those values reduce the utility while in the RRM context, positive signs indicate that those values increase regret. In several data sets, parking mode choice, car-sharing, carpooling, German VOT, we can observe that car is more preferred compared to other modes. However, we obtain the opposite result in the RP mode choice data set where car is less preferred compared to transit.

We present the model fit comparison in Table 2 that consists of final log-likelihood (F-LL), Akaike information criterion (AIC) and Bayesian information criterion (BIC). Looking at AIC and BIC, we found that RAM outperforms other models in the case of Swissmetro, car-sharing, carpooling, RP mode choice, and German VOT. We also found that µRRM outperforms other models in the case of parking location, while PRRM outperforms other models in the case of a parking location and parking mode choice. Ideally, µRRM should never outperform any other model due to its special properties. It should be between PRRM, CRRM, or MNL. However, since opt-out alternatives are a special case, there is a possibility that µRRM outperforms other models.
Regarding the comparison of MNL and CRRM in terms of model fit, we found that only two times MNL outperforms CRRM, namely in the case of Swissmetro and carpooling. This result underlines the finding in the literature that neither of these two models is always clearly superior.

Another method to give confidence about the model fit is the scale parameter test. Van Cranenburgh et al. (2015) stated that µRRM model has three special cases. If we fix µ arbitrarily high, the µRRM model exhibits RUM behavior, but if we fix µ arbitrarily close to zero, the µRRM model exhibits PRRM behavior, finally, if we fix the µ equal to one, the µRRM model becomes CRRM. Therefore on each of eight data sets, we perform three µ tests. The first test is fixing µ at 10 and then compare the model fit with MNL. The second test is fixing µ at 1 and then compare the model fit with CRRM. For the third test, we fix µ at 0.01 and then compare the model fit with PRRM.

For all of eight data sets, when we fix the µ at 10, we found that almost all µRRM F-LL is similar with MNL log-likelihood except for the unlabeled data sets. When we fix µ at 1, we obtained a F-LL of the µRRM identical to CRRM in all cases. Finally, when we fix µ at 0.01 or any number close to zero, only in three datasets, we obtained similar F-LL as PRRM. Those data sets are parking mode choice, carpooling and car-sharing. Overall the test result gives us the confidence in the MNL, CRRM, and PRRM results.

For Swissmetro data set, the estimate of µ is 1.21 and significantly different from one. That means the F-LL of µRRM should be between CRRM and MNL, which in our case is as expected. For parking location and choice, the µ are arbitrarily high, which means that the F-LLs should be closer to MNL F-LLs. However, due to the presence of an opt-out alternative with only a constant, the F-LL of µRRM will not approach MNL. For parking mode choice, the µ is 1.17 and significantly different from one. That means
the F-LL of $\mu_{RRM}$ should be between CRRM and MNL, which in our case closer to CRRM.

For car-sharing and car-pooling, the $\mu$’s are estimated to be closer to zero and are significantly different from one. That means that the F-LL of $\mu_{RRM}$ should be closer to PRRM F-LL. We found that for those two data sets, the F-LL of each $\mu_{RRM}$ is closer to PRRM F-LL, which is as expected. For RP mode choice, we found an unexpected case that the $\mu_{RRM}$ F-LL is not between MNL and CRRM while the $\mu$ estimation indicates that $\mu_{RRM}$ F-LL should be between MNL and CRRM. This is the only RP data set that we tested, therefore this might be a special case for this data set. Finally, for the German VOT, $\mu$ is 0.24 and significantly different from one. That means the $\mu_{RRM}$ F-LL should be closer to PRRM. We found that the $\mu_{RRM}$ F-LL is between CRRM and PRRM F-LL which is still acceptable. Travel time and travel cost of an alternative decreases the utility of that alternative.

### 3.3 Prediction Accuracy

To test the prediction accuracy of our models, we present the in-sample hit rate, the predicted probabilities, and also the out-of-sample hit rate. The hit rate, which is the percentage of observations correctly predicted by the model, can also be one of the indicators measuring the goodness of fit of a choice model. Hit rate refers to the fit between actual choice observed in the data and the predicted choice obtained by using the model itself. A hit is observed when the probability of the chosen alternative is predicted to be the highest compared to the other alternatives. The higher the hit rate the closer we can say that our model represents reality. We also present the predicted probabilities, which is the one when the model predicts the chosen alternative as the “hit.”
To do validation, we also calculate the out of sample hit rate. First, we divide the data set into two parts, the first part, two-third of the data was used for estimation. Then, we used the estimation result to simulate the probability for the other one-third of the data. For validation, we repeated this procedure five times and took the average percentage as the out-of-sample hit rate.

In Table 3, we present the prediction accuracy of five modeling approaches across seven data sets. In the first five columns, we present the hit rate, predicted probability, and out-of-sample hit rate of five models. In the following column, we present the percentage of observations where all models produce the same outcome regardless of the observed choice. In the last column, we show the percentage of observations for which all models correctly predict the chosen alternative.

We found two data sets where the hit rate is above 80%: the cases of parking choice (SP unlabeled data) and RP mode choice. In other four data sets, Swiss metro, location choice, parking mode choice, and German VOT the hit rate is approximately 60%. As for the carpooling data sets the hit rate of all models are below 50% except for the RAM model. The RAM model, in general, shows the highest hit rates except for the case of the parking data sets. Overall, we can say that RUM is outperformed by other approaches in all data sets in terms of hit rate.

The predicted probabilities show quite different results from the hit rates. For example, in the case of Swissmetro, the highest hit rate results from the RAM approach. However the highest predicted probability are shown for \( \mu \text{RRM} \). Interestingly, we can also observe that for the RAM approach, especially for parking location, and parking choice, the predicted probabilities are substantially lower. However, for the other data sets, we can observe that the predicted probabilities of RAM are higher than the other approaches. For the out-of-sample hit rates, we can observe that overall, the out-of-
sample hit rates are lower than the all sample hit rates. Although we can also observe that in some cases the out-of-sample hit rates percentage is higher than the all sample hit rate. This is the case in the Swissmetro CRRM, car-sharing CRRM and RAM.

It is interesting to see the distribution of the prediction rate where all models predict the same outcome. For the most of our data sets, the prediction rate is above 80%, more specifically for three data sets, the prediction rate is above 90%. The highest prediction rate can be found in the case of RP mode choice which is almost 100%. The lowest prediction rate is in the case of carpooling; this might be due to the difference in the choice set, some have no walk alternative while the rests have no bike alternative.

The rates for all models to predict the right outcome can be seen in the last column. All the percentages are slightly below the hit rates of all the five modeling approaches for each respective data set. The substantial difference between the percentages of all models predicting correctly, and the hit rate can be found in the case of parking mode choice. This might be due to some observations facing zero alternative for a particular mode (walk or bike). The same reason might be applied to the carpooling and German VOT data set where in the case of carpooling not all of the observations facing all four alternatives and for the case of German VOT none of the observations facing all six alternatives.

3.4 Non-trading behavior

Non-traders are respondents in a stated preference survey who always make the same choice decision regardless of the available alternatives’ attributes. In our SP data sets, we have found the percentages of non-traders as shown in Table 4. In this section, we show how non-traders can be predicted from our five modeling approaches.
In the case of Swissmetro, the share of non-traders of the train alternative is only 2.1% (13 respondents), which for this alternative cannot be predicted by all five modeling approaches. For the Swissmetro alternative, we can see that there are 21.7% non-traders. From this number, MNL and $\mu$RRM can correctly predict non-traders in 83.7%. For the car alternative, PRRM can give a higher prediction rate than the others, but a low one only.

We could not observe a high share of non-traders for Parking mode choice and also car-pooling. Most of the observed non-trader rates are below 10%. However, in the case of car-sharing, we found high percentages of car non-traders and transit non-traders. For car non-traders, the MNL showed the highest prediction rate, while for transit case, $\mu$RRM and PRRM showed the highest prediction rate. Finally, in the case of German VOT, we can observe a quite high share of car non-traders (41.6%), and for the case of car non-traders, MNL showed the highest prediction rate.

We do not present the un-labelled data set as usually there should be much less or even no non-traders in un-labelled experiment. In general, we could say that there is no modeling approach better than the others for all contexts. There is a case where MNL outperforms others, but the RRM and RAM performs well. However for the cases where the non-trader rates are substantially higher, MNL showed the highest prediction rate compared to others.

4 Value of Travel Time Savings

The value of travel time savings (VTTS) is an important concept for travel demand analysis. It measures how much money (e.g. CHF) a person is willing to pay for a unit reduction in travel time (e.g. an hour). The VTTS for the MNL model can be obtained from Eq.12 below.
\[
VTTS_{iq}^{MNL} = 60 \times \frac{\partial V_{iq}}{\partial V_{iq} \, \partial TT_{iq}} = 60 \times \frac{\beta_{TT}}{\beta_{TC}}
\]  

Where \( V_{iq} \) represents systematic utility for an alternative \( i \) for person \( q \), \( TT_{iq} \) represents travel time associated with person \( q \) choosing an alternative \( i \), and \( TC_{iq} \) represent travel cost associated with person \( q \) choosing an alternative \( i \). The parameters of travel time and travel cost are represented by \( \beta_{TT} \) and \( \beta_{TC} \) respectively. Since RUM is not context dependent, the VTTS for an alternative is not influenced by other alternatives as in the case of RRM. The methods to measure VTTSs for context-dependent choice models are described below.

### 4.1 Method to measure context-dependent choice VTTS

#### 4.1.1 CRRM VTTS

To measure the VTTS for CRRM we need to derive the systematic regret of the person \( q \) choosing the alternative \( i \) with respect to attribute \( X_{kiq} \). The derivation is shown in Eq. 13 below, with more details in Appendix 1.

\[
\frac{\partial R_{iq}}{\partial X_{kiq}} = \sum_{j \neq i} \frac{-\beta_k \cdot \exp[\beta_k \cdot (X_{kiq} - X_{kjq})]}{1 + \exp[\beta_k \cdot (X_{kiq} - X_{kjq})]} = \sum_{j \neq i} \frac{-\beta_k}{1 + \exp[\beta_k \cdot (X_{kiq} - X_{kjq})]} + 1
\]

\[
= \sum_{j \neq i} \exp[-\beta_k \cdot (X_{kiq} - X_{kjq})] + 1
\]

Eq. 13 enters the VTTS formula as shown in Eq. 14 below, which also presented in Chorus (2012c).

\[
VTTS_{iq}^{CRRM} = 60 \times \frac{\partial R_{iq}}{\partial R_{iq} \, \partial TT_{iq}} = 60 \times \frac{\sum_{j \neq i} \beta_{TT} \cdot \exp[-\beta_{TT} \cdot (TT_{iq} - TT_{jq})]}{\sum_{j \neq i} \beta_{TC} \cdot \exp[-\beta_{TC} \cdot (TC_{iq} - TC_{jq})]} + 1
\]
Eq. 14 implies that VTTS measures will generally change when choice set changes in terms of alternatives. Changes in attributes of competing for an alternative as well as changes in attributes of the chosen alternative will influence the VTTS.

4.1.2 µRRM VTTS

The derivative of the systematic regret of the µRRM model is shown in Appendix 2. The formula for deriving the µRRM VTTS is shown in Eq. 15 below.

\[
VTTS_{iq}^{\mu RRM} = 60 \times \frac{\partial R_{iq}^{\mu RRM}}{\partial TC_{iq}}/ \frac{1}{\partial TT_{iq}} = 60 \times \frac{\sum_{j \neq i} -\frac{\beta_{TT}}{\mu} \left( \exp \left( -\frac{\beta_{TT}}{\mu} \left[ TT_{jq} - TT_{iq} \right] \right) + 1 \right)}{\sum_{j \neq i} -\frac{\beta_{TC}}{\mu} \left( \exp \left( -\frac{\beta_{TC}}{\mu} \left[ TC_{jq} - TC_{iq} \right] \right) + 1 \right)}
\] (15)

4.1.3 PRRM VTTS

Van Cranenburgh and Prato (2016) show the derivative of the systematic regret for PRRM model with respect to attribute \( X_{kiq} \) as shown in Eq.16 below:

\[
\frac{\partial R_{iq}}{\partial X_{kiq}} = \left\{ \begin{array}{ll}
-\beta_k \sum_{j \neq i} 1 & \text{if } \beta_k < 0 \text{ and } x_{kjq} < x_{kiq} \text{ or } \beta_k > 0 \text{ and } x_{kjq} > x_{kiq} \\
0 & \text{if } \beta_k < 0 \text{ and } x_{kjq} > x_{kiq} \text{ or } \beta_k > 0 \text{ and } x_{kjq} < x_{kiq}
\end{array} \right.
\] (16)

Since we only have two generic attributes and we already know in advanced that our parameter estimates are both negative, then we use the upper left part of Eq.16. Thus, part of Eq.16 enter Eq.17 for deriving the PRRM VTTS.

\[
VTTS_{iq}^{PRRM} = 60 \times \frac{\partial R_{iq}}{\partial TT_{iq}}/ \frac{1}{\partial TC_{iq}} = 60 \times \frac{-\beta_{TT} \sum_{i \neq j} 1}{-\beta_{TC} \sum_{i \neq j} 1}
\] (17)

Let us recall the properties of PRRM as shown in Eq.5, \( X_{kiq}^{PRRM} \) is obtained by the summation of \( \min(0, X_{kiq} - X_{kjq}) \) in the case of a negative parameter. Therefore in the condition where the chosen alternative is outperformed by the competing for an
alternative, the derivative of systematic regret with respect to travel time or travel cost will become zero. If that is the case, we will have an infinite VTTS for the this person and alternative.

4.1.4 RAM VTTS

Leong and Hensher (2015) have already derived an equation for measure RAM VTTS, as shown in Eq. 18:

\[
VTTS_{iq}^{RAM} = 60 \times \frac{\partial V_{iq}^{RAM}}{\partial TT_{iq}} = 60 \times \frac{\sum_{j \neq i} D_{ijq} \frac{\partial A_{ijq}}{\partial TT_{ijq}} - A_{ijq} \frac{\partial D_{ijq}}{\partial TT_{ijq}}}{\sum_{j \neq i} [A_{ijq} + D_{ijq}]} \tag{18}
\]

The derivation of advantage and disadvantage of the person \( q \) choosing alternative \( i \) over \( j \) is in Eq. 19 below:

\[
\frac{\partial A_{ijq}}{\partial X_{kiq}} = \frac{\beta_k}{\exp[\beta_k \cdot (X_{kiq} - X_{kiq})] + 1} \quad \text{and} \quad \frac{\partial D_{ijq}}{\partial X_{kiq}} = \frac{-\beta_k}{\exp[-\beta_k \cdot (X_{kiq} - X_{kiq})] + 1} \tag{19}
\]

4.2 VTTS result and discussion

In this subsection, we present the result of VTTS, weighted sample mean value and standard deviation for each alternative for the five models in Table 5.

For un-labelled SPs it does not make sense to present values for the two alternatives as the order in the choice experiment (left or right alternative) does not matter and is quite random. Therefore we only present the mean VTTS from one alternative. Normally, for whichever alternative chosen, the VTTS for MNL is the same (as travel time and cost are generic), however with the weight, the VTTS for each alternatives is different. As for the other context-dependent modelling approaches, we obtain a value for each alternative.
Looking at the results for all data sets, it appears that the values are as expected. However, we found some strange cases where the values are quite low, as in the case for RP mode choice. The value of car and transit VTTS are very low, below 10 CHF/hour which is unexpected. We found also some strange cases where the values are very large, especially for μRRM and RAM model. For RAM model, we found a strange result for the parking choice data set. As for μRRM model we found four high results. One in car-sharing data set for transit alternative and two in German VOT data set for PT and car alternative. Another high result can be found in car-pooling data sets for CPP alternative. In these four data sets, during the survey, the choice games do not only include time and cost trade-offs but also other alternative specific attributes. The extreme outliers result from a choice situation where the trade-off was not only between time and cost but also between one of the other attributes (e.g. number of transfers). This effect especially occurs in the μRRM framework and has to be further investigated in the future.

For a better depiction of the VTTSs distribution, especially for those five strange results discussed above, we plot the VTTS by choice situation for each alternative with a box plot. We only present four out of five strange results. The boxplot for the parking choice data set can be seen in Figure 1. On the x-axis, we present the five context-dependent models. At the y-axis, we present the VTTS in CHF per hour. Due to some outliers we receive a substantially higher mean value for the RAM case. However if we look at Figure 1, we can see that the median value of RAM model is actually quite low, below 10 CHF/hour. As for the other RRM models, their median value are close to MNL median.

In Figure 2, we present the box-plot for car-sharing data sets, specifically the transit alternative. Due to outliers we obtained very high mean value for μRRM VTTS. We can see in the boxplot that the median value of μRRM is far above the MNL median.
We also found that the CRRM median value is above MNL while other two modeling approaches median values are below MNL. We present the boxplot of carpooling data set, specifically carpooling as passenger in Figure 3. We can see in the table that similar to car-sharing, the median VTTS of CRRM, µRRM, and also RAM are above MNL while the PRRM median VTTS is below MNL. Finally, we present the box plot of German VOT data set, specifically the car alternative in Figure 4. As seen in the figure, the median value of all alternatives are below MNL VTTS.

Overall, we have presented VTTS for all data sets and all modelling approaches. Note that for context-dependent modelling approaches, difference choice-set and different modelling approaches produce different VTTS. For example, in the case of Swissmetro, we can see that the context-dependent VTTS for the newly introduced mode are below the MNL VTTS. A similar case can be found in car-sharing where the VTTS of car-sharing alternative overall below other competing alternatives. In the German VOT data we can see that the context-dependent VTTS for newly introduced mode, the coach, are below the MNL (except in the µRRM case).

5 Travel Time and Cost Elasticities

Direct elasticities are another way to compare the behavioral implications of RUM and RRM. The direct elasticities derive from the RUM and RRM model shows the relationship between a percentage change in the magnitude of the attribute and the percentage change in the probability of choosing an alternative based on respected attribute. To measure the disaggregate direct point elasticities of RUM model, we can use the formula from Ben-Akiva and Lerman (1985) shown in Eq. 20. In the following subsection, we show how to measure direct elasticities for the three variant RRM models.
$E_{iqx_{aq}} = \frac{\partial P_{iq}}{\partial X_{kiq}} \cdot \frac{X_{kiq}}{p_{iq}} = (1 - p_{iq}) \cdot \beta_k \cdot X_{kiq}$  \hspace{1cm} (20)

5.1 Context-dependent elasticities measurement

Hensher et al. (2013) derive for the first time an equation to measure RRM (CRRM) elasticities as shown in Eq. 21. This equation according to Van Cranenburgh and Prato (2016) can also be used to measure the PRRM and μRRM elasticities.

$$E_{iqx_{aq}} = \left( -\frac{\partial R_{ij}}{\partial X_{kiq}} + \sum_{i \neq j, j \neq i}^l P_{jq} \cdot \frac{\partial R_{ij}}{\partial X_{kiq}} \right) \cdot X_{kiq} \hspace{1cm} (21)$$

5.1.1 CRRM elasticities

The formula to measure the disaggregate direct point elasticities for CRRM (as discussed in Hensher et al. 2013) is as follow.

$$E_{eqx_{aq}}^{\text{CRRM}} = \left( -\frac{\partial R_{ij}^{\text{CRRM}}}{\partial X_{kiq}} + \sum_{i \neq j, j \neq i}^l P_{jq} \cdot \frac{\partial R_{ij}^{\text{CRRM}}}{\partial X_{kiq}} \right) \cdot X_{kiq} =$$

$$\left\{ -\sum_{i \neq j, j \neq i}^l \exp\left[-\beta_k \cdot (X_{kiq} - X_{kjq})\right] - \beta_k \right\} + \left\{ \sum_{i \neq j, j \neq i}^l P_{jq} \cdot \frac{-\beta_k}{\exp\left[-\beta_k \cdot (X_{kiq} - X_{kjq})\right] + 1} \right\} \cdot X_{kiq} \hspace{1cm} (22)$$

5.1.2 μRRM elasticities

From Appendix 1, we find that the derivative of μRRM with respect to attribute $X_k$ as shown
\[
\frac{\partial R_{i}^{\mu_{\text{RRM}}}}{\partial x_{kij}} = \sum_{j=1}^{J} \frac{\beta_{k}}{\mu} \exp \left( -\frac{\beta_{k}}{\mu} \left[ x_{kij} - x_{\text{qij}} \right] \right) + 1
\]  

(23)

In order to measure \( \mu_{\text{RRM}} \) disaggregate direct point elasticities, we derive the formula from Eq. 21 and Appendix 2 to get Eq. 24 below.

\[
E_{w_{kij}}^{\text{arrrm}} = \left( -\frac{\partial R_{i}^{\mu_{\text{RRM}}}}{\partial x_{kij}} + \sum_{j=1}^{J} P_{jq} \frac{\partial R_{ij}}{\partial x_{kij}} \right) \cdot X_{kij}
\]

\[
= \left( -\sum_{j=1}^{J} \frac{\beta_{k}}{\mu} \exp \left( -\frac{\beta_{k}}{\mu} \left[ x_{kij} - x_{\text{qij}} \right] \right) + 1 \right) \cdot X_{kij}
\]

(24)

5.1.3 PRRM elasticities

We can use the same formula as Eq. 16 to derive PRRM disaggregate direct point elasticities. Van Cranenburgh and Prato (2016) already derived the formula as shown in Eq. 25 below.

\[
E_{w_{kij}}^{\text{arrrm}} = \left( -\frac{\partial R_{ij}}{\partial x_{kij}} + \sum_{j=1}^{J} P_{jq} \frac{\partial R_{ij}}{\partial x_{kij}} \right) \cdot X_{kij}
\]

where

\[
\frac{\partial R_{ij}}{\partial X_{kij}} = \begin{cases} 
-\beta_{k} & \text{if } x_{kij} < x_{\text{qij}} \\
0 & \text{if } x_{kij} > x_{\text{qij}}
\end{cases}
\]

and

\[
\frac{\partial R_{ij}}{\partial X_{kij}} = \begin{cases} 
\beta_{k} & \text{if } x_{kij} > x_{\text{qij}} \\
0 & \text{if } x_{kij} < x_{\text{qij}}
\end{cases}
\]

(25)

5.1.4 RAM elasticities

We derive the formula to measure RAM elasticities in Appendix 3, as follows:
The derivation for \( \frac{\partial RA_{ijq}}{\partial X_{kiq}} \) can be seen in Leong and Hensher (2015) to measure RAM VTTS as shown in Eq. 18. While the derivation of \( \frac{\partial RA_{ijq}}{\partial X_{kiq}} \) is as follows:

\[
\frac{\partial RA_{ijq}}{\partial X_{kiq}} = \frac{D_{ijq} \cdot \frac{\partial A_{ijq}}{\partial X_{kiq}} - A_{ijq} \cdot \frac{\partial D_{ijq}}{\partial X_{kiq}}}{[A_{ijq} + D_{ijq}]^2}
\]  

The derivation of advantage and disadvantage of choosing alternative \( j \) over alternative \( i \) is similar to Eq. 19 as shown below:

\[
\frac{\partial A_{ijq}}{\partial X_{kiq}} = \exp[-\beta_k \cdot (X_{kiq} - X_{kjq})] + 1 \quad \text{and} \quad \frac{\partial D_{ijq}}{\partial X_{kiq}} = \exp[\beta_k \cdot (X_{kiq} - X_{kiq})] + 1
\]

Substituting Eq. 28 to Eq. 26, the formula to derive disaggregate direct point elasticities of RAM is as follows:

\[
E^{RAM}_{u|x_q} = \frac{\partial P_{i} - \partial P_{j} \cdot X_{kiq}}{P_{i} \cdot X_{kiq}} = \frac{\partial \ln P_{i} \cdot X_{kiq}}{\partial X_{kiq}} = \left( \frac{\partial RA_{ijq}}{\partial X_{kiq}} - \sum_{j\neq i} P_{j} \frac{\partial RA_{ijq}}{\partial X_{kiq}} \right) \cdot X_{kiq}
\]  

\[
= \left\{ \sum_{j\neq i} D_{ijq} \cdot \frac{\partial A_{ijq}}{\partial X_{kiq}} - A_{ijq} \cdot \frac{\partial D_{ijq}}{\partial X_{kiq}} \right\} + \left\{ -\sum_{j\neq i} P_{j} \cdot \frac{\partial A_{ijq}}{\partial X_{kiq}} - A_{ijq} \cdot \frac{\partial D_{ijq}}{\partial X_{kiq}} \right\} \cdot X_{kiq}
\]
5.2 Travel time elasticities

To compare direct elasticities between models, we need to calculate the aggregate direct point elasticities for each model. The formula, presented in Atasoy et al (2013), is shown below:

\[
E^{w_{i_0}}_{x_{i_0}} = \sum_{q=1}^{Q} E_{i_0 x_{i_0}} \frac{w_{q_0} P_{q_0}}{\sum_{q=1}^{Q} w_{q_0} P_{q_0}}
\]

where \( w_{q_0} \) represents the sample weight for individual \( q \) from sample \( Q_i \) from population \( Q \) and \( E_{i_0 x_{i_0}} \) is the disaggregate elasticity of demand of individual \( q \) for variations in attribute \( x_{i_0} \). We weighted each observation in our data sets according to the representation of its age and gender category in Swiss population (Swiss Federal Statistical Office, 2011) and German population (Statistisches Bundesamt, 2014).

We present the travel time elasticities across the five models and seven data sets in Table 6. In the first column, we present the alternatives followed by the MNL elasticities and RRM elasticities in the next column. As the RRM is the alternative model to the well-established RUM, therefore in the next column we present the percentage difference between RUM and the four other context-dependent models.

The sign of all the time elasticities measurement are as expected which means that a percentage increase in travel time will on an average reduces the probability of choosing an alternative. From the Swissmetro data set, we can see that travel time for the Swissmetro alternative is nearly inelastic across all models. That means 10% increase in travel time for Swissmetro on average will not have a substantial impact on the reduction of Swissmetro probability. But that is not the case for the train alternative with the MNL model, where a 10% increase of train travel time on average will give a 17% reduction in
the respective choice probability. In the context of RRM, a 10% increase of train travel time results in a 26% reduction of the respective choice probability, takes into account the level of travel time associated with car travel time and Swissmetro travel time. The percentage difference between RRM and MNL, with RRM being substantially higher, might suggest the idea that when the wrong choice may have been taken, this amplifies the response away from normal RUM based elasticity.

In general, across all data sets and alternatives, we can see a substantial difference between MNL and CRRM with CRRM values being higher, except for some cases, for example, three cases in RP mode choice and four cases in German VOT. From the behavioral perspective, this might suggest that accounting for possibility of making the wrong choices might amplifies the behavioral responses that one would normally attribute to a RUM based elasticity (as also discussed in Hensher et al., 2013)

In the next column, we can see that the percentage difference between MNL and $\mu$RRM are substantially high especially for car-sharing, car-pooling, and German VOT. Note that these are cases where the scale parameter ($\mu$) are estimated closer to zero. The next column shows the percentage difference between MNL and PRRM. PRRM is a special case of $\mu$RRM where it postulates no rejoices, just pure regret. Therefore, it makes sense that across all data sets and alternatives we can see a substantially higher difference compared to the difference between RUM and CRRM (except where there are strange results of $\mu$RRM). Finally, for the RAM model; it is interesting that across all alternatives and data sets, the RAM models are inelastic.

5.3 Cost elasticities

We present the average of cost elasticities across four models and six data sets in Table 7. For walk and bike alternative the travel cost is zero. This cases are therefore removed
Overall the travel cost attributes are less elastic compared to the travel times. For MNL and PRRM, we can observe that all cases are inelastic except the plane option in German VOT case. For CRRM approach, all cases are inelastic while for the RAM case, only train alternative in Swissmetro and coach alternative in German VOT are elastic. Regarding $\mu$RRM, we can observe that travel cost are mostly elastic across all alternatives in the case of car-sharing, car-pooling, and German VOT. These are cases where the scale parameters were estimated near zero, closer to PRRM.

Regarding the percentage difference between MNL and other modelling approaches, we can observe that the percentage differences are quite high in the case of CRRM and PRRM with PRRM differences being substantially higher compared to CRRM difference. For RAM case, we can observe that the difference are substantially higher than the case of car-sharing, car-pooling and also German VOT. Similar to the travel time elasticities, cost elasticities difference between MNL and $\mu$RRM are substantially higher in those cases where the scale parameter are closer to zero.

6 Discussion and Another Modelling Alternative

Having investigated all of the modelling approaches, the model fit comparison, the prediction accuracy, VTTS and elasticities, the next question would be, what modelling approach should we use? We present a summary assessment of the models in Table 8 below.

The positive sign on the left hand side of the slash symbol represents a model that outperforms other models in term of model fit, while an “x” sign represents a model that outperforms other models in term of hit rate. The dollar sign represents the highest probability and “o” sign represents the highest out-of-sample hit rate. From the Table 8,
we can see that MNL is not the best in any data set (except for parking mode choice hit rate and German VOT out-of-sample hit rate), neither does CRRM (except for location hit rate and out-of-sample hit rate). It appears that there is no clear model which can be deemed best of the MNL and CRRM. Therefore we might say that when choosing modelling technique, it is up to the modeler, if he/she is a utility maximizer then MNL is the necessary approach, but if he/she is a regret minimizer, then choosing CRRM, which is already an established modelling technique might be the alternative.

Regarding the hit rate, CRRM shares the same hit rate with the other two random regret models in the case of location choice. In the case of location choice, the best model fit is obtained by µRRM. The µRRM also holds the best hit rate in the case of parking choice, where in the same data set, PRRM obtains the best model fit. PRRM also has the best model fit for the case of parking mode choice. Overall it appears that regret minimization models are powerful in the context of unlabeled data sets with an opt-out alternative.

Finally, we can observe that for most of the labeled data sets RAM outperforms other models in term of model fit and prediction rate. This result is quite surprising but also show us that there is a stronger alternative modelling approach in terms of model fit and prediction accuracy. The notion behind the RAM technique is utility maximization with the relative advantage approach. Looking from a regret minimization perspective, we can also turn relative advantage maximization into relative regret minimization (RERM). Using the formula of total advantage and disadvantage shown in Eq. 9, we can propose relative regret formula as shown in Eq. 31 below.

$$ RER_{ijq} = \frac{D_{ijq}}{A_{ijq} + D_{ijq}} $$

(31)

The formula for systematic regret is as follows:
\[
R_{iq}^{\text{RERM}} = \alpha_i + \sum_{j \neq i} R_{ij}^{\text{RERM}}
\]

(32)

Unlike the RAM formula, in RERM, which based on the regret minimization framework, we do not incorporate context-independent attribute \(k'\) for person \(q\) choosing an alternative \(i\). The formulation of the choice probabilities is:

\[
p_{ijq}^{\text{RERM}} = \frac{\exp(-R_{ijq}^{\text{RERM}})}{\sum_{i \neq j} \exp(-R_{ijq}^{\text{RERM}})}
\]

(33)

The result of the RERM can be seen in Table 9.

Overall the results of RERM are similar to RAM, especially for the generic attributes time and cost. The magnitude of ASCs are also exactly the same except that the sign is different. For example in the Swissmetro case, a positive car ASC can be interpreted as, ceteris paribus, car giving more regret compared to Swissmetro. Therefore, people prefer to choose Swissmetro compared to car. The only difference in magnitude can be found in the opt-out alternative. For parking location and parking choice, the opt-out for RAM are -0.70 and -0.86 respectively, while for RERM the opt-out are 2.70 and 2.85 respectively.

The model fit of RAM and RERM is also similar. We also simulate the model to find the hit rate, out-of-sample hit rate and also predicted probabilities. Their results are the same as for the RAM so we do not present them here. We also calculate the VTTS and aggregate direct point elasticities. We found that the aggregate direct point elasticities of RERM are also the same with RAM. However, for VTTS, we found some cases where there are significant difference between the results of RAM and RERM as shown in Table 10 below.

We present the weighted sample mean and standard deviation of the VTTS and also the difference between the mean (t-test) in the last column. We can observe that for
the case of Swissmetro, the mean value for three modes are significantly different. The mean VTTS of Train and SM VTTS for RERM are substantially higher than RAM. However, for car, the mean VTTS of RAM is substantially higher than RERM. For the unlabeled case with an opt-out alternative, we can observe significant differences where the RERM VTTS for both data sets are substantially higher than RAM.

In the case of car-sharing, we can observe significant difference between RAM and RERM where for all modes RAM VTTS are substantially higher than RERM. In RP mode choice, we found that there is a small but significant difference between RAM and RERM VTTS for car modes. For parking mode choice, carpooling, RP mode choice (except car), and German VOT, there is no significant difference between the RAM VTTS and RERM VTTS.

Overall, the significant difference between RAM VTTS and RERM VTTS for some data sets might indicate that the modeler might use the RERM as another alternative modelling approach to measure VTTS for transportation infrastructure projects. The significant difference of VTTS for two unlabeled data sets might indicate that if this model is applied to other un-labeled data sets such as route choice experiments, the RAM and RERM VTTS result might be significantly different, however further testing is necessary to confirm that.

To summarize, it appears there is no clear winner between RUM and classic RRM, although our results show that random regret minimization appears powerful for the unlabeled case and several labeled data sets. It is clear that RAM results outperform other modeling approaches, but mostly for labeled data sets. We might also say that these five alternative modelling approaches also belong to the family of similarity measures such as the C-logit model (see for example Rieser-Schüssler and Axhausen, 2007). This approach obviously has no behavioral interpretation, but is a possibility to capture the correlations between the alternatives better.

7 Conclusions
There have been many empirical studies which compare the performance of RUM with context-dependent alternative modeling approaches such as RRM. In many cases,
empirical studies reported a better goodness of fit of RRM compared to the RUM. However, there are also similar numbers of other empirical studies which reported that RUM model fit is better than RRM. Apparently, there has not been a consistent result for which modeling approach is better than other. While most previous empirical studies reported model fit, few of them presented the prediction accuracy, VTTS and also demand elasticity to compare those modeling approaches.

Our goal is to comprehensively compare five different modeling approaches, RUM, CRRM, µRRM, PRRM, and RAM using Swiss and German data sets. We presented model fit, prediction accuracy, non-traders, VTTS and demand elasticity across five modeling approaches and eight data sets. With only two generic attributes, time and cost, we found in our model that the parameters of those attributes are significant with expected sign.

Our comparison of MNL and CRRM underlines the literature results that neither of the two approaches, RUM and RRM is superior in all cases. The addition of µRRM in the model comparison can give us more confidence in the modelling result due to the properties of µRRM. We can test µRRM by fixing the scale parameter to arbitrarily high and compare the result with MNL. When we fix the scale parameter to one, we obtain CRRM result, and finally, when we fix the scale parameter arbitrarily closer to zero, we obtain a result closer to PRRM. We have tested these three properties for our eight data sets, and we obtain results as expected. Looking at our scale parameter estimate, we have confidence that our model is correct since the model fit close to the model fit MNL when it is high, close to CRRM when the estimation is close to one, and closer to PRRM when the estimation is closer to zero.

In term of prediction rate, our results show that in many cases the RUM and RRM hit rate is almost the same. Surprisingly the hit rate of the new RAM model is slightly
higher than for the others especially for labeled data and RP data. We also present predicted probabilities and out-of-sample hit rate where the results are slightly lower than the all sample hit rate. We found an interesting result that more than 80% of almost all models predict the same outcome. This indicates that whatever model we use, we might end up obtaining the same outcome. If we want to use the model which has higher model fit, then we might be able to use these comparisons, but in term of correct prediction, it might be a different case.

For the VTTS, we find that for MNL the result is the same for all alternatives in the case of Swissmetro, car-sharing, carpooling, and RP mode choice. But for the case of the other four data sets, we can obtain different mean VTTS. We found some underestimated value in the case of RP mode choice, where the mean VTTS is too low. We also found some cases that show the mean VTTS is ludicrously high, for example, \(7.10 \times 10^{10}\) CHF/hour for the case of transit alternative in car-sharing. These strange results require further examination. We presented boxplots for some alternative where we found strange, mean values. The VTTS results open up new approaches for the policy analyst to introduce new alternative modes, as can be seen from the case of new modes such as Swissmetro and long distance bus.

In terms of time and cost aggregate direct point elasticities, the signs are as expected. But we found that in many cases the difference between MNL and other models is substantially high. For regret case, this might be due to the potential regret that will be faced by the person choosing that alternative. A similar explanation might be applied to RAM.

Overall, we can observe that from model fit and prediction accuracy results, the RAM approaches is superior compared to others especially for the case of labeled data sets. These results inspire us to propose a new approach which still similar with RAM but
from the regret minimization perspective, which we named Relative Regret Minimization (RERM). Since we tested the model with only two generic attributes, time and cost, we obtain similar results with RAM except for the sign of the ASCs. The model fit, prediction accuracy and aggregate direct point elasticities of RERM is also similar with RAM, the only significant difference we found is in the VTTS measurement.

There are some limitations of this study. First, we only use two generic attributes for all our models. While this makes comparison easier, we cannot capture other relevant factors that might influence the decision, especially in the multi-attribute choice context. There are some consequences of leaving out attributes in the estimation, one example are the high values for the VTTS for four data sets, since during the survey, the choice games do not only include time and cost trade-offs but also other alternative specific attributes. Second, we have tried to be as comprehensive as possible as we include both labeled and unlabeled data sets in our presentation. However, the unlabeled data sets that we have are the ones where we have an opt-out alternative. We do not have an unlabeled data set where there are three alternatives with three generic attributes. For future study, it would be better to add more RP data so that we can better compare and draw safer conclusion. Since the modeling approaches that we presented here include context-dependent models, different choice sets and different contexts might produce different results. Therefore more empirical results are necessary especially for the RAM and RERM approaches.
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**Appendix. 1. Derivation of CRRM**

In this appendix, we present comprehensively how to derive the systematic regret of CRRM in order to measure VTTS and elasticities. The derivation of RRM elasticities has previously shown in Hensher et al. (2013) as well as in Van Cranenburgh and Prato (2016). The derivation of systematic regret for an alternative $i$ for person $q$ with respect to attribute $X_{kiq}$ is shown below:
The formula to measure direct elasticities for RRM is as follows:

\[
\frac{\partial R^\text{CRM}}{\partial x_{iq}} = \frac{\partial}{\partial x_{kiq}} \sum_{i,j \neq i} \ln(1 + \exp(\beta_k [x_{ijq} - x_{kiq}])) = \sum_{i,j \neq i} \frac{\partial}{\partial x_{kiq}} \ln(1 + \exp(\beta_k [x_{ijq} - x_{kiq}]))
\]

\[
= \sum_{i,j \neq i} \frac{\ln(1 + \exp(\beta_k [x_{ijq} - x_{kiq}]))}{1 + \exp(\beta_k [x_{ijq} - x_{kiq}])} \sum_{j \neq i} \frac{\partial}{\partial x_{kiq}} \ln(1 + \exp(\beta_k [x_{ijq} - x_{kiq}]))
\]

\[
= \sum_{i,j \neq i} \frac{\partial}{\partial x_{kiq}} (1 + \exp(\beta_k [x_{ijq} - x_{kiq}]))
\]

\[
= \sum_{i,j \neq i} \frac{\exp(\beta_k [x_{ijq} - x_{kiq}]) \cdot \beta_k \left( \frac{\partial}{\partial x_{kiq}} (x_{ijq}) - \frac{\partial}{\partial x_{kiq}} (x_{kiq}) \right)}{1 + \exp(\beta_k [x_{ijq} - x_{kiq}])}
\]

\[
= \sum_{i,j \neq i} \frac{\exp(\beta_k [x_{ijq} - x_{kiq}]) \cdot \beta_k (0 - 1)}{1 + \exp(\beta_k [x_{ijq} - x_{kiq}])}
\]

\[
= \sum_{i,j \neq i} \frac{\beta_k \cdot \exp(\beta_k [x_{ijq} - x_{kiq}])}{1 + \exp(\beta_k [x_{ijq} - x_{kiq}])} = \sum_{i,j \neq i} \frac{(- \beta_k \cdot \exp(\beta_k [x_{ijq} - x_{kiq}])) / \exp(\beta_k [x_{ijq} - x_{kiq}])}{(1 + \exp(\beta_k [x_{ijq} - x_{kiq}]) / \exp(\beta_k [x_{ijq} - x_{kiq}])}
\]

\[
= \sum_{i,j \neq i} \frac{- \beta_k}{\exp(\beta_k [x_{ijq} - x_{kiq}]) + 1}
\]
As mentioned by Van Cranenburgh and Prato, the formula in Eq. 31 can be used to measure elasticities for all RRM's. The formula to measure systematic regret for an alternative \( j \) for person \( q \) with respect to attribute \( X_{kiq} \) is shown below:
\[
\frac{\partial R^{\text{GRM}}_{ij}}{\partial x_{iq}} = \sum_{i \neq j} \frac{\partial}{\partial x_{iq}} \ln(1 + \exp(\beta_k [x_{iq} - x_{ij}])) + \sum_{i \neq j} \frac{\partial}{\partial x_{iq}} \ln(1 + \exp(\beta_k [x_{iq} - x_{ij}]))
\]

\[
= \sum_{i \neq j} \frac{1}{1 + \exp(\beta_k [x_{iq} - x_{ij}] )} \cdot \frac{\partial}{\partial x_{iq}} \left(1 + \exp(\beta_k [x_{iq} - x_{ij}] )\right)
\]

\[
= \sum_{i \neq j} \frac{\frac{\partial}{\partial x_{iq}} (1) + \frac{\partial}{\partial x_{iq}} (\exp(\beta_k [x_{iq} - x_{ij}] ))}{1 + \exp(\beta_k [x_{iq} - x_{ij}] )}
\]

\[
= \sum_{i \neq j} \frac{\exp(\beta_k [x_{iq} - x_{ij}] ) \cdot \frac{\partial}{\partial x_{iq}} \beta_k [x_{iq} - x_{ij}] - \frac{\partial}{\partial x_{iq}} (\exp(\beta_k [x_{iq} - x_{ij}] ))}{1 + \exp(\beta_k [x_{iq} - x_{ij}] )}
\]

\[
(36)
\]

Appendix. 2. Derivation of \( \mu \text{RRM} \)

The derivation of systematic regret for an alternative \( i \) for person \( q \) with respect to attribute \( X_{kiq} \) is shown below:
\[ \frac{\partial R_{iq}^{\mu\text{RRM}}}{\partial x_{ijq}} = \sum_{i,j} \ln \left( 1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right) \right) \]

\[ = \sum_{i,j} \frac{1}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} \cdot \frac{\partial}{\partial x_{ijq}} \left( 1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right) \right) \]

\[ = \sum_{i,j} \frac{\partial}{\partial x_{ijq}} \left[ 1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right) \right] \]

\[ = \sum_{i,j} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} \cdot \frac{\partial}{\partial x_{ijq}} \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right) \]

\[ = \sum_{i,j} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} \cdot \left( \frac{\beta_k}{\mu} \right) \]

\[ = \sum_{i,j} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} - \frac{\beta_k}{\mu} \cdot \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} \]

\[ = \sum_{i,j} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} - \frac{\beta_k}{\mu} \cdot \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} \]

\[ = \sum_{i,j} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} + 1 \]

\[ = \sum_{i,j} \frac{1}{\exp \left( \frac{\beta_k}{\mu} [x_{ijq} - x_{kijq}] \right)} + 1 \]

The formula in Eq. 31 can be used to measure $\mu$RRM elasticities. The derivation of systematic regret for an alternative $j$ for person $q$ with respect to attribute $X_{kiq}$ is shown below:
\[
\frac{\partial R_{ijq}^{\text{PRRM}}}{\partial x_{iqj}} = \frac{\partial}{\partial x_{iqj}} \sum_{j \neq i} \ln \left( 1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \right)
\]

\[
= \sum_{j \neq i} \frac{\partial}{\partial x_{iqj}} \ln \left( 1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \right)
\]

\[
= \sum_{j \neq i} \frac{1}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right)} \cdot \frac{\partial}{\partial x_{iqj}} \left( 1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \right)
\]

\[
= \sum_{j \neq i} \frac{\partial}{\partial x_{iqj}} \left[ 1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \right] - \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \cdot \frac{\partial}{\partial x_{iqj}} [x_{iqj}]
\]

\[
= \sum_{j \neq i} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \cdot \beta_k}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \cdot \frac{\partial}{\partial x_{iqj}} [x_{iqj}]} 
\]

\[
\text{(38)}
\]

\[
= \sum_{j \neq i} \frac{\exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right) \cdot \beta_k}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right)} 
= \sum_{j \neq i} \frac{\beta_k}{1 + \exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right)} 
\]

\[
= \frac{\beta_k}{\exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right)} + \frac{\beta_k}{\exp \left( \frac{\beta_k}{\mu} [x_{iqj} - x_{jqi}] \right)} + 1
\]

Van Crannenburgh and Prato (2016) have shown a formula to measure PRRM elasticities therefore in this paper we do not present the measurement for PRRM elasticities.
Appendix. 3. Derivation of RAM

Leong and Hensher (2015) have shown the derivatives of the systematic utility of RAM in order to measure VTTS. The derivation of systematic utility for an alternative \( i \) for person \( q \) with respect to attribute \( X_{kij} \) is shown below:

\[
\frac{\partial V_{\text{RAM}}}{\partial X_{kij}} = \sum_{j \neq i} \frac{\partial}{\partial X_{kij}} \left( \frac{A_{ij} + D_{ij}}{A_{ij} + D_{ij}} \right) = \sum_{j \neq i} \frac{\partial A_{ij}}{\partial X_{kij}} \cdot \left( \frac{A_{ij} + D_{ij}}{A_{ij} + D_{ij}} \right) - A_{ij} \cdot \frac{\partial \left( A_{ij} + D_{ij} \right)}{\partial X_{kij}}
\]

\[
= \sum_{j \neq i} \frac{A_{ij} \cdot \partial A_{ij}}{\partial X_{kij}} + D_{ij} \cdot \frac{\partial A_{ij}}{\partial X_{kij}} - A_{ij} \cdot \frac{\partial A_{ij}}{\partial X_{kij}} - A_{ij} \cdot \frac{\partial D_{ij}}{\partial X_{kij}}
\]

\[
= \sum_{j \neq i} \frac{D_{ij} \cdot \partial A_{ij}}{\partial X_{kij}} - A_{ij} \cdot \frac{\partial D_{ij}}{\partial X_{kij}}
\]

where

\[
\frac{\partial A_{ij}}{\partial X_{kij}} = \frac{\partial P_{ij}^\text{CRSM}}{\partial X_{kij}} = \frac{\beta_k}{1 + \exp \left( \beta_k X_{kij} - x_{kij} \right)}
\]

and

\[
\frac{\partial D_{ij}}{\partial X_{kij}} = \frac{\partial R_{ij}^\text{CRSM}}{\partial X_{kij}} = \frac{-\beta_k}{1 + \exp \left( \beta_k X_{kij} - x_{kij} \right)}
\]

The formula to measure direct elasticities for RAM is as follows:

\[
E_{\text{RAM}} = \frac{\partial P_{ij} \cdot X_{kij}}{P_{ij}} = \frac{\partial \ln P_{ij} \cdot X_{kij}}{P_{ij}} = \frac{\partial \ln P_{ij}}{\partial X_{kij}} \cdot X_{kij}
\]

\[
= \left( \frac{\partial \ln \left( \sum_j \exp \left( V_{ij} \right) \right)}{\partial X_{kij}} \right) \cdot X_{kij} = \left( \frac{\partial V_{ij}}{\partial X_{kij}} - \frac{\partial \ln \left( \sum_j \exp \left( V_{ij} \right) \right)}{\partial X_{kij}} \right) \cdot X_{kij}
\]

\[
= \left( \frac{\partial V_{ij}}{\partial X_{kij}} - \frac{1}{\sum_j \exp \left( V_{ij} \right)} \cdot \sum_j \frac{\partial \left( \exp \left( V_{ij} \right) \right)}{\partial X_{kij}} \right) \cdot X_{kij}
\]

\[
= \left( \frac{\partial V_{ij}}{\partial X_{kij}} - \frac{1}{\sum_j \exp \left( V_{ij} \right)} \cdot \sum_j \exp \left( V_{ij} \right) \cdot \frac{\partial V_{ij}}{\partial X_{kij}} \right) \cdot X_{kij}
\]

\[
= \left( \frac{\partial V_{ij}}{\partial X_{kij}} - \frac{1}{\sum_j \frac{P_{ij}}{\partial X_{kij}}} \cdot \sum_j \frac{\partial V_{ij}}{\partial X_{kij}} \right) \cdot X_{kij}
\]
The derivation of systematic utility for an alternative \( j \) for person \( q \) with respect to attribute \( k_{iq} \) is shown below:

\[
\frac{\partial V_{jq}^{\text{RAM}}}{\partial x_{kiq}} = \sum_{i \neq j} \left( \frac{A_{jq} - A_{jq} + D_{jq}}{A_{jq} + D_{jq}} \right) \frac{\partial A_{jq}}{\partial x_{kiq}} + \sum_{i \neq j} \left( A_{jq} - A_{jq} + D_{jq} \right) \frac{\partial D_{jq}}{\partial x_{kiq}}
\]

\[
= \sum_{i \neq j} \left( A_{jq} - A_{jq} + D_{jq} \right) \frac{\partial A_{jq}}{\partial x_{kiq}} + \sum_{i \neq j} \left( A_{jq} - A_{jq} + D_{jq} \right) \frac{\partial D_{jq}}{\partial x_{kiq}}
\]

where

\[
\frac{\partial A_{jq}}{\partial x_{kiq}} = -\beta_k \exp(-\beta_k x_{kiq} - x_{kiq}) + 1
\]

and

\[
\frac{\partial D_{jq}}{\partial x_{kiq}} = \beta_k \exp(\beta_k x_{kiq} - x_{kiq}) + 1
\]