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1 Abstract
The author investigates various machine learning (ML) methods using features such as bag-of-words (BoW) and
word embeddings (EMB). Comparing the performances of supervised and unsupervised systems leads to the con-
clusion that word embeddings can effectively expand the semantic features for words and documents, which enables the
accurate categorization of texts from closely related sub-fields of one research area. To the best of the author′s knowledge,
this work is the first endeavor to categorize treaty articles using the whole body of IIA text.

2 Highlights

• International investment agreements (IIAs) are international commitments amongst contracting parties to protect
and promote investment. Although each treaty has a distinctive structure regarding placement and organization of
information, IIAs as instruments of international law share underlying textual and legal structures. Treaty articles are
important components in IIAs: Some articles have been assigned with titles, while the other articles remained
untitled. More details on corpus see [1]
• Pre-trained word embeddings from GoogleNews were used as features. The usage of pre-defined textual categories

(see Figure 5e) and their definitions as ”centroids” in clustering is effective. Various machine learning methods were
tested and compared.
• It is believed that treaty article categorization can assist mapping treaty texts to their inherent structures. The resulting

simplified structure of a treaty is represented by IIA topics, which is beneficial to organizing treaties in information
retrieval systems or databases.

3 Corpus & Pipeline

Figure 1: Possible structures in XML where articles are stored

Figure 2: Lowercased token and type counts for titled and untitled articles

Figure 3: Example of a titled article

Figure 4: Example of an untitled article

Figure 5: Basic statistics and processing pipeline

(a) Distribution of treaties across source languages

(b) Distribution of treaties across contracting par-
ties

(c) Pipeline

(d) Distribution of treaties across years

(e) List of topics in clustering

Figure 6: Boxplots of the numbers of the titled and untitled articles in Top 10 negotiators, titled: positive, untitled: negative

4 Results and Error Analysis

Figure 7: The Overall accuracies

Figure 8: Comparison of the precision, recall and f-score

Figure 9: Error analysis of three samples from class 5

5 Conclusions

Systems with word embeddings as features outperform those with BoW fea-
tures. Semi-supervised system outperforms the supervised systems and is
easier to train: the best supervised system (non-linear SVM) with pretrained
word embeddings could not outperform the semi-supervised k-means clus-
tering with retrained word embeddings tailored to the IIA corpus.

6 Future Work

We can train semi-supervised clustering of the titled and untitled parts in the
same model with word embeddings as features and try other unsupervised
methods, e.g. affinity propagation, hierarchical clustering.
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