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Abstract—The application of multilevel codes in lattice-reduction-aided equalization is considered, i.e., the decoding of multilevel codes when (Gaussian) integer linear combinations of the codewords in signal space are present. Typically, multilevel codes do not generate lattice codes, hence arbitrary integer linear combinations are not directly decodable. We show that this lattice property is not required, which relaxes the constraints on the component codes significantly. A generalized version of multistage decoding which incorporates a “carry correction” is proposed; it circumvents the lattice property and any integer linear combinations are not directly decodable. Numerical simulations are given to cover the performance of the proposed method.

I. INTRODUCTION

In the literature, low-complexity but well-performing approaches for the equalization in multiple-input/multiple-output (MIMO) multi-user uplink scenarios are discussed for more than one decade. Lattice-reduction-aided (LRA) techniques [16], [15] and the tightly related concept of integer-forcing (IF) receivers [10], [17] are of special interest. In both schemes, the main idea is not to decode the transmitted signals, but integer linear combinations thereof; LRA and IF receivers differ in the way the (residual) integer interference is handled, cf. [4].

Right from the start, IF schemes were proposed as coded schemes—a strong coupling between integer equalization and decoding/code constraints is present. In contrast, LRA schemes are usually treated uncoded as a combination with coded modulation schemes seem to be easier. Here, the actual demand is that the code is linear in signal space; any integer linear combination of codewords has to be a codeword. Lattice codes obviously fulfill this demand.

In this paper, we are interested in the combination of multilevel codes (MLC) and LRA equalization, because multilevel coding together with multistage decoding (MSD) is in principle a capacity-achieving strategy [14]. Typically, multilevel codes do not generate lattice codes [9] and are not linear. However, we show that this property is indeed not required. We study the relevant design criteria on the component codes and propose a generalized version of multistage decoding which incorporates a “carry correction” such that integer linear combinations are decodable.1

The paper is organized as follows: In Sec. II the system model is introduced. The consequences of integer linear combinations on multilevel codes are studied in Sec. III and a new decoding scheme with carry correction is proposed. Sec. IV presents numerical examples; the paper is briefly summarized in Sec. V.

II. SYSTEM MODEL

Throughout the paper, we assume $K$ non-cooperating (single-antenna) users $k$, $k = 1, \ldots, K$, communicating their binary source symbols $q_k \in \mathbb{F}_2$ to a central receiver with $N_R \geq K$ antennas. To that end, the symbols are encoded and mapped to complex-valued transmit symbols $x_k$, drawn from some signal constellation $\mathcal{A}$ with variance $\sigma_x^2$.

Denoting the $K$-dimensional transmit vector as $x$, the $N_R \times K$ (flat-fading) channel matrix as $H$, and the $N_R$-dimensional noise vector (with zero-mean Gaussian noise components with variance $\sigma_n^2$ per dimension) as $n$, the receive vector $y$ (complex baseband notation) reads as usual

$$y = H x + n.$$ 

We assume joint processing of the $N_R$ components of the receive vector $y$. The common, practicable approach is to first perform some form of joint equalization, followed by individual decoding of the codes.

Lattice-reduction-aided and integer-forcing equalization are low-complexity, well-performing approaches. In both variants, the main idea is to factorize the channel matrix as

$$H = W Z,$$

where $Z \in \mathbb{G}^{K \times K}$, $\mathbb{G} = \mathbb{Z} + j \mathbb{Z}$, is a full-rank (Gaussian) integer matrix. Then, only the non-integer part $W$ is equalized (here via MMSE linear equalization) [3], [17], [4]. The different factorization criteria (lattice or dual-lattice approach, ZF or MMSE criterion), constraints (unimodular vs. full-rank), and algorithms (shortest basis problem vs. shortest independent vector problem) are irrelevant for the scope of the paper; for an overview see, e.g., [4].

Including the linear (ZF or MMSE) equalizer frontend, the remaining part of the (LRA/IF) receiver has to deal with

$$r = Z x + \tilde{n} \overset{df}{=} \bar{x} + \bar{n},$$

where $\tilde{n}$ is the effective disturbance after equalization—here, for brevity we assume that all (complex-valued) components have the same variance $\sigma_n^2$. Fig. 1 shows the effective end-to-end channel model.

The main difference between LRA and IF equalization is how the integer interference is resolved. In LRA schemes, the
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1Shortly after the submission of this paper we became aware of a similar work [1], however, treating only coding over ASK constellations.

2The notation distinguishes quantities over the complex numbers (typeset as $x$, $Z$, $\ldots$, ) and over finite fields (typeset in Fraktur font; $q$, $\mathfrak{c}$, $\mathfrak{Z}$, $\ldots$).
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Fig. 1. End-to-end integer channel model (including linear equalization).

linear combinations \( \hat{z} \) of the transmit symbols in signal space are estimated by the decoders and the interference is undone via \( Z^{-1} \) over the complex numbers, cf. Fig. 2, top. Finally, via the encoder inverses, estimates \( \hat{q}_k \) are produced.

In IF schemes (cf. Fig. 2, bottom), the source symbols are drawn from a finite field \( \mathbb{F}_p \), \( p \) a prime, and encoding is done over \( \mathbb{F}_p \). At the receiver, linear combinations \( \hat{q}_k \) of the source symbols are delivered by the decoders and the integer matrix \( Z \) (the \( \mathbb{F}_p \)-equivalent to \( Z \)) is inverted over \( \mathbb{F}_p \).

These different orders of encoder inverse and inverse of \( Z \) impose different constraints on the codes. In LRA schemes, integer linear combinations in signal space have to be decodable. When lattice codes are used, this is directly fulfilled.

III. MULTILEVEL CODES AND INTEGER INTERFERENCE
A particular strategy to coded modulation is multilevel coding [7], [14]. Via a set of binary component codes \( \mathcal{C}_l \), \( l = 0, \ldots, m - 1 \), and a mapping from binary address labels of \( m = \log_2(M) \) digits to \( M \) signal points (constituent constellation), a code in signal space is generated.

A. Mapping
We are interested in one-dimensional (amplitude-shift keying, ASK) and (square) two-dimensional (quadrature-amplitude modulation, QAM) constituent constellations and restrict ourselves to mapping according to the set partitioning rule [13]. In both cases, the mapping can be written as [5]

\[
\mathcal{M}(b_{m-1} \ldots b_0) = \text{mod}_B \left( \sum_{i=0}^{m-1} \psi(b_i)q^i \right) - O, \quad (4)
\]

where \( \psi(\cdot) \) is the common mapping from the finite field \( \mathbb{F}_2 \) elements "0" and "1" to integers "0" and "1", i.e., \( \psi(0) = 0 \) and \( \psi(1) = 1 \). \( B = M \) for ASK and \( B = \sqrt{M} \) for QAM defines the boundary region \( \mathcal{O} = \frac{M-1}{2} \) for ASK and \( O = (1+j)\frac{\sqrt{M}}{2} \) for QAM is the offset for zero-mean constellations. Ignoring the modulo reduction and the offset, the point in signal space is given by its binary expansion w.r.t. the base \( \phi \). For ASK we have \( \phi = 2 \) and the usual binary expansion of an integer is present. For QAM we choose \( \phi = -1+j \). This is due to the fact that the Gaussian integers \( \mathbb{G} \) can be uniquely given via a binary representation where the base (radix) is the complex number \( \pm 1 \pm j \) [11], [6], cf. also [5].

B. Multilevel Codes and Lattices
Using this mapping, the multilevel code is defined by

\[
\mathcal{C}_{\text{MLC}} = \text{mod}_B \left( \sum_{i=0}^{m-1} \psi(\mathcal{C}_i)q^i \right) - O, \quad (5)
\]

where \( \psi(\cdot) \), \( \text{mod}(\cdot) \), and the offset \( O \) are applied component-wise and \( \mathcal{C}_l \), \( l = 0, \ldots, m - 1 \), are the binary component codes (at level \( l \)). Here, to simplify exposition, they are assumed to be block codes of equal length \( N \).

Such a multilevel code is never a lattice. However, we can consider the following construction ("construction by code formula" [9], [5])

\[
\mathcal{C} = \sum_{i=0}^{m-1} \psi(\mathcal{C}_i)q^i + \phi^m \mathbb{G}^N, \quad (6)
\]

which differs from \( \mathcal{C}_{\text{MLC}} \) by i) eliminating the offset \( O \) and ii) inherently assuming an infinite number of "uncoded levels" via the addition of \( \phi^m \mathbb{G}^N \) (\( \phi^m \mathbb{Z}^N \) in case of ASK), i.e., periodic extension by adding integer multiples of \( \phi^m \) to the coordinates of the codewords (note that \( |\phi|^m = B \) is the size of the support per dimension of the multilevel code).

In [9] it is shown that \( \mathcal{C} \) is a (real) lattice, i.e., has group structure under ordinary vector addition (over \( \mathbb{R} \)), if

a) \( \mathcal{C}_l \) are linear codes
b) \( \mathcal{C}_0 \subseteq \mathcal{C}_1 \subseteq \cdots \subseteq \mathcal{C}_{m-1} \) \quad (7)
c) for all \( l \) and \( \mathcal{C}_l, \mathcal{C}_j \subseteq \mathcal{C}_{l+j} \) \quad (7)

where \( \odot \) denotes the element-wise multiplication (in the arithmetic of \( \mathbb{F}_2 \), i.e., AND operation) of the words \( \mathcal{C}_l \) and \( \mathcal{C}_j \). The intuition behind the third demand is that the addition of two mapped words in real space (ASK) can be written as [9] (\( \odot \): element-wise addition in the arithmetic of \( \mathbb{F}_2 \))

\[
\psi(\mathcal{C}_l) + \psi(\mathcal{C}_j) = \psi(\mathcal{C}_l \odot \mathcal{C}_j) + 2\psi(\mathcal{C}_l \odot \mathcal{C}_j), \quad (8)
\]

where \( \mathcal{C}_l \odot \mathcal{C}_j \) is the "carry" since \( 1 + 1 = 2 = [10]_2 \).

For QAM signaling we have to resort to the arithmetic w.r.t. the base \(-1+j\). Here, \( 2 = [1100]_{-1+j} \), which gives

\[
\psi(\mathcal{C}_l) + \psi(\mathcal{C}_j) = \psi(\mathcal{C}_l \odot \mathcal{C}_j) + (\phi^2 + \phi^3)\psi(\mathcal{C}_l \odot \mathcal{C}_j), \quad (9)
\]

i.e., the "carry" is \( 110 \) [6] and \( \mathcal{C}_l \odot \mathcal{C}_j \subseteq \mathcal{C}_{l+j} \subseteq \mathcal{C}_{l+j+3} \) is the respective constraint (\( 7c \)) is sufficient but not required.)

\[
\text{mod}_g(x) \in \{0, \ldots, B-1\} \quad \text{if } x \text{ is real-valued; } \text{mod} \text{ is applied separately to real and imaginary part when } x \text{ is complex-valued.}
\]

The sum of two codewords in signal space is only a valid codeword if the sum of two codewords in Hamming space is also in the code (linear codes) and if the "carry" is in the code of the next higher level.
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If in ASK only the lowest level is coded (identical to construction A [2]), Constraints b) and c) are automatically fulfilled and a lattice is present. However, the (gross) coding gain is then limited to 6 dB by the first uncoded level. In QAM the levels are spaced only by $|\phi| = \sqrt{2}$ (3 dB) and not 2 as in ASK. Here, no carry to the next level but only the second and third next level is caused. Hence, the lower two levels can be coded and still all constraints are fulfilled and a lattice is present. In this case, the (gross) coding gain is also limited to 6 dB.

C. Multilevel Codes and Integer Linear Combininations

We are now interested in (Gaussian) integer linear combinations of multilevel codewords. To this end, we consider $C$ from (6), i.e., ignore the boundary and the offset.

Let the MLC codewords $c^k_l$ in signal space be obtained via the $m$ codewords $c^l_i$, $l = 0, \ldots, m-1$, $i = 1, 2, \ldots$ in Hamming space, i.e.,

$$c^k_l = \sum_{i=0}^{m-1} \psi(c^l_i) \phi^i.$$  \hspace{1cm} (10)

The action of integer linear combinations of these codewords is determined by the binary expansion (w.r.t. the base $\phi, z^k_0 \in \mathbb{F}_2$) of the respective (Gaussian) integer $z_k$.

$$z_k = \ldots z^k_5 z^k_4 z^k_3 z^k_0 = \sum_{i \geq 0} \psi(z^k_i) \phi^i.$$  \hspace{1cm} (11)

Using (10) and (11) we have

$$\sum_k z_k c^k_l = \sum_k z_k \sum_{i=0}^{m-1} \psi(c^l_i) \phi^i = \sum_{i=0}^{m-1} \sum_{k} \sum_k z_k \psi(z^k_i) \phi^i \psi(c^l_i) \phi^i = \sum_k \sum_{i \geq 0} \psi(c^l_i) \phi^i = \sum_{i \geq 0} \psi(c^l_i) \phi^i.$$  \hspace{1cm} (12)

where $c^l_{e\ell}$ is the effective codeword at level $\ell$. These words can be calculated by applying (8) or (9) (ASK or QAM) recursively. For example, for two codewords and QAM signaling we have

$$c^0_{e\ell} = z^0_{\ell} c^1_0 + z^0_{\ell} c^2_0,$$

$$c^1_{e\ell} = z^1_{\ell} c^1_0 + z^1_{\ell} c^2_0 + z^1_{\ell} c^1_0 + z^1_{\ell} c^2_0,$$

$$c^2_{e\ell} = z^2_{\ell} c^1_0 + z^2_{\ell} c^2_0 + z^2_{\ell} c^1_0 + z^2_{\ell} c^2_0,$$

$$\vdots$$

Having a look at the appearing terms and keeping in mind that $c^l_{e\ell}$ has to be a valid codeword of code $C_\ell$ the three above demands (7) on the codes are directly clear.

D. Multistage Decoding

Usually, multilevel codes are decoded via multistage decoding (MSD), cf. Alg. 1. Thereby, given $r = c + m$ with $c = \sum_{i=0}^{m-1} \psi(c_i) \phi^i \in C$, one component code (estimate $\hat{c}_i$) after the other is decoded, taking into account the decoding results of lower levels but ignoring the codes of higher levels (i.e., treating them as uncoded). Each decoding step is hence identical to decoding a lattice constructed via lattice construction A [2] (multilevel code where only the lowest level is coded). Thus, in a multistage decoder it is immaterial whether the entire code forms (a translate of a subset of) a lattice.

However, it is essential that the effective word at level $\ell$ is a valid codeword from $C_\ell$. If integer linear combinations of codewords are to be decoded and Constraint c) of (7) is violated, carries from lower levels destroy this property and MSD does not work any more.

E. Carry Correction

In the following, we assume that Constraints a) and b) on the component codes are fulfilled but Constraint c) is violated. We present a generalization of multistage decoding which decodes the K linear combinations and eliminates the effect of the carries.

Let $c^{(1)}, c^{(2)}, \ldots, c^{(K)}$ be the codewords of the K users in signal space (component codewords $c^{(k)}_0, c^{(k)}_1, \ldots, c^{(k)}_{m-1}$, $k = 1, \ldots, K$, in Hamming space) and $Z$ the integer matrix. Ignoring the noise for the moment we have

$$\begin{bmatrix} r_1 \\ \vdots \\ r_K \end{bmatrix} = Z \begin{bmatrix} c^{(1)} \\ \vdots \\ c^{(K)} \end{bmatrix}. \hspace{1cm} (14)$$

From the discussion above (cf. (12) and (13)), we see that the effective codewords at level $l = 0$ are obtained from the component codewords at this levels via

$$\begin{bmatrix} c^{(1)}_{e\ell,0} \\ \vdots \\ c^{(K)}_{e\ell,0} \end{bmatrix} = Z_0 \begin{bmatrix} c^{(1)}_0 \\ \vdots \\ c^{(K)}_0 \end{bmatrix}. \hspace{1cm} (15)$$

where $Z_0$ is the least significant bit (LSB) of $z_{i,j}$ w.r.t. the basis $\phi$ and $Z_0 = [z_0^{(i,j)}]$. Having estimates for $c^{(k)}_{e\ell,0}$, $k = 1, \ldots, K$, the original codewords at level 0 can hence be obtained by solving (over $\mathbb{F}_2$) the set of linear equations (15).

Once the codewords at level 0 are known, the contributions (over $C$) of the superposition of these levels into the higher levels (carries) can be calculated via

$$\begin{bmatrix} s_1 \\ \vdots \\ s_K \end{bmatrix} = Q_\mathcal{D} \begin{bmatrix} \psi(c^{(1)}_{0}) \\ \vdots \\ \psi(c^{(K)}_{0}) \end{bmatrix}, \hspace{1cm} (16)$$

$Q_\mathcal{D}$ denotes the quantization operation which nulls the LSB in the binary expansion w.r.t. $\phi$, i.e., with $z = [z_0 z_{i,0} z_{i,1} \cdots z_{i,m-1}]_0$ we obtain $Q_\mathcal{D}(z) = [z_0 z_{i,1} \cdots z_{i,m-1}]_0$. This nulling is required since only the contribution to the higher levels but not the current level is of interest.
Alg. 2 Multistage Decoding with Carry Correction.

```plaintext
function \([\ell(1), \ldots, \ell(K)] = \text{MSD}(r)\)  
1 \( \ell = 0; r_{\ell,k} = r_k, k = 1, \ldots, K \) // init  
2 while \( \ell < m \) {  
3 \( \hat{r}_{k,\ell} = \text{DEC}_{\ell}\{r_{\ell,k}\}, k = 1, \ldots, K \) // decode level \( \ell \)  
4 solve (15) and calculate \( s_k \) via (16) // calculate carries  
5 \( r_{\ell,k+1} = (r_{\ell,k} - \psi(\hat{r}_{k,\ell}) - s_k)/\phi \) // eliminate known interference  
6 \( \ell = \ell + 1 \)  
7 \( \hat{c}^{(e)} = \sum_{k=0}^{m-1} \psi(\hat{r}_{k,\ell})\phi^j \) // codeword estimates
```

This known “interference” caused by the codewords at level 0 can now be eliminated. Hence, in a generalized version of MSD, i) the influence of the effective codeword at level 0 is eliminated by subtraction of \( \psi(\hat{c}^{(e)}_0) \) and ii) the influence (carries) of the linear combinations of the codewords onto higher levels is eliminated by subtraction of \( s_k \). This procedure is iterated over the levels. In Alg. 2, a pseudo-code description of this generalized version of multistage decoding is given.

The additional complexity for the calculation of the correction terms \( s_k \) is negligible compared to the decoding operations.

\[ F. \text{ Conditions on } Z \]

The final question is under which conditions does the carry correction work. Since the effective codewords are generated via the binary matrix \( Z_0 \) (the matrix of LSBs of the (Gaussian) integer entries of the matrix \( Z \)), this matrix has to have full rank.\(^6\)

In order that \( Z_0 \) has full rank, its determinant (over \( \mathbb{F}_2 \)) has to be non-zero. We have \( \psi(\text{det}(Z_0)) = \text{mod}_2(\psi(\text{det}(Z_0))) \) and using the Leibniz formula for the expansion of the determinant, we obtain \( \text{det}(\psi(Z_0)) = \text{det}(Z) + \phi \mathcal{G} \).

If \( \text{det}(Z) \in \mathbb{G} \) is “odd” (LSB w.r.t. base \( \phi \) equal to one) then \( \text{det}(\psi(Z_0)) \) is also odd and hence non-zero. Unimodular matrices have an “odd” determinant. If \( \text{det}(Z) \) is “even” (LSB equal to zero) then \( \text{det}(\psi(Z_0)) \) is also even and thus \( \text{det}(Z_0) = 0 \) and \( Z_0 \) is not invertible.

Thus it is proven that for all matrices for which \( \text{det}(Z) \) is “odd” (\( \in 1 + \phi \mathcal{G} \)), hence in particular for unimodular matrices, carry correction works. This imposes restrictions on \( Z \). However, it has been shown that using a suited lattice reduction algorithm (Minkowski reduction) for i.i.d. Gaussian channel matrices even the restriction to unimodular matrices causes almost no loss compared to the set of full-rank matrices [12].

\[ \text{IV. Numerical Results} \]

In order to study the effect of integer linear combinations and carry correction, numerical simulations have been conducted. We assume a 16 QAM constellation; the code has four levels.

First, a “toy example” is presented. Linear block codes of length \( N = 13 \) are employed, the generator matrices of the \( (13, 2, 8) \) code at level 0 and that of the \((13, 4, 4) \) code level 1 are

\[
\mathbf{G}_0 = \begin{bmatrix} 1111111100000 & 0000001111111 \end{bmatrix}, \quad \mathbf{G}_1 = \begin{bmatrix} 1111111100000 & 1100000111111 \end{bmatrix}, \quad \mathbf{G}_2 = \begin{bmatrix} 0011111110001 & 0000001111111 \end{bmatrix} \quad (17)
\]

At level 2 a \((13, 12, 2) \) single-parity-check code is used and level 3 is uncoded \((13, 13, 1) \) code. This construction does not fulfill Condition c) of (7), hence no lattice is present and carry correction is required for correct decoding.

Fig. 3 shows the results (word error rate averaged over the users) for \( K = 3 \) and the arbitrarily selected integer matrix \( Z = [2 - 2j; 1 - 2j; 1 - 1 - j; 0 - j 0]; \text{det}(Z) = 2 + j \). Dotted: asymptotic behavior.

At level 2 a \((13, 12, 2) \) single-parity-check code is used and level 3 is uncoded \((13, 13, 1) \) code. This construction does not fulfill Condition c) of (7), hence no lattice is present and carry correction is required for correct decoding.

Fig. 3 shows the results (word error rate averaged over the users) for \( K = 3 \) and the arbitrarily selected integer matrix \( Z = [2 - 2j; 1 - 2j; 1 - 1 - j; 0 - j 0]; \text{det}(Z) = 2 + j \). Uncoded transmission and coded transmission over the single-input/single-output (SISO) AWGN channel are shown for reference. The code has an asymptotic (gross) coding gain of 9 dB (dotted; curve for uncoded transmission shifted by the asymptotic gain). If no carry correction is applied, decoding of the multilevel code fails completely.\(^7\) With the proposed carry correction the performance of the code over the SISO channel can almost be achieved (some error multiplication is present).

If level 2 is (treated as) uncoded, Constraint c) is fulfilled and no carry correction is required. However, the (asymptotic, gross) coding gain is then limited to 6 dB. Via carry correction we can break this 6 dB barrier.

Next, a multilevel code with low-density parity-check (LDPC) codes as component codes is considered. The rates of the codes are adjusted according to the capacity design rule for multilevel codes [14]. For a target rate of 3 bits per QAM symbol, the rates of the component codes have to be selected as \( R_0/R_1/R_2/R_3 = .282/ .753/ .964/1 \). We use a code length \( N = 5000 \), which gives code dimensions \( R_0/R_1/R_2/R_3 = 1412/3766/4820/5000 \).

\(^6\)If \( Z_0 \) has columns which are the all-zero vector, the corresponding codewords do not influence the effective codewords and do not contribute to carry generation. Hence, only the relevant part (matrix \( Z_0 \) with all-zero columns removed) has to have full rank.

\(^7\)Note that the component decoders always return a valid codeword. Since, due to the carry, the effective word at level 2 is not a valid codeword, wrong correction occurs, leading to a high floor in the error rate.
As LDPC codes irregular repeat-accumulate codes [8] are used. The required subcode property $\mathcal{C}_0 \subset \mathcal{C}_1 \subset \mathcal{C}_2 \subset \mathcal{C}_3 = \mathbb{F}_2^n$ is guaranteed by constructing the parity-check matrices $\mathcal{H}_1$ in such a way that $\mathcal{H}_{l+1}$ is a subset of the rows of $\mathcal{H}_l$. To that end, first the $(N - n_2) \times N$ matrix $\mathcal{H}_2$ is constructed with an ultra-sparse left part (column weight 2) and a right staircase part. This matrix is extended to $\mathcal{H}_1$ by adding $n_2 - n_1$ rows in such a way that the newly added left part is ultra-sparse and that the staircase construction is seamless continued in the right part. Given $\mathcal{H}_1$, the final parity-check matrix $\mathcal{H}_0$ is constructed in the same way by adding $n_1 - n_0$ rows. Given the parity-check matrices $\mathcal{H}_l$, generator matrices $\mathcal{G}_l$ for systematic encoding are calculated. Noteworthy, this construction guarantees the subcode property (Constraint b)) of the linear (Constraint a)) component codes. However, Constraint c) is neither taken into account nor fulfilled.

Fig. 4 shows the error rate of the information bits over the noise level (in dB). Here, $Z = [1 \ j \ -1+j; \ 1 \ 0 -2j; \ 2j \ -1 -j]$ with $\det(Z) = j$. Dotted: asymptotic behavior.

V. SUMMARY AND CONCLUSIONS

In this paper, we have studied the application of multilevel codes in LRA equalization, i.e., the decoding of multilevel codes when (Gaussian) integer linear combinations of the codewords are present. A generalized version of multistage decoding incorporating a carry correction has been proposed which has only marginal additional complexity compared to independent decoding. Thereby, the constraints on the component codes are significantly relaxed and no lattice code has to be generated. Numerical results for arbitrary but fixed integer matrices have been given.

The next step is the performance evaluation over random (i.i.d. Gaussian) channel matrices. The factorization algorithm in [4] can straightforwardly be generalized such that only $Z$ matrices with “odd” determinant are returned. However, almost no loss occurs if Minkowski reduction with its restriction to unimodular matrices is used. In summary, via the new decoding procedure, a simple combination of multilevel codes with low-complexity LRA equalization is enabled.

REFERENCES


