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Abstract
Recently, modular multilevel conterters (MMC) are also considered for medium voltage (MV) applications, where
the number of modules and the switching frequency are relatively low compared to high voltage (HV) applications.
In this context, standard modulation methods can cause relatively large output voltage errors. This effect is ampli-
fied even more, if the value of the module capacitances is decreased to reduce cost and volume of the MMC. Large
output voltage errors disturb the higher level closed loop control of the MMC significantly, such that control targets
(e.g. keeping the circulating current zero) could not be met anymore. This paper analyses the output voltage error
induced by the standard level shifted PWM method and proposes three approaches to reduce the error. All four
methods are compared with respect to the error for different switching frequencies and arm currents. The effects
on the closed loop performance of a current controller are investigated with time domain simulations.

1 Introduction
Originally, the Modular Multilevel Converter (MMC) has been mainly considered for HVDC or HVAC-grid ap-
plications [1, 2], as it can handle very high voltages with standard semiconductor devices. A typical structure of
a three phase MMC consisting of 6 arms is shown in Fig. 1(a). Each arm represents a series connection of N
modules (cf. Fig. 2(a)). For the design of the higher level control system (phase/circulating currents, arm/module
voltages, ...), an arm is often substituted by a controlled voltage source and a variable capacitance as shown in
Fig. 1(b) [3, 4, 5], in order to decouple the control system from the actual switching states of the modules. The
modulator acts as a link between the higher level control and the switching states and provides the switching com-
mands for the modules that generate the output voltage of the arm requested by the controller. In many standard
modulation schemes [1, 6, 7], it is common practice to assume that all module voltages in one arm are equal to
their mean value and thus neglect their differences when determining the duty cycle of the PWM. This enables
a relatively simple modulation algorithm. Nevertheless, if the output voltage of an arm is not applied exactly as
requested, the model with the controlled voltage sources as shown in Fig. 1(b) is not completely correct anymore.
The difference between the actually applied output voltage and the requested one (in the following: modulation
error) is a disturbance for the higher level control.
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Fig. 1: (a) Three phase MMC with six arms. One arm consists of N modules. (b) The arms can be represented as (controllable)
voltage sources and a variable capacitances.
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Fig. 2: (a) Full bridge realization of a single module. (b)
Single arm setup. (c) Principle of the conventional level
shifted MMC PWM. The reference Vr,κ for the consid-
ered switching period κ defines both duty cycle dκ of
the PWM modules and the number of base modules as
all module voltages are assumed to be equal to the mean
module voltage VC,m,κ. The PWM modules switch at dκT
or (1−dκ)T respectively.

In typical HV applications the high number of modules per
arm and the rather high effective switching frequency en-
able small modulation errors resulting from the voltage de-
viations of the modules. However, the MMC is more and
more considered also for medium voltage (MV) applications
such as drives and active rectifiers [2, 8]. Here, the number
of modules and the effective switching frequency are usu-
ally significantly lower compared to HV applications. This
increases the duration in which module voltage deviations
increase. If additionally the module capacitances are low-
ered within the given limits (see [9]) in order to reduce vol-
ume and cost, the deviations of the module voltages from the
arms’ mean module voltage increase even more.
Besides the rather static voltage differences between the in-
dividual module voltages, there is also a dynamic change
in the module voltages during one switching interval of the
PWM, as the module capacitors are charged or discharged
by the current in the arm. Low switching frequencies, high
currents and/or low module capacitances increase this effect.
In addition, low module capacities require a highly dynamic
control of the MMC in transients to prevent overvoltages in
the modules.
In summary, the application of the well known standard
level shifted PWM methods to MV MMCs can result in
relatively large output voltage errors disturbing the higher
level closed loop control. This can for example lead to un-
desired circulating currents in the steady state or overcur-
rents/overvoltages in transients. Hence, high precision mod-
ulation methods that reduce the error induced by the standard
modulation method, which is denominated as method A in
the following, are required.
A first step to a more precise modulation has been made in
[10] by making the duty cycle dependant on the measured voltages of the individual modules (method B) in con-
trast to only considering the mean voltage of all modules. However, in [10] the error in the output voltage is only
mentioned but not analysed in detail. Therefore in this paper, a detailed analysis of method B is presented. In
addition, two advanced modulation methods C and D are presented in the following which estimate/predict the
module voltages from their last available measurement and can thereby compensate the dynamic module voltage
change. For all methods also the implementation complexity is investigated. The developed modulation methods
use rather simple calculations that are easy to implement e.g. on FPGAs.
The paper is organized as follows: After a short introduction into conventional level shifted pulse width modula-
tion for MMCs (section 2) and a review of the standard modulation method A, three more advanced methods (B,
C and D) to perform the module selection and compute the duty cycle are developed in section 3. In section 4, the
voltage-time-area error in the output voltage of one arm resulting from the four methods is analysed and evaluated.
Here, different operating points in terms of the arm current, the number of modules, the mean module voltage, the
switching frequency and the dynamic change of the arm current are considered. Section 5 shows how to generalize
the proposed modulation methods on single or three phase MMCs before simulation results for a single phase
MMC are shown in section 6. In section 7, a short comparison of the implementation effort of the methods on an
FPGA is presented.

2 MMC Pulse Width Modulation
With level shifted PWM for MMCs a central controller assigns each of the MMC arms’ modules to one of 3
categories. This module selection process is performed for every switching period (see Fig. 3, where the current
switching period is denominated κ and has the length T ). The 3 module categories are:

1. Base modules: Modules permanently inserted (’turned on’) for the complete considered switching period κ.
2. PWM modules: There are 2 modules that generate the PWM part of the arm’s output voltage. One of those

so called PWM modules is bypassed (’turned off’), the other one is inserted during the considered period κ.
The time instant when the events to bypass/insert the modules occur depends on the respective duty cycle dκ

for period κ.
3. All other modules are permanently bypassed during the complete switching period κ.
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Fig. 3: Simplified timing of the measurements and computations necessary for the modulation/switching signal generation
referring to the switching period κ. The arrows/tasks below the time line are executed centrally for all modules together. The
ones above the time line are executed per module. The greyish tasks are performed for method D only.

The module selection process for period κ considers the individual modules’ switching state (inserted or bypassed)
in the preceding period κ− 1 to avoid extensive switching (algorithm details are given e.g. in [10]) and the arm
current direction (modules are charged or discharged) to keep all module voltages of an arm balanced. If the current
is positive and would thus charge the inserted modules, the modules with the highest voltages have priority to be
removed, those with the lowest voltages to be inserted [1, 6, 7].
Fig. 2(c) shows the principle often used for standard modulation schemes based on level shifted PWM. There
is a triangle carrier for each of the N modules of the arm. Their levels are shifted by the mean module voltage
Vm,κ = ∑

N−1
k=0 VC,k,κ/N, where VC,k,κ is the voltage of the k-th module for the κ-th period. With the number of

modules (in Fig. 2(c) N−2) below the reference voltage Vr,κ the number of base modules for the period κ can be
derived. All but one of the modules below Vr,κ are assigned to be base modules (in Fig. 2(c) N−3). The (N−2)-th
module with the lowest/highest voltage will be bypassed within the switching period κ (PWM module). The duty
cycle dκ (or the time instance when the PWM modules are switched) is determined by the carrier that crosses Vr,κ
(cf. section 3 method A).
In this paper, the two individual PWM modules have a different carrier, as shown in the upper part of Fig. 4 for
implementation reasons. The one being bypassed has a rising carrier coff and the one being inserted a falling carrier
con. As a consequence, duty cycles smaller than 0.5 result in the output voltage pattern shown in the middle part
of Fig. 4(a). Duty cycles higher than 0.5 result in the output voltage pattern shown in the lower part of Fig. 4(b).
For the sake of brevity, in the following only one arm is considered as shown in Figure 2(b). There, the modules
provide a time variant output voltage vo, that is in series with an inductance L and a voltage source with the output
voltage Vs. The generalisation of the developed modulation methods for single (two arms) or three phase (six arms)
applications will be shown in sections 5/6.

3 Modulation Methods
In the following, the four different modulation methods A-D are described in detail. As shown in Fig. 4(b), the
complexity increases from method A to D. Nevertheless assumptions are made that lead to rather simple equations
instead of solving the complete set of differential equations of the respective LC circuits. Methods C and D are
extensions of method B. Their increase of precision is a result of taking more effects into account and/or using
more measured voltages/currents. For details on the timing of the measurements and the performed computations
see Fig. 3.

Method A
With this relatively simple method which represents the standard for many modulation schemes, it is assumed
that each module has a module voltage equal to the mean value of the arm’s latest available module voltages
Vm,κ = 1/N ∑

N−1
k=0 VC,k(−T ). This assumption leads to a very simple way to determine how many base modules nb,κ

should be inserted and how to choose the duty cycle dκ for the switching period κ.

nκ =
Vr,κ

Vm,κ
⇒ nb,κ = floor{nκ}−1 ⇒ dκ =

(nκ−nb,κ +1)
2

(1)

The modulation error of this method does not depend on the two duty cycle ranges shown in Figure 4(a). If nb,κ
and dκ are computed as stated in (1), it is ensured that 0≤ dκ ≤ 0.5.

Method B
In contrast to method A, the individual base and PWM modules are determined based on the last actually measured
module voltages VC,k in method B. The carrier waveforms shown in Fig. 2(c) do not have all the same amplitude
any more. Each carrier amplitude is equal to the respective module voltage. Therefore it matters, which modules
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Fig. 4: (a) Result of the two ranges of the duty cycle dκ on the arm’s output voltage, where Vb,κ is the base voltage. The
upper part shows the carrier signals on the PWM modules. For the arms resulting output voltage waveform, the change in the
individual module voltages has been neglected. (b) Overview on the four modulation methods. The numbers in the individual
blocks show the equations applied.

are base modules and which modules are PWM modules in period κ, such that the selection of the base and the
PWM modules has to be performed before determining the duty cycle dκ. This is shown in Fig. 4(b) and is
also valid for methods C and D. A possible algorithm for selecting the base and PWM modules is given in [10].
Compared to the selection algorithm for method A, method B uses an iterative approach, because the individual
module voltages have to be summed up one after the other (according to their priorities as described above) to
check whether enough/too much output voltage is generated or if more/less modules have to be inserted. After the
selection of the base and PWM modules, the duty cycle can be computed. Note, that all values have to be measured
at the beginning of period κ−1 at t =−T . The mean output voltage V̄κ for period κ is

V̄κ =Vb,κ +dκ ·
(

VSon,κ(−T )+VSoff,κ(−T )
)

, with Vb,κ = ∑
∀k∈ base in κ

VC,k(−T ).

The applied duty cycle dκ follows as

Vr,κ =Vb,κ + dκ ·
(

VSon,κ(−T )+VSoff,κ(−T )
)

⇔ dκ =
Vr,κ−Vb,κ

VSon,κ(−T )+VSoff,κ(−T )
. (2)

Method C
Method C is an extension of method B (Fig. 4(b)). It includes an approximation of the change of the module
voltages during the preceding period κ− 1 and the current period κ. First, an estimation of the module voltages
at the beginning of period κ is performed. The estimation bases on the latest available measurement data from
the beginning of the preceding period κ−1 and an estimation of the change of the module voltages ∆VC,k during
period κ−1. This voltage change is proportional to the mean current flowing in period κ−1. As this mean current
is not known at the time of computation, an estimation is needed. Assuming that the output voltage of period κ−1
is equal to its reference voltage Vr,κ−1, the current î(0) at the end of the preceding period κ−1 is

î(0) = i(−T ) +
Vs,κ−1−Vr,κ−1

L
·T. (3)

Based on (3), the mean current during period κ− 1 can be estimated to be equal to the mean value of i(−T ) and
î(0):

îκ−1 =
i(−T )+ î(0)

2
= i(−T ) +

Vs,κ−1−Vr,κ−1

L
· T

2
(4)



With this current estimation, the module voltages at the beginning of period κ can be computed based on the latest
available measurement data at t = −T . For the modules switching during period κ−1, the mean current îκ from
(6) is assumed to dis-/charge the capacitances only during the time the modules are actually inserted. Their voltage
change is scaled with the duty cycle dκ−1:

V̂C,k(0) =VC,k(−T )+∆V̂C,k,κ−1 with ∆V̂C,k,κ−1 =


T/C · îκ−1 k ∈ base in κ−1
T/C · îκ−1 ·dκ−1 k = Son,κ−1 or k = Soff,κ−1

0 otherwise
(5)

Here, C is the capacitance of a single module (assumed to be all equal for the sake of brevity). The base modules
to generate Vb,κ as well as the PWM modules for period κ can now be determined just as described for method B
using the estimated voltages V̂C,k(0) instead of the measured voltages VC,k(−T ) (cf. Fig 4(b)).
To compute dκ also the future change in the module voltages during period κ has to be considered. Here, the same
approximation as in (3), (4) for the mean current (dis-)charging the modules is used, such that

îκ = î(0) +
Vs,κ−Vr,κ

L
· T

2
(6)

is the predicted mean current during period κ. Similar to (5) the mean value of the base voltage during period κ

results in

V̂b,κ = ∑
∀k∈ base in κ

V̂C,k(0) + îκ ·
T
2
· Nb,κ

C
, (7)

where Nb,κ is the number of base modules in κ. For the modules switching during period κ the same assumptions
as in (5) are made, such that their mean voltages are predicted as

V̂Soff,κ = V̂Soff,κ(0)+dκ ·
T
2
· îκ

C
, V̂Son,κ = V̂Son,κ(0)+dκ ·

T
2
· îκ

C
. (8)

With these expressions, the mean output voltage for period κ is approximated as

v̄o,κ = V̂b,κ +dκ ·
(

V̂Soff,κ +V̂Son,κ

)
= V̂b,κ +dκ ·

(
V̂Soff,κ(0)+V̂Son,κ(0)+dκ ·T ·

îκ
C

)
. (9)

One can now set this expression equal to Vr,κ and solve it for dκ.
As mentioned above, the module selection algorithm is the same as for method B just using the estimated module
voltages for t = 0. As the duty cycle dκ is now dependant on the estimation of the module voltages during κ,
it might happen, that dκ saturates at 0 or 1, as the module selection did not take this estimation into account.
Therefore, the allowed duty cycle is restricted the during module selection process to dκ ∈ [δ,1−δ] to leave some
margin for module voltage changes. The value for δ has to be tuned manually dependant on the maximum current
and the module capacitance C in the considered application.

Method D
The most advanced method D extends method C by a duty cycle correction for the module which is switching in
the second half κSH of the period κ (cf. Fig. 3). It recomputes the duty cycle with new measurement data of the
arm current/module voltages available at t = T/2. For the first half κFH all switching events are determined just
as with method C (cf. Fig. 4(b)). The error in the voltage time area that evolves during the first half κFH of the
switching period κ can be compensated by the module switching in the second half κSH. Here the actual current
waveform during the switching period κ is important. As will be shown, the average current flowing in the second
half κSH of the period might differ strongly from the one in the first half κFH, such that the assumptions made
for the current for method C have to be modified. The arm current is continuously measured and thus one can
determine the voltage change of the modules during the fist half period κFH with

∆V̂C,κFH,k =



1/C · ∫ T/2
0 i(t)dt k ∈ base in κ or (k = Soff,κ and dκ > 0.5)

1/C · ∫ T/2
0 i(t)dt k = Soff,κ and t ≤ dκT and dκ < 0.5

1/C · ∫ dκT
0 i(t)dt k = Soff,κ and t > dκT and dκ < 0.5

1/C · ∫ T/2
(1−dκ)T

i(t)dt k = Son,κ and t ≥ (1−dκ)T and dκ > 0.5

0 otherwise

(10)



∀k ∈ [0, . . . ,N−1]. The measurements of all module voltages VC,k(0) are assumed to be known before half of the
switching period has passed (see Fig. 3), such that the total module voltages can be computed with (10) as

V̂C,k(T/2) =VC,k(0)+∆V̂C,κFH,k ∀k ∈ [0, . . . ,N−1]. (11)

With (10) and (11) an estimation of the actual output voltage V̂o,κ1 during the first half of period κ can be performed:

V̂o,κFH = ∑
∀k∈ base in κ

(
VC,k(0)+∆V̂C,κFH,k/2

)
+

2 ·dκ ·
(

VC,Soff,κ(0)+∆V̂C,κFH,Soff,κ/2
)

dκ ≤ 0.5(
VC,Soff,κ(0)+∆V̂C,κFH,Soff,κ/2

)
+(2 ·dκ−1) ·

(
VC,Son,κ(0)+∆V̂C,κFH,Son,κ/2

)
dκ > 0.5

(12)

Here, the mean output voltage of the k-th module is assumed to be equal to the mean value of VC,k(0) and V̂C,k(T/2).
The PWM modules that switch during κFH are additionally scaled by two times the duty cycle 2 ·dκ (cf. Fig. 4),
to account for their shorter insertion time. The factor of 2 is caused by looking at half of the switching period T/2

only, such that the duty cycle is virtually doubled compared to T .
The error of the output voltage in comparison with the reference voltage Vr,κ is Ve,κFH = V̂o,κFH −Vr,κ, such that the
reference voltage for the second half is

Vr,κSH = Vr,κ−Ve,κFH = 2 ·Vr,κ−V̂o,κFH (13)

in order to compensate this error.
As shown in Fig 5, the current in the second half of the period can strongly differ from the current in the first half
due to the current ripple. Therefore, an estimation of the mean current that (dis-)charges the modules during the
second half of the period κSH is presented in the following. As a reference for the current at the end of the period,
ir(T ), one can write

ir(T ) = i(0)+
Vr,κ−Vs,κ

L
·T, (14)

where it is assumed that the reference voltage Vr,κ is fulfilled at the end of period κ. The red curve in Figure 5
represents 2/T

∫ t
0 i(τ)− i(0)dτ.

α =
2
T

∫ T/2

0
i(t)− i(0)dt − i(T/2)− i(0)

2
=

2
T

∫ T/2

0
i(t)dt − i(0)+ i(T/2)

2
(15)

Eqn. (15) determines the mean value of the current in the first half of the period minus the mean value of the dashed
green line connecting i(0) and i(T/2). The current waveform in the second half has very similar characteristics to the
one of the first half, such that α can be used as a measure for the mean value of the current in the second half. As-
suming that the current is equal to the reference current given in (14) in the end of period κ, the following equation

t
T/2 T0

i

dTT)d−(1

)T(ri

4T/ 4T/3

(0)i

αSH

αFH

SHκî

FHκî

Fig. 5: Approximated current waveform (blue) during a switch-
ing period when considering one arm. Note that the slope from
t = 0 . . .(1− d)T is not equal to the slope from t = dT . . .T .
This is the result of the non equal module voltages of the PWM
modules. Also the slope of the dashed green line is different for
each half of the switching period.

îκSH =
ir(T )+ i(T/2)

2
− α (16)

is a good approximation for the mean current during
the second half κSH of the period (cf. Fig. 5). As α

indirectly represents the current ripple that is caused
by the voltage of the switched modules, the approxi-
mation can be improved, by scaling α with the voltage
that is actually switched in the second half to get αSH:

αSH =
VSon/off,κ(T/2)

V̂Soff/on,κ(T/2)
·αFH

Here, αFH represents the α from (15) and V̂Soff/on,κ(T/2)
from (10), (11) with k = Soff/on,κ.
Now, the duty cycle for the second half can be recom-
puted with the procedure from (6) - (9) using the cor-
rected reference voltage Vr,κ2 from (13), the estimation



of the module voltages V̂C,k(T/2) from (10), (11) and the mean current estimation from (16).
The continuous current measurement can be realized centrally, so that the data is directly communicated to a cen-
tral controller. Consequently, the duty cycle for the second half of the switching period is computed centrally.
Another possibility is to install computational power and a current measurement on the modules, such that the
module that switches in the second half κSH can compute its duty cycle locally. Often the computational power is
anyway available due to the needs of the communication and the modules’ local protection system (e.g. [11, 12]).

4 Comparison of the Output Voltage Errors
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The resulting voltage errors of the four introduced PWM methods are anal-
ysed and evaluated for the following different conditions:

1. Variations of the switching frequency fsw = 1/T ∈ {2, 5, 10, 15}kHz
2. The arm current i at the beginning of the switching period and the

reference voltage Vr,κ are varied (→ varying di/dt).
3. The module voltages VC,k randomly vary around a mean value VC,m

with a maximum deviation ε, such that VC,k ∈ [VC,m−ε,VC,m+ε] ∀k.
4. The module number N, the capacitance C per module and the induc-

tance L are kept fixed.
With this analysis, the performance depending on the operation point can
be shown for the different methods. The evaluation relies on a simulation,
where the methods deal with the same current as well as module and ref-
erence voltages. In total 880,000 combinations were computed for each
switching frequency. The simulations consider the single arm setup as
shown in Fig. 2(b). All measurements (voltages and currents) are assumed
to be ideal (no delays, infinite bandwidth), as well as the module capaci-
tance and the inductance to be known exactly. The switches are assumed
to be ideal.
Fig. 6 shows the absolute value of the mean error in the output voltage for
all tested combinations:

Verr = mean{
∣∣∣∣Vr,κ ·T −

∫ T

0
vo(t)dt

∣∣∣∣}/T

Looking at Fig. 6, it is clear, that methods C and D outperform methods
A and B. Method B can only improve the results of method A, if the arm
current stays below 10A. For higher currents and switching frequencies
below 10kHz, method A is not worse or even better than method B. Of course this strongly depends on the
maximum module voltage deviation ε ·VC,m, the switching frequency and the current value. If possible, the sorting
algorithm prefers to insert modules that have a voltage that is lower than the mean module voltage VC,m, when the
current is positive. Consequently, the assumption that all module voltages are equal to VC,m can be correct, because
the module capacitances are charged since the last measurement and during the switching period κ. If the current
becomes too high or the switching period is too long, this causes an ’overcompensation’ of the ignored module
voltage deviation, such that A is not better than B anymore (cf. A and B for fsw = 2kHz and |i|= 20...30A). For too
short switching periods, ’undercompensation’ happens instead (cf. A and B for fsw = 15kHz and |i|= 10...20A).
Method C generally reduces the modulation error compared to method A and B by a factor of approx. 10− 20
(reduction by 90−95%). In addition, the error is much less dependant on the current. For method C, the switching
frequency is a crucial factor: As the inductance L and the mean module voltage VC,m are the same for all switching
frequencies, the current ripple linearly increases with 1/fsw. Equation (8) does not include the individual mean
current for the PWM modules, which gets crucial for a current ripple becoming a considerable part of the mean
current (cf. Fig. 5).
Method D has a by a factor of approx. 2− 5 (reduction by 50− 80%) lower output voltage error than method C
in all considered current ranges and switching frequencies. It reveals the same problems regarding the influence
of the current ripple on the individual PWM modules as method C. Therefore, the error also increases with lower
switching frequencies.



5 Application on Single or Three Phase MMCs
Every arm of a single or three phase MMC can be reduced to the single arm setup considered in the previous
sections as will be exemplary shown for a single phase MMC in the following. The differences to the single arm
setup in the previous sections are the additional voltage source vg and the coupling of the two arms via Lg. Looking
at Fig. 7, one can observe

Vdc

2
= vu + vg +

(
La +Lg

)
· diu

dt
−Lg ·

dil
dt

and
Vdc

2
= vl− vg +

(
La +Lg

)
· dil

dt
−Lg ·

diu
dt

,

given that ig = iu− il. For each arm’s output voltage vu and vl the reduction

(1+
Lg

Lg +La
) · Vdc

2
− La

Lg +La
· vg−

Lg

Lg +La
· vl = vu +

L2
a +2LaLg

Lg +La
· diu

dt
(17)

(1+
Lg

Lg +La
) · Vdc

2
+

La

Lg +La
· vg−

Lg

Lg +La
· vu︸ ︷︷ ︸

Vs

= vl +
L2

a +2LaLg

Lg +La
· dil

dt︸ ︷︷ ︸
L · di

dt

(18)

can be found. This is equivalent to a single arm as shown in Fig. 2(b), such that methods C and D can be applied
here as well. For a three phase MMC the procedure is very similar.

6 Simulation Results

Module

vg

ig

iu

il
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La

vl

vuVdc
2

Vdc
2

Module

Module

Module

Fig. 7: Single phase MMC
setup as used for the simulation
model.

Simulation results for the single phase MMC setup given in Fig. 7 are shown in
Fig. 8. All measurements and switches are assumed to be ideal. All modulators
receive their reference values from equal control systems, where the circulating and
the phase current are controlled by individual LQI-controllers.
For all four modulation methods the module voltages are well balanced. The voltage
difference between the individual module voltages in one arm is relatively small at
any time. The modulation error of the different modulation methods match the com-
putations discussed in section 4. Methods A and B behave quite similar. Method
B does not decrease the modulation error of method A, due to the low difference
in the module voltages and the rather high arm currents. The dependence of the
modulation error on the arm current is clearly visible. The effect of the modulation
error on the closed loop performance is shown using the circulating current as an
example. The circulating current is supposed to be controlled to 5.25ADC (too keep
the AC and DC power equal). Here, the less random and thereby more static error
of method B is beneficial, because the controller can compensate this.
Method C shows a very good behaviour compared to A and B. The error is reduced
by a factor of 10 - 20. This improves the closed loop performance a lot. Due to the much smaller disturbance, the
controller is able to keep the circulating current much closer to its reference. The error of method C is dependant
on the arm current slope. It has its maximum during the zero crossing and its minimum during the flat top of the
phase current.
Compared to the very well performing method C, method D reduces the modulation error again by a factor of 5 - 10
with the result of eliminating the effect of the disturbance on the control of the circulating current. The error is now
also independent of the arm current slope. At t ≈ 29ms a larger error can be observed. This is due to the assump-
tion that the recomputation of the duty cycle cannot be performed infinitely fast, such that for 0.45 < dκ < 0.55
no adjustment can be performed to the duty cycle dκ in the second half, because the switching event may already
have passed (cf. Fig. 3). Then larger errors result that become comparable to those of method C.

7 Implementation Effort
Methods A, B and C have been implemented for a single arm setup on an Altera Cyclone V FPGA. Table I gives
an overview on the hardware effort for the implementation (Number of ALMs1 can be seen as an example for the
general trend) and the clock cycles needed for the computation. It includes a bubble sort algorithm, the module
selection and the computations for the duty cycle but not the generation of the actual switching signals on gate
level. The column for method D is an estimation based on the values for method C.

1Altera ”Adaptive Logic Module” (cf. https://www.altera.com/content/dam/altera-www/global/en_US/pdfs/literature/hb/
cyclone-v/cv_5v2.pdf)
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Fig. 8: Simulation results for the four modulation methods based on a single phase setup as shown in Fig. 7.
Converter data: N = 10 modules per arm, T = 1/5kHz, Lg = 20mH, La = 20mH, C = 162µF. Mind that (c) and (d) have a
much smaller scaling of the modulation error compared to (a) and (b).



8 Conclusion Table I: Hardware effort and worst case computation time of
the implementation of the modulation methods on an FPGA for
N = 15 with tclk = 8ns.

Method ALMs Computation time [clk-cycles]
A 935 3+2N +N2 +division
B 1420 6+4N +N2 +division
C 3635 59+5N +N2

D app. 6000 app. method C +50+N

When decreasing the value of the module capaci-
tances of an MMC and/or when applying high dy-
namic control on MMCs, modulators, that keep
the modulation error in the output voltage small
are required. In this paper, three advanced PWM
modulation methods B, C and D are presented and
compared with the standard level shifted PWM
method A. The new methods rely on a prediction
of the future output voltage regarding the arm current that (dis-)charges the MMC’s module capacitances within
one switching period. Depending on the converter’s operating point, the proposed advanced modulation methods
C and D reduce the mean error of the output voltage of an MMC arm by more than 95% compared to the simpler
methods A and B without requiring complicated computations. Method C does not even need a special mea-
surement setup, since all input parameters are usually required for the higher level MMC control system anyway.
Method D requires either a very fast control of the modules from a central control unit with a direct connection to
each module or current sensing as well as computational power on the modules. This results in a error reduction
of more up to 75% compared to method C. The performance of all described methods has been evaluated using
simulations of a single arm setup. As has been shown in time domain simulations, all methods can be used also in
single or three phase systems without changing the basic concept. The simulations also show the exemplary effect
of the reduction of the modulation error on the closed loop control of the circulating current.
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