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Abstract

In the past few decades, wireless communication has become one of the fastest growing sectors in the communication industry. In order to satisfy the tremendous growth of demand, wireless service providers are striving to improve the communication systems so that higher data rate wireless transmission can be supported. One of the major breakthroughs for supporting high data rate wireless communications is the multiple-input multiple-output (MIMO) communication technology, i.e., multi-antenna communication. The utilization of multiple antennas provides a significant increase in the reliability and the information transmission rate in wireless systems. After their proposal, multi-antenna communication has been widely adopted as a key solution for providing high data rate throughput in wireless systems. Nowadays, multi-antenna communication techniques are indispensable to most of the wireless communication standards.

On the other hand, conventional wireless communication architecture does not seem to be feasible to offer the high data rate transmission required for future generation wireless communication systems in reasonably large areas, e.g., for the fourth generation (4G) cellular wireless networks. Relay communication was proposed as a means to extending the coverage range in wireless networks with reduced infrastructure deployment costs. However, conventional relaying protocols require two channel uses to transmit the data from the source to the destination via the relay, which leads to a loss in the spectral efficiency. The two-way relaying protocol was proposed to recover a significant portion of the spectral efficiency loss. Such a protocol combines the transmission of the bidirectional information flows in relay networks and is simple to implement in practical systems.

This dissertation deals with the analysis and design of communication techniques in MIMO relaying systems, especially in MIMO two-way relaying systems. The analysis of the considered system is based on information theoretical performance limits, such as capacity and achievable rates. For the design of communication techniques, we propose practical transmission strategies and show their performance results based on practical performance measures.
Abstract

Firstly, we verify that relay communication can extend the coverage of wireless networks, and propose a quantitative analysis framework for determining the coverage extension by using decode-and-forward (DF) relays in cellular wireless systems. We define the coverage of cellular relaying networks based on the achievable rates, and provide theoretical calculations as well as simulations to show the improvement of coverage in cellular relaying systems.

Secondly, information-theoretic performance analysis on MIMO two-way relaying systems is proposed. For MIMO two-way DF relaying systems, two data-combining schemes, i.e., the superposition coding (SPC) scheme and the network coding scheme, are studies in detail. When the transmit channel knowledge is available at the relay, we propose the optimum transmission strategies at the multi-antenna relay from the information-theoretic perspective for the two data combining schemes. Furthermore, we propose the methods to find the optimum time-division (TD) strategies between the multiple access (MAC) phase and the broadcast (BRC) phase in two-way DF relaying systems, considering both peak and average power constraints.

Next, we consider the design of practical transmission schemes in MIMO two-way relaying systems. We propose a novel channel estimation method for the BRC phase of MIMO two-way DF relaying systems when the SPC scheme is applied. The self-interference (SI), which contains the known data at the receivers in two-way relaying systems, is utilized to estimate the channel. Since the SI is inherent in the received signals in two-way relaying systems, it does not consume additional system resources as pilots do. On the other hand, the SI can also be used together with pilots to offer superior channel estimation performances than the purely pilot-aided channel estimation scheme. Furthermore, we quantify the spectral efficiency improvement of the BRC phase channel with SI-aided channel estimation by deriving its achievable rates using different codebooks.

Finally, we propose a novel method to exploit the bit-level SI so that asymmetric data rates can be transmitted in the BRC phase of two-way DF relaying systems when the network coding scheme is applied. Since the network coding scheme combines the data on the bit level, the major problem faced by the network coding scheme is how to transmit with asymmetric data rates to the user stations according to their individual link qualities in the BRC phase. In the proposed scheme, the weaker link receiver exploits the a priori bit information in each received data symbol, so that it only needs to decode on a subset of the signal constellation. Subject to the same bit error rate constraint, the weaker link receiver can decode at lower signal-to-noise ratio (SNR) compared to the stronger link.
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Chapter 1

Introduction

This dissertation discusses the multiple-input multiple-output (MIMO) relaying systems. Such systems play a central role in the next-generation wireless communication networks. In particular, we investigate the performance limits and develop transmission strategies for the systems employing a spectrally efficient relaying protocol – the two-way relaying protocol.

1.1 Motivation

The last few decades saw tremendous developments in communication technologies, especially in wireless communication. Nowadays, wireless communication has penetrated into nearly every aspect of our life and has become indispensable to the modern society. For example, cellular mobile communication has enabled people to keep contact anywhere, and mobile phones have turned into an important business and social communicating tool; wireless local area networks (WLAN) are supplanting wired Ethernet in campuses, hotels and airports. The next-generation wireless communication systems are expected to offer high speed multimedia services, such as high definition television broadcasting and high quality video conferencing. Those services need a significant boost in the system capacity. However, the performance of the system is subject to the adverse physical factors such as the limited transmit power, the scarcity of the electromagnetic spectrum and the signal attenuation and fluctuation in wireless links. In order to deliver the performance necessary for supporting the emerging applications, it is essential for future wireless systems to utilize the available spectrum in a more efficient way. Recent developments of the multiple-input multiple-output (MIMO) transmission technology, i.e., using multiple collocated antennas at both the transmitter and the receiver sides, provides a promising solution for increasing the system capacity. Theoretical studies [224] and practical implementations [67] have shown that the
capacity of MIMO systems can be dramatically increased compared to that of the conventional single-input single-output (SISO) transmission systems without extra consumption of transmit power and bandwidth. In rich-scattering environments and when the signal-to-noise ratio (SNR) $\rho$ is high, the MIMO channel capacity $C$ scales linearly with the minimum of the number of the transmit antennas $M$ and the number of the receive antennas $N$, i.e.,

$$C \propto \min(M, N) \log(\rho).$$

In addition, the spatial diversity provided by MIMO systems offers an effective way of combating the signal fluctuation due to the fading effects in wireless channels. Nowadays, MIMO has become a key communication technology on the physical layer (PHY) in many wireless standards, such as IEEE 802.11n (WLAN) [2], IEEE 802.16e/m (WiMAX) [3] and 3GPP Long Term Evolution (LTE) [6].

Relay communication is an effective approach for combating the signal attenuation and the shadowing effects in wireless channels. It is a well-known technique for transmitting signals over very long distance. Research on relay channels can be dated back to the 1970’s [48,234]. Recently, due to the research on the fourth generation (4G) cellular mobile communication systems in academia and industry, relay communication was again brought to the mainstream of the wireless communication community [87, 204]. That is because of the following reasons: first, the envisioned transmission data rate of 4G systems is several orders of magnitude higher than that of the current 2G and 3G mobile systems. With the same transmit power level, the energy per bit will be just a small fraction of that in current systems. It is unlikely that 4G mobile systems can cover the same service area without additional infrastructure. Second, the 4G systems are expected to be operating in the frequency spectrum range that is much higher than current mobile systems. This leads to higher pathloss that prohibits the base station from communicating with users far away [174]. One way to overcome those problems is to deploy relay stations in the cellular system so that the coverage area can be extended and the overall data rate in the whole network can be improved.

Besides extending the coverage and enhancing the capacity in wireless networks, relay communication has also been shown by recent research to be able to improve the stability of the radio links by introducing a new form of diversity – cooperative diversity. The incorporation of relay stations into the system creates additional paths between the transmitter and the receiver. Signals carrying the same information are therefore transmitted over independently fading channels and can be combined at the receiver [112, 134]. Relay communication can be considered as a technique that realizes the benefits of MIMO communication in systems where multiple antennas are spatially distributed. Setting up relay stations in cellular sys-
1.1 Motivation

![Diagram of a cellular relaying system with bidirectional information flow]

**Fig. 1.1:** A cellular relaying system with bidirectional information flow

tems is rather simple. For example, fixed relay nodes can be placed on the top of lampposts or high buildings where good wireless connection with the base station is possible. Those dedicated relay stations can have sufficient power supply and can be equipped with powerful signal processing hardware as well as multiple antennas. Another possible relay deployment strategy is for some users to act as relays for their neighbors, which may be useful in, e.g., WLAN hotspots. The integration of relay communication into cellular mobile networks and WLAN is envisioned to be one of the most promising wireless architecture in the years to come. Relay communication has also been incorporated into wireless standards, such as IEEE 802.11s (mesh networking) [4] and IEEE 802.11j (wireless multihop relay) [5].

Current practical wireless stations operate in half-duplex transmission mode. That is, they cannot transmit and receive data simultaneously using the same frequency channel due to the coupling between the transmit and receive circuitry [134]. For the simplest two-hop relaying scenario, where a half-duplex relay station assists the communication between the source and destination stations, the transmission of each information symbol from the source to the destination occupies two channel uses. This leads to a loss in spectral efficiency. One protocol that recovers a significant portion of the half-duplex loss is the *two-way relaying protocol* proposed in [193]. Observing that the information flows in the real world are often bidirectional, this relaying protocol considers a common scenario that both stations want to transmit data to each other via a relay station. This scenario can be considered as, e.g., the base station communicates with a mobile user via a dedicated relay in a cellular system as shown in Fig. 1.1, or two mobile clients exchange data via the access point in a WLAN. The idea of the two-way relaying protocol is to combine the “uplink” and “downlink” data transmission together by ingeniously mixing the data from different sources at the relay, instead of simply forwarding the received data from one source at a time. While traditional relaying protocols require four phases (in time or frequency) to achieve bidirectional communication between the two stations, the two-way relaying protocol only needs two phases, namely, the multiple access (MAC) phase and the broadcast (BRC) phase.
Chapter 1 Introduction

From all that has been presented above, the combination of MIMO transmission technologies and relay communication will play an important role in the next-generation wireless communication systems. This dissertation is devoted to the analysis and design in MIMO relaying systems, and we especially focus on the MIMO two-way relaying systems. We present the analysis and results from information theoretic aspects on the one hand, which serve as the fundamental performance limits for the considered system. On the other hand, we present practical transmission strategies, which are crucial for the real-world implementation of the system.

1.2 Outline of Dissertation

This dissertation studies MIMO relay transmission technologies in modern wireless communication. We focus on the analysis of the fundamental performance limits and the design of practical transmission strategies for the systems employing a spectrally efficient relaying protocol – the two-way relaying protocol. Fig. 1.2 shows the organization of this dissertation. The outline of each chapter in the dissertation is as follows.

Chapter 1 summarizes the motivation, outline and contributions of the dissertation.

Chapter 2 reviews the state of the art in modern wireless communication technologies. This chapter is divided into three parts: MIMO communications, relay communications and two-way relay communications. We present the basic system models and the important transmission schemes for the communication systems. Recent research developments and important achievements are summarized. For relay communication and two-way relay communication, we present the transmission scenarios and focus on the commonly used relaying strategies.

Chapter 3 presents the coverage analysis for MIMO decode-and-forward (DF) relaying systems. We define the coverage range of cellular relaying networks according to the quality of service (QoS) criterion based on the information theoretic outage capacity. In order to quantitatively determine the advantages of incorporating MIMO and relay communication techniques into cellular mobile systems, we present an analytical framework for analyzing the coverage range of MIMO DF relaying networks for its given system setup. Furthermore, the analytical results are verified by simulations based on the IST WINNER channel model. Both the analysis and the simulations show that the coverage of cellular mobile communication systems can be significantly enhanced by introducing multi-antenna and relay communication.
1.2 Outline of Dissertation

Ch. 1 Introduction

Ch. 2 Overview

Ch. 3 Coverage Analysis
Ch. 4 MIMO Two-Way Relaying
Ch. 5 Optimal Time-Division

Ch. 6 SI-Aided Channel Estimation
Ch. 7 Achievable Rates With SI-Aided Channel Estimation
Ch. 8 Asymmetric Data Rate Transmission

Ch. 9 Conclusions

Fig. 1.2: Organization of this dissertation
Chapter 4 presents the system models and data transmission strategies for MIMO two-way relaying systems. We discuss the fundamental transmit-receive signal models and the basic relaying strategies in MIMO two-way relaying systems. The two practical data combining schemes in two-way DF relay systems, i.e., the superposition coding (SPC) scheme and the network coding scheme, are studied in detail. When the channel state information at the transmitter (CSIT) is available at the relay for the BRC phase of MIMO two-way DF relaying systems, we propose methods for calculating the achievable sum rates when the two data combining schemes are applied. Both schemes show significant advantages over the traditional one-way relaying protocol.

Chapter 5 discusses the optimum time-division (TD) strategies between the MAC and the BRC phases in MIMO two-way DF relaying systems. We show that the achievable rate region can be greatly improved by optimally allocating the spectral-temporal resources on the two transmission phases when the two-way DF relaying protocol is applied. We propose the methods to find the optimum TD strategies for the given channel, considering both peak and average power constraints. Furthermore, the achievable ergodic sum rates of the system and the average achievable user rates subject to QoS requirements are compared for different antenna configurations using the equal TD and the optimum TD strategies.

Chapter 6 proposes a novel and practical channel estimation approach for the BRC phase of MIMO two-way DF relaying systems when the SPC scheme is applied. The proposed approach exploits the self-interference (SI), which contains the known data symbols at the receivers, to estimate the BRC phase channel. The proposed SI-aided channel estimation can be applied without pilots, which achieves higher bandwidth efficiency, or the SI can also be used together with pilots to offer superior channel estimation performances than schemes that are purely based on pilots. We propose the structure of SI-aided iterative receivers and compare its performances with that of pilot-aided iterative receivers. Even when the channel estimates are solely based on the SI, the proposed receiver can still significantly outperform the pilot-aided receiver in realistic scenarios.

Chapter 7 quantifies the spectral efficiency improvement of the BRC phase channel in MIMO two-way DF relaying systems from the information theoretic perspective when the SI-aided channel estimation scheme is applied. We consider block-fading channels in the BRC phase and derive the achievable rates for systems employing the SI-aided and the pilot-aided channel estimation schemes. The idea is to consider the time slots of a coherence interval with different channel estimation qualities to be one use of a set of parallel channels with different SNRs. The spectral efficiency improvement for systems employing the SI-aided channel estimation scheme is quantified by comparing its achievable rates to that of
the traditional pilot-aided channel estimation scheme.

Chapter 8 proposes a novel and practical transmission scheme for the BRC phase of two-way relaying systems when the network coding scheme is applied. The proposed scheme exploits the bit-level SI and is able to transmit with asymmetric data rates to the receivers according to their individual link qualities. The idea is that the weaker link receiver exploits the \textit{a priori} bit information in each transmit symbol, so that it only needs to decode on a subset of the transmit symbol constellation. Subject to the same bit error rate (BER) constraint, the weaker link receiver can decode at lower SNR compared to the stronger link. The signal labeling used for mapping bits to symbols at the relay is shown to be crucial for the performance at the receivers, and we provide the criteria and methods for finding the optimized labeling schemes. Simulations show that the proposed transmission scheme can be applied to practical scenarios with asymmetric channel qualities, and the optimized labeling greatly outperforms conventional ones at both receivers.

Chapter 9 concludes the dissertation summarizing the main results and presents topics for future research.

\section{1.3 Research Contributions}

The main contributions of this dissertation are the information theoretic analysis and the proposal of practical transmission schemes for MIMO relaying systems, especially for MIMO two-way relaying systems. In the following, a detailed list of the research contributions in each chapter is presented.

\section{Chapter 3}

The main contributions of this chapter are the novel analytical framework for analyzing the coverage of cellular DF relaying networks with multiple antennas. Part of those results has been published in one conference paper.

Chapter 4

The main contributions of this chapter are the analysis and comparisons of the relaying schemes and the data combining schemes from information theoretic perspectives in MIMO two-way relaying systems. In particular, we characterize the optimal relay transmit covariance matrices when the BRC phase CSIT is available at the relay for MIMO two-way DF relaying systems. Part of those results has been published in one conference paper.


Chapter 5

The main contributions of this chapter are the characterization of the optimal TD strategies in MIMO two-way DF relaying systems using convex optimization methods. The optimal transmit covariance matrices at the MIMO user stations and the relay station under the optimal TD strategies are determined as well. Part of those results has been published in one conference paper.


Chapter 6

The main contributions of this chapter are the proposal of the novel SI-aided channel estimation scheme for the BRC phase of MIMO two-way relaying systems, which is the first scheme that utilize SI instead of simply canceling it out in two-way relaying systems. Part of those results has been published in one conference paper and a patent has been granted.

1.3 Research Contributions


Chapter 7

The main contributions of this chapter are the derivation of the achievable rates and the quantification of the spectral efficiency improvement of the BRC phase channel in MIMO two-way DF relaying systems from the information theoretic perspective when the SI-aided channel estimation scheme is applied. Those results have been published in one conference paper.


Chapter 8

The main contributions of this chapter are the proposal of a novel asymmetric data rate transmission scheme for the BRC phase of two-way DF relaying systems when the network coding scheme is applied. The proposed approach represents a new method of exploiting the bit-level SI for network coding schemes. Furthermore, the methods and results for finding the optimized signal labeling are presented. Part of those results has been published in one conference paper and a patent application has been filed.


Other contributions not presented in this dissertation

Some research works not directly related to this dissertation have been published in the following four conference papers.
Chapter 1 Introduction

The proposal and the analysis of two cooperative relaying transmission schemes for a low mobility cellular relaying system downlink where two mobile users are served by two neighboring DF relays has been published in one conference paper:


The summary of the state of the art and open issues in cellular relaying networks has been published in one conference paper:


Two joint papers on joint cooperative diversity and scheduling have been published in:


Chapter 2

Overview of Modern Wireless Communication Systems

Wireless communications have dramatically revolutionized the life of people in the past few decades. Modern wireless communication technology has become an integral part of our everyday life and also a driven force for the social and economical development. For example, the twelve-month wireless revenues in the United States alone have reached more than 151 billion dollars till June 2009 [50]. The demand for wireless communication has evolved from the original low data rate voice transmission to recent high data rate multimedia services. Such demand requires modern wireless data transmission to be fast, stable and ubiquitous, and propelled the invention of new wireless transmission techniques. This chapter summarizes the development of modern wireless communication technologies, where we focus on the major research achievements in the physical layer (PHY) in recent years.

Wireless communication refers to the transfer of information over a distance without the use of electrical conductors. Although its origin can be traced back to the use of beacons for defensive and navigation purposes many centuries ago, e.g., in China, the first wireless

![Outline of wireless communication categories](image_url)
communication system was invented by Marconi in 1895 for his radiotelegraph. Civilian wireless communication systems were established much later. For example, Motorola operated the first commercial mobile telephone service (MTS) in conjunction with the Bell System in the United States in 1946. At the early stage, the research on wireless communication focused on the implementation issues of designing real transmission systems. After the development for more than one century, wireless communication has evolved into a large research subject in electrical engineering. The transmission scenarios in wireless communications can be roughly described in Fig. 2.1. Single user communication, sometimes called Point-to-point communication, refers to the transmission scenario that one source station transmits data to one destination station. It acts as the building block for the research on larger wireless networks. When the transmitter and the receiver are each equipped with a single antenna, this communication system is called “single-input single-output” (SISO) system. “Multiple-input multiple-output” (MIMO) systems distinguishes itself from the SISO systems by equipping multiple co-located antennas at the transmitter and the receiver sides. The invention of MIMO communication systems is a significant research breakthrough in the 1990s, which improved the system performance, such as the transmission data rate and the link reliability, considerably compared to SISO systems. Multiuser communication refers to the communication scenario comprising multiple sources or multiple destinations. It includes the multiple-access transmission scenario, where multiple sources transmit signals to one destination, and the broadcast transmission scenario, where one source sends information to multiple destinations. Many present-day wireless systems are centralized, where one central unit is responsible for the communication with many users. For example, the base station (BS) controls the data transmission to and from multiple mobile stations (MS) in cellular systems. Multiple access transmission and broadcast transmission scenarios are important research topics for those networks. Another type of wireless systems, such as some of the mobile ad hoc networks, do not rely on a preexisting infrastructure and do not have centralized control. The source node relies on its neighboring nodes to forward information to the destination. We call this kind of decentralized communication pattern distributed communication. In distributed communication systems, relaying techniques play an important role since the information from the source relies on multihop transmission to arrive at the destination. Finally, two-way relaying refers to a special kind of relaying technology where bidirectional information flow is considered. In such a scenario, two or more nodes exchange information via relays. Each node acts both as a source and as a destination of information.

This chapter is organized as follows: Section 2.1 gives a briefly summarizes the important
2.1 Multi-Antenna Communication

The multi-antenna communication technique is one of the major breakthroughs in modern wireless communication technology. The available resources in wireless systems, such as the radio spectrum and the transmit power, are limited, either by regulations or by practical system constraints. The use of multiple antennas at the transmitter and/or receiver in a wireless link opens a new dimension – space. The multi-antenna communication technique can transmit higher data rate without extra consumption of bandwidth and transmit power, which is highly desirable in wireless systems. Such a technique brings fundamental improvement over traditional single antenna communication systems. Nowadays, it is at the core of the link communication techniques in many existing and future wireless standards. In literatures, MIMO transmission is another term used for multi-antenna transmission, which sometimes includes the case that only one side of the transmission system is equipped with multiple antennas. In this dissertation, we use the term “multi-antenna transmission” and “MIMO transmission” interchangeably.

2.1.1 Development of Multi-Antenna Communication

Before the middle of the 1990s, research on wireless communication focused on developing coding and modulation schemes for systems equipped with single transmit and receive antenna. Splendid achievements have been made, which include the discovery of capacity-achieving turbo codes [35] and low-density parity-check (LDPC) codes [70, 153]; multi-carrier modulation schemes for wideband digital communication, i.e., orthogonal frequency-division multiplexing (OFDM) [38]; and spread-spectrum technologies for serving multiple users simultaneously, i.e., code division multiple access (CDMA) [243]. However, given that the available resources in single antenna systems, such as the transmit power and the frequency band, are limited, it became increasingly difficult for single-antenna systems to support the physical transmission of high rate wireless data. The only way to satisfy the rapidly growing demand for high data rate services is to significantly improve the spectral efficiency, whereas none of the techniques above achieve this. In order to significantly improve
The spectral efficiency and link reliability in wireless systems, boldly innovative techniques are called for and new frontiers must be explored.

The multi-antenna transmission technique provides such a new frontier. This technique brought a previously unexploited new dimension, i.e., space, into wireless communications. As is shown in Fig. 2.2, multi-antenna communication systems utilize multiple co-located antennas (antenna arrays) at the transmitter and the receiver side. Multiple data symbols can be transmitted or received simultaneously in the system. The use of antenna arrays has a long history and can actually be found in radar technologies during World War II. Since then, smart signal processing algorithms have been proposed for antenna arrays to identify spatial signal signatures, and to adjust the antenna array patterns by beamforming [133, 236]. The revolution came in the 1990s. Paulraj and Kailath were among the first to realize that the wireless channel capacity can be dramatically improved by using multiple co-located antennas at both the transmitter and the receiver. They proposed the scheme of spatial multiplexing for increasing the capacity of wireless link using multiple antennas [183] in 1994. Roy and Ottersten [194] proposed to use multiple base station antennas to support multiple co-channel users in 1996. Foschini [65] proposed a new transceiver architecture, i.e., Bell Laboratories Layered Space-Time (BLAST), for transmitting multiple data streams simultaneously over the multi-antenna wireless channel. Depending on how the data are arranged on the transmit antenna arrays, the BLAST architecture consists of two variations, i.e., the vertical-BLAST (V-BLAST) architecture [259] and the diagonal-BLAST (D-BLAST) architecture [65]. In their subsequent laboratory experiments, the BLAST architecture testbed demonstrated unprecedented spectral efficiencies [76, 259]. At about the same time, fundamental research
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**Fig. 2.2:** Wireless MIMO Channel
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On the multi-antenna communication theory by Telatar and Foschini [66, 224] showed that the potential gains of multi-antenna systems over single-antenna systems can be rather large. Under the assumption of independent channel entries, e.g., in rich scattering environment and when each antenna is spaced sufficiently far apart, the capacity of the multi-antenna system scales linearly with the minimum number of the transmit and receive antennas. Especially, the boost in channel capacity comes at no cost in frequency bandwidth and transmit power, which provides an ideal solution for achieving higher data rates in wireless communication systems.

Except for boosting the spectral efficiency, another important benefit of the multi-antenna transmission technique is the enhancement of link quality by using space-time coding. In the presence of fading in wireless channels, combination of multiple replicas of the transmitted signal through independent faded paths provides a more reliable reception. Such a technique is called diversity. The use of multiple antennas brings spatial diversity into wireless communications. Using multiple antennas at the receiver side to achieve receive diversity has been known for a long time [34]. However, exploiting transmit diversity when there are multiple antennas at the transmitter side requires the signals to be smartly pre-processed before transmission. One of the first schemes that realized transmit diversity was the delay diversity scheme proposed by Wittneben [255], where each symbol is transmitted from different antennas after being delayed. This delay diversity scheme can be considered as a repetition coding scheme over space. Alamouti [12] proposed a simple transmission scheme for systems with two transmit antennas. By ingeniously arranging the transmit data symbols on the antenna array, the Alamouti scheme transmits the two symbols on two effectively orthogonal channels, and achieves the second order diversity for systems with two transmit antennas and one receive antenna. Such a scheme was generalized to orthogonal space-time block codes (STBC) for more than two transmit antenna by Tarokh [220, 221]. Orthogonal STBC was proposed to achieve the diversity gain with low decoding complexity. Such code only needs simple linear processing at the receiver side. The drawback of orthogonal STBC is that it cannot achieve full rate transmission for more than two transmit antennas. Another type of space-time coding technique, space-time trellis codes (STTC), was proposed in [222], which can generally achieve higher transmission rates compared to orthogonal STBC. However, the improvement of transmission rate in STTC is at the cost of higher decoding complexity, where the decoding complexity of its maximum-likelihood (ML) detector is much higher than the linear detector used in orthogonal STBC. Unlike the orthogonal STBC that suffers from the rate loss due to its orthogonal design, some space-time coding schemes, such as the linear complex-field space-time coding [152] was proposed to achieve full rate and full
duality in multi-antenna transmission systems. Linear dispersion codes [96, 102] by Hassibi et al. was proposed to subsume many earlier space-time transmission techniques, such as the V-BLAST architecture [259] and the Alamouti scheme. Linear dispersion codes were designed to be simple to encode and decode while achieving little penalty in the mutual information. The space-time coding schemes above do not require the channel knowledge to be available at the transmitter side but still require the channel knowledge at the receiver side. When there is no channel knowledge available at either side of the multi-antenna transmission system, differential space-time codes [106, 111] were proposed for the noncoherent communication.

Multi-antenna systems can achieve spatial multiplexing gain and spatial diversity gain simultaneously. However, there exists a fundamental tradeoff between the two types of gains. This diversity-multiplexing tradeoff (DMT) was discovered by Zheng and Tse [281], where they showed that the spatial multiplexing gain and spatial diversity gain in a multi-antenna system cannot be increased simultaneously. The search for the space-time codes that achieve the optimal DMT has been an active area of research. Space-time codes that achieve the DMT were proposed and discussed in [61,223,229,268]. Yao et al. [268] proposed rotation-based codes to achieve the DMT for MIMO channels with two transmit and two receive antennas; the permutation codes for achieving the DMT for parallel channels were proposed in [223] and codes based on cyclic divisional algebras were proposed in [61]. Those codes were shown to be DMT-optimal by verifying the approximate universality conditions [229].

Multiuser transmission is especially useful for cellular networks. The Gaussian MIMO multiple-access channel capacity region was considered by Yu [271]. The capacity region of the Gaussian MIMO broadcast channel was characterized by Weingarten et al. [250], where it was proved to be achievable by the dirty paper coding (DPC) scheme [47]. In real-world implementations, multi-antenna systems can be used with most state-of-the-art modulation schemes. The combination of multi-antenna system and OFDM techniques can be found in, e.g., [27, 145]. Good books on multi-antenna transmission technology are abundant, e.g., [24, 184].

2.1.2 Benefits of Multi-Antenna Communication Systems

Multi-antenna communication systems provide a series of advantages over traditional single-antenna communication systems, such as the array gain, the diversity gain and the multiplexing gain. The array gain and the diversity gain improve the link reliability and can be obtained in single-input multiple-output (SIMO) and multiple-input single-output (MISO)
systems, as well as in MIMO systems. However, the multiplexing gain improves the spectral efficiency and it is unique in MIMO systems, i.e., it requires both the transmitter and receiver sides to be equipped with multiple antennas.

The gains in multi-antenna communication systems are summarized as follows:

**Array gain** Array gain is the improvement in the receive signal-to-noise ratio (SNR) obtained by coherently combining the signals on multiple transmit or receive antennas [30]. It is traditionally associated with the array processing techniques in smart antennas. When the coherent combining is realized at the transmit antenna arrays, i.e., for MISO systems, the channel knowledge is usually required to be available at the transmitter side to make spatial pre-processing of the transmit signals possible. The array gain improves the resistance of the system to noise, and boosts the link reliability.

**Diversity gain** The diversity technique mitigates the fading effects by transmitting the same data symbol over multiple independently faded branches. With those independent replicas of the same information signal, the probability that at least one of the copies is not in deep fade increases. Diversity can be realized in time (*temporal diversity*), in frequency (*frequency diversity*) or in space (*spatial diversity*). Multi-antenna systems are ideal for realized spatial diversity, which include transmit diversity and receive diversity. Receive diversity simply requires that the received signals on different receive antennas experience independent fades. Transmit diversity is more difficult to be realized since it needs more intricate coding and modulation schemes to be applied at the transmitter side. The research on transmit diversity leads to the development of the space-time coding schemes. The diversity techniques combat channel fluctuation and thus improve link reliability.

**Multiplexing gain** When multiple antennas are placed at both sides of the wireless radio link, multiple independent data streams can be transmitted through the parallel sub-channels established within the MIMO channel, which leads to an increase in the channel capacity. Such an improvement in channel capacity is called *spatial multiplexing gain*. It is achieved without additional consumption of power or bandwidth. However, unlike the array gain and the diversity gain, the spatial multiplexing gain requires that both the transmitter and receiver to be equipped with multiple co-located antennas. It also requires certain channel conditions, e.g., rich scattering environment, so that the receiver can separate the multiple data streams. The multiplexing gain provides higher data rate for the MIMO system, i.e., it improves the spectral efficiency of the system.
2.1.2.1 Relation Between Different Gains in MIMO Systems

Array and Diversity Gains The array gain results from the coherent combining of multiple replicas of the same signal, and it boosts the effective SNR of the received signal. The array gain only depends on the channel realization. However, diversity gain requires each branch of the transmit signal to fade independently, which depends on the statistical properties of the channel. The two types of gains can co-exist in a multi-antenna communication system and there is no tradeoff between them [179].

Array and Multiplexing Gains The array gain aims to maximize the SNR at the receiver. For a MIMO channel, maximizing the array gain implies allocating all the transmit power on the subchannel with the maximum eigenvalue [13], i.e., transmitting the data on only one subchannel. However, the multiplexing gain aims to maximize the mutual information in the system. For a MIMO channel with multiple subchannels, the optimum way to maximize the multiplexing gain is to transmit multiple data streams with the power allocation according to the waterfilling algorithm [49].

Diversity and Multiplexing Gains The diversity gain is related to the link reliability and the multiplexing gain is related to the spectral efficiency. Both gains can be simultaneously achieved in a MIMO system. However, there exists a fundamental tradeoff between the two types of gain [281], which means that the two types of gains cannot be simultaneously increased. The multiplexing gain \( r \) and the diversity gain \( d \) are achievable for a coding scheme if the data rate \( R \) at high SNR \( \rho \) satisfies

\[
\lim_{\rho \to \infty} \frac{R(\rho)}{\log \rho} = r
\]  

(2.1)

and the average error probability \( P_e \) at high SNR \( \rho \) satisfies

\[
\lim_{\rho \to \infty} \frac{\log P_e(\rho)}{\log \rho} = -d.
\]  

(2.2)

For each \( r \), the optimal diversity gain \( d^*(r) \) is defined to be the supremum of the diversity advantage achieved over all schemes. For a MIMO system with \( M \) transmit and \( N \) receive antennas that experiences an i.i.d. Rayleigh slow-fading channel where the channel gain is random but remains constant for a duration of \( l \geq M + N - 1 \) symbols, it has been shown in [281] that the optimal diversity gain \( d^*(r) \) achievable by any coding scheme of block length \( l \) for a given multiplexing gain \( r \) \((r \in \mathbb{N})\) is

\[
d^*(r) = (M-r)(N-r).
\]

For example, the diversity-multiplexing tradeoff for a MIMO system \((M = 6, N = 5)\) in an i.i.d. Rayleigh fading channel is shown in Fig. 2.3.
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Fig. 2.3: Diversity-multiplexing tradeoff for a MIMO system (number of transmit antennas $M = 6$, number of receive antennas $N = 5$) in i.i.d. Rayleigh fading channels.

2.1.3 Single-User MIMO Channel

For a frequency flat multi-antenna transmission system with $M$ transmit antennas and $N$ receive antennas as shown in Fig. 2.2, the discrete-time signal model at time instance $k$ can be expressed as

$$y[k] = H[k]s[k] + n[k]$$

$$= \sqrt{\frac{P}{M}}H[k]\tilde{s}[k] + n[k].$$

Each item is explained as follows:

- $P$ is the transmit power constraint.
- $s[k] \in \mathbb{C}^{M \times 1}$ denotes the transmit symbol vector and $\tilde{s}[k]$ denotes the transmit symbol vector normalized with respect to the transmit power. We introduce the transmit covariance matrix as $\Omega = E\{\tilde{s}[k]\tilde{s}[k]^H\}$, where the expectation is taken with respect to all the time instance. In order to satisfy the transmit power constraint, we require $\text{tr} \Omega \leq M$, and it follows $\text{tr} (E\{s[k]s[k]^H\}) \leq P$.
- $H[k] \in \mathbb{C}^{N \times M}$ is the channel matrix, where the $(m, n)$th entry in the channel matrix $H[k]$ corresponds to the channel from the transmit antenna $m$ to the receive antenna $n$.
- $y[k] \in \mathbb{C}^{N \times 1}$ denotes the received symbol vector.
• \( n[k] \sim \mathcal{CN}(0, \sigma^2 I_N) \) is the additive white Gaussian noise (AWGN) vector at the receiver, where \( \sigma^2 \) is the noise variance.

For simplicity, we will omit the discrete-time indices \( k \) without causing confusion.

Many factors impact the properties of the MIMO channel \( H \). Different characterizations of MIMO channels can be found in, e.g., [184]. However, one of the most widely used channel models is to assume the entries in the channel matrix \( H \) to be uncorrelated with each other. This is satisfied in a rich scattering environment and when the neighboring antennas in the transmit or receive antenna arrays are spaced more than the coherence distance apart. Typical coherence distance for antenna decorrelation is \( \lambda/2 \), where \( \lambda \) is the wavelength corresponds to the operation frequency.

When neither side of the transmitter and the receiver has the channel knowledge, i.e., in the noncoherent case, the capacity of the MIMO channel is still an open problem [32, 280]. For coherent communications, the channel state information (CSI) is usually required to be available at least at the receiver side in a MIMO system. Channel estimation in MIMO systems is usually performed by transmitting orthogonal training sequences from different transmit antennas. The channel state information at the transmitter (CSIT) is more difficult to obtain. it is usually acquired by channel knowledge feedback from the receiver in the frequency-division duplexing (FDD) transmission mode or assuming channel reciprocity in time-division duplexing (TDD) transmission mode. Assuming perfect CSI at the receiver but no CSIT, the channel capacity of a deterministic MIMO channel is given by

\[
C = \log \det \left( I_N + \frac{P}{M \sigma^2} HH^H \right). \tag{2.5}
\]

where the capacity is achieved by transmitting \( M \) statistically independent and equal power data streams with Gaussian codebook at the transmit antennas. In a fast fading channel where the codeword length is much larger than the channel coherence interval, the capacity of the channel is replaced by the ergodic channel capacity

\[
C_{\text{erg}} = \mathbb{E} \left\{ \log \det \left( I_N + \frac{P}{M \sigma^2} HH^H \right) \right\}. \tag{2.6}
\]

where the expectation is taken with respective to the realizations of channel \( H \). For a MIMO channel with fixed number of receive antennas \( N \) and assuming each entry of the channel \( H \) to be i.i.d., we have the following

\[
\frac{1}{M} HH^H \to I_N, \quad \text{as } M \to \infty, \tag{2.7}
\]
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according to the law of large numbers [181]. Therefore the ergodic capacity of the fast fading channel approaches [30]

\[ C_{\text{erg}} \to N \log \left( 1 + \frac{P}{\sigma^2} \right), \quad \text{as } M \to \infty. \]  

(2.8)

This means that the ergodic capacity of the fast fading channel increases linearly with the number of receive antennas \( N \) for the fixed SNR when the number of transmit antennas \( M \) is asymptotically large. More precisely, if the receiver perfectly knows the channel, it was shown in [66, 224] that the ergodic capacity of the i.i.d. Rayleigh fading MIMO channel scales like \( \min(M, N) \log(P/\sigma^2) \) no matter the transmitter knows the channel or not. Compared to the SISO channel with the same SNR, i.e., \( P/\sigma^2 \), the ergodic capacity of the MIMO channel is about \( \min(M, N) \) times higher in high SNR regime.

When the channel \( H \) is perfectly known to both the transmitter and the receiver, the capacity of a deterministic MIMO channel can be expressed as

\[
C_{\text{CSIT}} = \max_{\text{tr}(\Omega) \leq M, \Omega \succeq 0} \log \det \left( I_N + \frac{P}{M\sigma^2} H\Omega H^H \right).
\]

(2.9)

where \( \Omega \succeq 0 \) means that \( \Omega \) is a positive semidefinite matrix. In this case, the MIMO channel capacity in (2.9) can be calculated as follows. Using singular value decomposition (SVD) method, the channel matrix can be written as

\[
H = U\Sigma V^H,
\]

(2.10)

where \( U \in \mathbb{C}^{N \times N} \) and \( V \in \mathbb{C}^{M \times M} \) are unitary matrices and \( \Sigma \in \mathbb{C}^{N \times M} \) is a diagonal matrix whose diagonal elements are made of the singular values of \( H \). We denote the rank of the channel matrix \( H \) as \( r \), where \( r \leq \min(M, N) \). The singular values of \( H \) are denoted as \( \sqrt{\lambda_i}, i = 1, 2, \ldots, r \). So the MIMO channel channel can be decoupled into \( r \) parallel single-input single-output (SISO) channels, and the channel capacity can be calculated as

\[
C_{\text{CSIT}} = \sum_{i=1}^r \log \left( 1 + \frac{P\gamma_i}{M\sigma^2\lambda_i} \right).
\]

(2.11)

\( \gamma_i \) reflects the transmit power allocation in the \( i \)th subchannel. The optimum power allocation in (2.11) can be calculated using the waterfilling algorithm [49], which is given by

\[
\gamma_i = \left( \mu - \frac{M\sigma^2}{P\lambda_i} \right)^+, \quad \text{for } i = 1, 2, \ldots, r
\]

(2.12)
where the function $(\cdot)^+$ is defined as

\[
(x)^+ = \begin{cases} 
  x & \text{if } x \geq 0 \\
  0 & \text{if } x < 0.
\end{cases}
\] 

(2.13)

$\mu$ is a constant that denotes the “waterlevel” so that the power allocation satisfies

\[
\sum_{i=1}^{r} \gamma_i = M. 
\] 

(2.14)

Compared to the channel capacity without CSIT $C$ in (2.5), the capacity gain of the perfect CSIT case in (2.11) is significant in low SNR regime but only marginal in high SNR regime. The ergodic capacity with and without CSIT for a MIMO system with $M = N = 4$ antennas in i.i.d. Rayleigh fading channels is shown in Fig. 2.4. With only average power constraints, a two-dimensional water-filling in both the temporal and spatial domains has been shown to be optimal in fast fading MIMO channels if the channel knowledge is available at both the transmitter and receiver sides [119, 211].
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(a) MIMO multiple access channel
(b) MIMO broadcast channel

Fig. 2.5: MIMO multiple access channel and MIMO broadcast channel.

2.1.4 Multiuser MIMO Channel

Multiuser communication refers to the scenario that multiple users simultaneously transmit (or receive) signals in the same frequency channel. It includes the multiple access scenario (many-to-one) and the broadcast scenario (one-to-many). The multiple access channel and the broadcast channel can respectively model the downlink and uplink transmission in cellular mobile communication systems. When some of the stations in the multiuser communication systems are equipped with multiple antennas, this channel model is called multiuser MIMO channel [77, 78, 150].

The MIMO multiple access channel is shown in Fig. 2.5(a). For a multiple access channel with multiple antennas, the input-output relation of the system can be described as

\[ y = \sum_{k=1}^{K} H_k s_k + n \]  \hspace{1cm} (2.15)

where the \( k \)th user is equipped with \( M^{(k)}_T \) antennas and the receiver has \( M_R \) antennas. \( H_k \in \mathbb{C}^{M_R \times M^{(k)}_T} \) denotes the channel from \( k \)th transmitter to the receiver. \( s_k \in \mathbb{C}^{M^{(k)}_T \times 1} \) is the transmit data symbol vector at user \( k \), and \( Q_k = E\{s_k s_k^H\} \) denotes the transmit covariance matrix at the \( k \)th user without normalization with respect to the transmit power. We require \( tr(Q_k) \leq P_k \) to satisfy the transmit power constraint \( P_k \) at the \( k \)th user. \( n \sim \mathcal{CN}(0, \sigma^2 I_{M_R}) \) is the AWGN vector at the receiver. Furthermore, we define \( H = [H_1, \cdots, H_K] \).

Assuming the channel \( H \) to be static and perfectly known at both the transmitters and the receiver, the capacity region of the Gaussian multiple access channel for the given transmit
power constraint \( P_1, \cdots, P_K \) can be expressed as [224, 271]

\[
C_{\text{MA}}(P_1, \cdots, P_K; H) = \bigcup_{Q_k \succeq 0, \text{tr}(Q_k) \leq P_k} \left\{ (R_1, \cdots, R_k) \mid \sum_{k \in S} R_k \leq \log \det \left( I_{M_R} + \sum_{k \in S} H_k Q_k H_k^H \right), \forall S \subseteq \{1, \cdots, K\} \right\}
\]

(2.16)

The corner points of the capacity region can be achieved by successive decoding, i.e., the receiver successively decodes users’ signals and subtracts the decoded signal from the received signal. The MIMO multiple access channel capacity region in (2.16) is convex can be calculated by using convex optimization methods.

A \( K \)-user broadcast channel is shown in Fig. 2.5(b). The transmitter has \( M_T \) antennas and the \( k \)th receiver is equipped with \( M_R^{(k)} \) antennas. Denoting the channel matrix between the transmitter and the user \( k \) as \( G_k \in \mathbb{C}^{M_R^{(k)} \times M_T} \), the received signal at the \( k \)th user is

\[
y_k = G_k s + n_k
\]

(2.17)

where \( s \in \mathbb{C}^{M_T \times 1} \) is the transmit vector at the transmitter, and \( \text{tr} \left( \mathbb{E} \{ ss^H \} \right) \leq P \) satisfies the transmit power constraint. \( n_k \sim \mathcal{CN}(0, I_{M_R^{(k)}}) \) is the AWGN at the receiver \( k \). Let \( \pi(\cdot) \) denote a permutation of the user indices \( 1, \cdots, K \) and let \( Q = [Q_1, \cdots, Q_K] \) denote a set of positive semidefinite covariance matrices with \( \text{tr}(Q_1 + \cdots + Q_K) \leq P \). The capacity region of the broadcast channel has been shown by Weingarten et al. [250] to be achievable by the DPC scheme [47]. For the given permutation \( \pi \) and the set of covariance matrices \( Q \), the following set of rate vectors is achievable

\[
R(\pi, Q) = (R_{\pi(1)}, \cdots, R_{\pi(K)})
\]

(2.18)

where

\[
R_{\pi(k)} = \log \frac{\det \left[ I + G_{\pi(k)} \left( \sum_{j \geq k} Q_{\pi(j)} \right) G_{\pi(k)}^H \right]}{\det \left[ I + G_{\pi(k)} \left( \sum_{j > k} Q_{\pi(j)} \right) G_{\pi(k)}^H \right]}, \quad k = 1, \cdots, K.
\]

(2.19)

We define \( G = [G_1^T, \cdots, G_K^T]^T \). Assuming the channel to be deterministic and perfect channel knowledge is available at both the transmitter and the receivers, the capacity region [250] \( C_{\text{BC}} \) is the convex hull of the union of all such rate vectors over all permutations and all
positive semidefinite covariance matrices satisfying the average power constraint $P$, i.e.,

$$
C_{BC}(P, G) = \text{conv} \left( \bigcup_{\pi, Q} \mathbb{R}(\pi, Q) \right).
$$

The transmit signal vector is $s = s_1 + \cdots + s_K$ using Gaussian codebooks, and the input covariance matrices are of the form $Q_k = E(s_k s_k^H)$. The DPC scheme implies that $s_1, \cdots, s_K$ are uncorrelated, and thus $\text{tr}(Q) = \text{tr}(Q_1 + \cdots + Q_K) \leq P$. The calculation of the MIMO broadcast channel capacity region is a non-convex optimization problem due to the rate region expression (2.19) and the necessity of considering the ordering $\pi(\cdot)$ of all different users.

The capacity region of the MIMO broadcast channel in (2.20) cannot be directly solved by convex optimization methods and it is much more difficult to be characterized than the MIMO multiple access channel capacity region (2.16). Fortunately, there exists a duality between the two capacity regions [241], which greatly simplifies the problem. The duality between the multiple access channel and the broadcast channel states that: the MIMO broadcast channel capacity region $C_{BC}(P, G)$ with power constraint $P$ and channel gain matrix $G$ is equal to the union of the capacity regions of the multiple access channel with channel gain matrix $G^H$, where the union is taken over all individual power constraints that sum to $P$. That is, we have

$$
C_{BC}(P; G) = \bigcup_{(P_1, \cdots, P_K) : \sum_{k=1}^K P_k = P} C_{MA}(P_1, \cdots, P_K; G^H)
$$

where $C_{BC}(P; G)$ and $C_{MA}(P_1, \cdots, P_K; G^H)$ are given in (2.20) and (2.16), respectively. The duality relation can convert the problem of determining the broadcast channel capacity region into the problem of determining its dual multiple access channel capacity region, which can be solved efficiently using convex optimization methods.

For a MIMO Gaussian broadcast channel with $M$ transmit antennas and $K$ users each with $N$ antennas, the sum rate of the system scales like $M \log \log(KN)$ for large $K$ if perfect channel knowledge is available at the transmitter (CSI is required at the receivers for decoding anyway) [210]. However, if the transmitter does not have the CSIT, the sum rate of the system in high SNR regime is approximately $\min(M, N) \log(\text{SNR})$, which is essentially the single-user capacity achievable in high SNR regime [75]. For systems with a large number of users, obtaining full channel knowledge at the transmitter may be infeasible. One solution that only requires limited feedback from the users is proposed by Sharif and Has-
sibi in [210]. Their scheme is to construct $M$ random orthogonal beams and transmit to users with the highest signal-to-interference-plus-noise ratios (SINRs), which dramatically reduces the feedback overhead of the full channel knowledge to only that of the SINRs. Furthermore, the authors showed that such a scheme achieves the same sum rate scaling as the perfect CSIT case for fixed $M$ and large $K$.

## 2.1.5 Multi-Antenna Communication Schemes

### 2.1.5.1 Single-User Transmission Schemes Without CSIT

Even with no CSIT, multi-antenna communication systems can achieve the multiplexing and diversity gains. Not only is this promised by the theoretical results such as capacity, but also has it been demonstrated by practical communication schemes.

Spatial multiplexing architectures were proposed to achieve the multiplexing gain. It requires both the transmitter and the receiver to be equipped with multiple antennas and the multi-dimensional signals are transmitted simultaneously on different spatial substreams. The most famous spatial multiplexing architecture is the BLAST architecture. The original diagonal layered space-time architecture was proposed in [65] and was later referred to as D-BLAST. In D-BLAST, the coding sequence was dispersed across the diagonals in space and time. Such a diagonally layered coding scheme can achieve the full $MN$ diversity promised by the MIMO channel with $M$ transmit antennas and $N$ receive antennas if combined with Gaussian codebooks and infinite block length. It can achieve the spatial multiplexing gain as well. However, the receiver structure of the D-BLAST architecture is complex for practical applications. In [67, 259], a less complex architecture, V-BLAST, was proposed. In the V-BLAST architecture, the transmitter simply demultiplexes independent data substreams onto the transmit antennas. No inter-substream coding is applied as done in the D-BLAST architecture. The V-BLAST architecture does not achieve the full diversity gain offered by the MIMO channel. However, the spatial multiplexing gain provided by the MIMO channel can be achieved with lower implementation complexity compared to the D-BLAST architecture.

Although the V-BLAST transmitter only needs to send independent data symbols on its transmit antennas, its receiver structure may have different complexity and may lead to different performance. The V-BLAST detector structures can be sorted as follows in the order of increasing complexity and usually better performance.

**Linear detectors** In MIMO communication systems, the main problem for the receiver is how to detect symbols in the presence of multi-stream interference. Linear detectors
are desirable due to its low complexity. However, for spatial multiplexing schemes like V-BLAST, linear detection usually leads to suboptimal performance. Linear detectors consist of the following two types:

- **Zero-forcing (ZF) detector**: If the channel matrix in (2.4) is nonsingular, the ZF detector that separates the multistream from the received signal is given by

\[
\hat{s}_{ZF} = H^\dagger y
\]  

where \( H^\dagger \) denotes the pseudo-inverse of the channel matrix \( H \). The ZF detector is simple, yet the noise enhancement causes large performance degradation compared to other detectors [82, 154, 253].

- **Minimum mean square error (MMSE) detector**: The MMSE detector tries to balance the multi-stream interference mitigation and noise enhancement by minimizing the total detection errors \( E\{\|\hat{s} - s\|^2\} \), where \( \hat{s} \) denotes the estimated symbol using linear operations. The MMSE detector is given by

\[
G_{\text{MMSE}} = \arg \min \limits_G E\{\|Gy - s\|^2\},
\]

and the detected data symbol can be expressed as

\[
\hat{s}_{\text{MMSE}} = \frac{P}{M} H^H \left( \sigma^2 I_N + \frac{P}{M} HH^H \right)^{-1} y
\]  

Compared to the ZF detector, the MMSE detector needs to estimate the noise variance \( \sigma^2 \) at the receiver. The MMSE detector has much better performance compared to the ZF detector in the low SNR regime [1]. In the high SNR regime, its performance approaches that of the ZF detector.

**Successive cancellation detector** The successive cancellation detector can be considered as a kind of decision-feedback detector, which has been proposed to be used in the BLAST architecture [76, 259]. Such detector starts decoding from the stream with the highest SINR using the ZF or MMSE algorithm. After a stream of symbols is decoded, it is subtracted from the received signals. The advantage comes from the inherent selection diversity in the ordered successive cancellation. An upper bound on the performance of such a detector is provided in [81].

**Maximum-likelihood (ML) detector** Assuming equally likely transmitted symbols, the optimum detector for the transmit symbol \( s \) in (2.4) is the ML detector, which is given by

\[
\hat{s} = \arg \min \limits_s \|y - Hs\|^2. 
\]

However, the decoding complexity of the ML detector grows exponentially with the number of transmit antennas \( M \). Sphere decoding

---
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algorithm [54, 244] was proposed to reduce the decoding complexity of ML detectors, which has worst-case exponential decoding complexity but expected polynomial decoding complexity. Soft-output sphere decoding algorithms generate not only the symbol decision but also the metrics. Its implementation can be found in [217].

**Iterative detector** Iterative MIMO detectors are usually combined with channel coding and use soft-input soft-output decoding algorithms [14]. In each iteration, the estimate of the data bits are refined [107, 202].

Space-time coding was proposed to achieve the transmit diversity gain of the channel. No channel knowledge is required at the transmitter. Redundancy is introduced by coding on both the spatial and the temporal dimensions. In fact, the orthogonal STBC maps different symbols onto orthogonal channels and only simple linear operation is required on the receiver side. The ML detector of orthogonal STBC symbols happens to be linear. Space-time codes that achieve the DMT were considered and proposed in [61, 223, 229, 268]. When there is no channel knowledge available at either side of the MIMO system, differential space-time codes [106, 111] can be applied for noncoherent communications.

### 2.1.5.2 Single-User Transmission Schemes With CSIT

It is generally more difficult to obtain channel knowledge at the transmitter than at the receiver side. In TDD systems, channel reciprocity can be assumed for the transmission channel. So the channel knowledge during reception can be used for the transmission if the coherence time is sufficiently long. Feedback of channel knowledge from the receiver is used for FDD systems to obtain CSIT.

Single-user transmission schemes with CSIT are usually considered for linear transceiver design [247]. One of the first transceiver structure in the presence of CSIT was considered in [266], where the design objective was the minimization of mean square error (MSE) at the receiver. Several linear transceiver structures with perfect CSI at both the transmitter and the receiver were proposed in [198]. All those structures convert the MIMO channel with memory into a set of parallel flat fading subchannels. The authors of [177] generalized the existing results by developing a unified framework by considering two families of objective functions that embrace a set of reasonable criteria to design a MIMO communication system: Schur-concave and Schur-convex functions. When the performance measure is a Schur-concave function, such as the mutual information and weighted arithmetic mean of the MSE at the receiver, the optimal transceiver structure diagonalizes the effective system
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channel. When the performance measure is a Schur-convex function, such as the maximization of the mean bit error rate (BER) with the same transmit constellation for each substream, or the maximization of the harmonic mean of the SNR, the optimal transceiver structure diagonalizes the effective system channel up to a rotational transformation at the transmitter side and uniformly distributes the transmitted symbols among the different substreams. When the performance measure is the average BER, the design of linear transceiver structures with different constellations at each substream was considered in [176], and the authors proposed to solve the problem via primal decomposition. Joint transceiver design that combines the geometric mean decomposition with either the conventional ZF V-BLAST decoder or the ZF dirty paper precoder as proposed in [121].

When only second order statistical channel knowledge is available at the transmitter, the authors of [114] proposed to transmit signals on the eigenmodes based on the statistical channel knowledge. The authors of [162] considered the scenario that only noisy or quantized version of the channel matrix is available at the transmitter, and proposed transceiver structures to optimize the SNR or the mutual information of the system. The proposed structures transmit different data streams through the eigenmodes with different power allocation. When the transmitter is aware of the uncertain region of CSIT, another design criterion is to maximize the worst-case performance according to some performance measure. Such a maxmin design philosophy is called robust optimization, and transceiver structures exploiting robust optimization can be found in [180, 245].

2.1.5.3 Multiuser MIMO Transmission Schemes

Multiuser MIMO transmission schemes are active research areas due to its important applications in real-world systems, especially cellular mobile communication systems. For example, the uplink transmission in cellular systems can be typical modeled as a multiple access channel, and the downlink transmission can be modeled as a broadcast channel. Although using multiple antennas at the receiver to improve the performance when there are multiple users has been known for a long time, the capacity-achieving transmission techniques for the downlink transmission with multiple antennas were newly found [75].

In the MIMO multiple access scenario, the system can be considered as a generalization of the single user MIMO transmission scheme where the channel matrix consists of all the channel gains from all the transmit antennas to the receiver and each user’s symbols can only be precoded by that user’s transmitter antennas. The multiple co-located receive antennas provide the degrees-of-freedom for spatial separation of the data streams transmitted by
those multiple transmitters. Linear transmitter and receiver structures for the MIMO multiple access channel have been considered in [206], where the authors assume that both the transmitters and the receiver are equipped with multiple antennas. The performance measure is the sum of MSE of all users in the system. The channel knowledge is assumed to be known at both the transmitters and the receiver, i.e., an error-free and low-delay feedback channel to each user is assumed to exist. The authors proposed algorithms to find the jointly optimum linear precoders at each transmitter and linear decoders at the receiver. They also investigated how the symbol rate should be chosen for each user with the optimum linear precoders.

Although multiple access transmission schemes do not require channel knowledge at transmitters in general, the availability of channel knowledge at the transmitter is vital for the broadcast transmission schemes. When the transmitter has enough antennas, linear precoding schemes can be applied at the transmitter. One of the simplest approaches is to pre-multiply the transmitted symbol vector by the inverse of the multiuser channel matrix. However, if the selected users are not sufficiently separable, this approach may result in inefficient use of transmit power, causing a large rate loss with respect to the optimum sum capacity solution. The reason is that while the sum capacity grows linearly with the minimum of the number of antennas and users, the sum rate of channel inversion does not. This poor performance is due to the large spread in the singular values of the channel matrix [185]. A generalization for the channel inversion scheme, known as the block diagonalization, was proposed in [215], which incorporates the power control for each user. The authors of [212, 213] studied the problem of transceiver design in MIMO broadcast systems with the MSE as the performance measure. In [212], the authors proposed transceiver structures that minimize the downlink sum-MSE of all users under a sum power constraint, and showed that this problem can be solved efficiently by exploiting a duality between the downlink and uplink MSE feasible regions. In [213], the authors addressed the transceiver design problem for MIMO broadcast channels to a broader category, which includes, for example, minimizing the total transmit power subject to per-user MSE requirements.

Nonlinear transceiver design schemes for MIMO broadcast channels have been proposed in [64, 105, 185]. The authors of [105, 185] introduced an encoding scheme to improve the condition of the multi-user channel inverse and maximize the SINR at the receivers by regularizing the channel inverse, i.e., the transmit signal is modified to

$$x = H^H( HH^H + \alpha I )^{-1}s$$  \hspace{1cm} (2.24)

where $\alpha$ is the regularization constant, and $s$ is the data symbol vector before precoding. \textbf{H}
is the multi-user channel matrix. After the regularization of the channel inverse, a certain perturbation of the data using a sphere encoder was performed to further reduce the power of the transmitted signal, which enables the proposed scheme to achieve near-capacity performance at all SNRs. Another nonlinear transceiver structure for MIMO broadcast channel is based on the nonlinear precoding scheme proposed by Tomlinson [227] and Harashima [91] for intersymbol interference equalization. The authors of [64, 252] proposed the transceiver structure applying the Tomlinson-Harashima precoding scheme for MIMO broadcast systems. The proposed structure moves the decision feedback equalizer (DFE) structure, which is usually located at the receiver side, to the transmitter side. Since the information symbols are perfectly known to the transmitter, the problem of error propagation in DFE systems is avoided. This nonlinear pre-equalization scheme outperforms linear precoding schemes that increases average transmit power. In [251], a precoding structure that fills the gap between the Tomlinson-Harashima precoding scheme and the sphere decoder based scheme [105, 185] was proposed based on lattice reduction, which improves the diversity gain compared to the Tomlinson-Harashima precoding scheme.

### 2.2 Relay Communication

Relay communication refers to the technology that the communication between the source and the destination is established or enhanced by one or more than one relays. The relays can be dedicated relay stations that are built to support the wireless link, or other mobile users that are selected to facilitate the data transmission from the source to the destination. Relay communication is also termed *cooperative communication*, which we use in this dissertation without distinction. From the network aspects, traditional wireless communication systems, e.g., cellular mobile communication networks, are centralized. There, the transmission scenarios are point-to-point (single user), one-to-many (broadcast) or many-to-one (multi-access), which can all be categorized as *single-hop transmission*. However, in relay communication, the transmission of information from the source to the destination consists of at least two-hops. This multi-hop transmission model makes the relay communication scenarios more versatile and the research on it more difficult. Although relay communication is still a young research topic, many important results have been achieved, which makes it a fertile field of research. We summarize the important relaying strategies and the state-of-the-art research results in this section.
Chapter 2 Overview of Modern Wireless Communication Systems

2.2.1 Development of Relay Communication

The first information theoretical study of relaying technique can be dated back to Van der Meulen in 1971 [234,235], where upper and lower bounds for a three-terminal relay channel were investigated. Here the source transmits information to both the relay and the destination. The received information at the relay is retransmitted to the destination. Inspired by the ALOHA system, Sato [197] also studied the relay channel in 1976. In 1979, Cover and El Gamal [48] significantly improved the upper and lower bounds proposed by Van der Meulen for such a relay channel, and they also considered various other scenarios, including relay channels with feedback from the destination and the relay. However, the capacity of the relay channel remains an open problem until now.

In the 1990s, the Third Generation Partnership Project (3GPP) Concept Group Epsilon proposed the concept of Opportunity Driven Multiple Access (ODMA) that aims to increase the range of high data rate services using relays for Universal Mobile Telecommunications System (UMTS) TDD transmission mode. Although ODMA was finally dropped in 1999 due to concerns over routing, complexity and signaling overhead, the research on relaying was revived at the beginning of the 21st century. In 2000, Gupta and Kumar studied the capacity of large-scale relay networks with randomly located but fixed nodes [87], where the neighboring nodes can assist the data transmission by forwarding the information to its destination. The authors proposed a new approach for research on network capacity, i.e., finding the scaling laws for networks with many nodes. They showed that as the number of nodes \( n \) increases in a fixed geographic area, the throughput per source-destination pair decreases approximately like \( 1/\sqrt{n} \). When mobility is introduced into the model and considering the scenario that users move independently around the network, Grossglauser and Tse [83] showed that the average long-term throughput per source-destination pair can be kept constant even as the number of nodes per unit area increases. This improvement is achieved by exploiting multiuser diversity via packet relaying. In [74], Gastpar considered the same physical model of a wireless network as [87] but under a different traffic pattern, where there is only one active source-destination pair and all other nodes act as relays to assist its transmission. They showed that as the number of nodes \( n \) in the network goes to infinity, the capacity of such a network behaves like \( O(\log n) \) bits per second. Recently, Ozgur [173] showed that the total capacity in the wireless network of [87] can scale linearly with the number of nodes \( n \) as \( n \) goes to infinity. The performance gain is achieved by using a hierarchical architecture and distributed space-time coding where different nodes exchange information to realize cooperation between them.

Seminal work that drew people’s attention on cooperative communication was the con-
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distribution by Sendonaris et al. [203–205]. In their work, the authors considered the uplink transmission scenario and proposed user cooperative strategies to improve its performance. In the proposed transmission strategies, each mobile user transmits its data to both the base station and another mobile user nearby, which helps to retransmit the data to the base station. That is, each mobile user acts both as a information source and as a relay. The authors showed that the achievable rate region can be increased by cooperation between the two transmitting users. Moreover, higher orders of diversity, i.e., cooperative diversity, can improve the stability of wireless links. Cooperative diversity was further analyzed by Laneman [134, 135]. In [134], the authors developed and analyzed some cooperative diversity protocols that combat fading induced by multipath propagations in wireless networks. They summarized the important relaying strategies, such as the amplify-and-forward (AF) and decode-and-forward (DF) relaying strategies. They also addressed the major problems for implementing practical relays, such as the half-duplex constraint. The distributed space-time coding schemes for cooperative wireless networks were proposed in [135], which generalized the space-time coding techniques for the point-to-point MIMO systems to distributed relay networks where each station is equipped with a single antenna. A summary of the distributed space-time coding schemes can be found in [146].

Capacity scaling laws in MIMO relay networks were discovered in [28], where multiple relays assist the transmission from a multi-antenna source to a multi-antenna destination. The authors showed that the point-to-point MIMO link capacity in high SNR can be achieved when the number of relays is asymptotically large. The authors of [256] proposed a multiuser zero-forcing (MUZF) scheme for relay networks with multiple source-destination pairs and multiple AF relays. Each node is equipped with a single antenna. The authors showed that the relay gain can be ingeniously chosen so that the multiuser interference can be perfectly canceled at the destinations nodes when the number of relay nodes is large.

2.2.2 Advantages and Challenges of Relay Communication

Relay communication can provide the benefits that traditional single-hop communication cannot achieve in many practical scenarios. Relay communication has drawn wide interests from both academia and industry [58]. For practical systems, we summarize the advantages of relay communication over single-hop communication as follows.

**Combating signal attenuation** The adverse effects of wireless channels include pathloss, shadowing and fading effects. The signal strength decays exponentially with the distance between the source and the destination. When the distance between the source
and destination is too large, the signal attenuation becomes too high due to pathloss, which makes it impossible for the source and destination to communicate. By placing relays between the source and the destination, the distance between the source and the relay and the distance between the relay and destination is shortened. As a result, the signal strength can be boosted a lot. Moreover, due to the signal strength improvement, the source can use higher modulation symbol alphabets to transmit more data in each channel use. In this way, relaying technology not only increases the coverage of the system, but also improves the data rate transmitted to the users.

**Combating shadowing effects** In large cities and hilly areas, tall buildings and mountains typically block signals transmitted from the source to the destination. Such effect is called *shadowing*. Relays provide another path to circumvent the obstruction. In those scenarios, relaying is maybe the only way to provide services in shadowing environments.

**Combating fading effects** The fading effects arise due to the multipath propagations that lead to the fluctuations in received signals. Diversity is an effective way to combat the signal fluctuation due to the fading effects. The *cooperative diversity* introduced by the cooperative communication brings higher link reliability to the users [204,205], where multiple independently faded signals from the source and the relay are combined at the destination.

**Low cost** Future cellular communication systems will move to higher frequency. As a result, the coverage of each cell will shrink a lot compared to present cellular communication systems. Building more base stations can be the solution, but the cost of building those base stations will be very high. A low-cost alternative will be building relays to extend the coverage of each cell. Thus relay communication provides low-cost solutions for future generation wireless communication systems.

**Infrastructure-less network** In traditional cellular networks, the whole system operation depends on the centralized control, e.g., from the base station. However, in military services or due to the disasters like earthquakes, infrastructure-less networks such as *ad hoc* networks are preferable. Such networks do not rely on a preexisting infrastructure such as dedicated routers or base stations. Instead, each node participates in the routing by forwarding data for other nodes. That is each node can act as a relay, and the choice of relay nodes are determined dynamically based on the network connectivity.

Despite all those benefits that may be available by incorporating cooperative communication into future wireless communication systems, there are also challenges for implementing cooperative communications. Those challenges include:
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Increased overhead Compared to point-to-point communication, the data in relay communication must traverse multiple links. Each link may introduce some overheads which must be considered in the implementation of relay communications. Such overheads include synchronization and channel estimation. Moreover, in some cooperative transmission schemes with multiple relays, each relay is also required to have the channel knowledge of other relays, i.e., global CSI of the system, which may require the relays to exchange CSI between them. The resource consumed by CSI exchange is usually not negligible.

Resource consumption Cooperative communication requires extra links between mobile users to be established. This requires extra resource consumption, which may include power (indicated by the battery life), frequency and time resources.

Increased interference and traffic In cooperative communications, each mobile user sends its data first to its neighboring user. This may cause interference to other users. Furthermore, sending data to the destination via relays leads to increased traffic for the whole system.

Spectral efficiency loss The major problem of current relays is that they cannot transmit and receive data using the same time-frequency channel. This half-duplex constraint leads to the spectral efficiency loss compared to direct transmissions. The two-way relaying protocol to be discussed in Section 2.3 was proposed as a solution to make up for the spectral efficiency loss.

2.2.3 Basic Relaying System Model

A basic relaying system setup is depicted in Fig. 2.6. The source and destination can be mobile users or one of them can be the base station for cellular systems. A wireless station’s
transmit signal is typically 100-150dB above its received signal and it is difficult to have sufficient electrical isolation between the transmit and receive circuitry up to now. Technologies for designing electronic circuits with duplex isolation, which enables simultaneous two-way information transfer over a common radio channel, are under research [43, 270]. However, current limitations in radio implementation make it difficult for wireless stations to achieve full-duplex communication, i.e., transmitting and receiving signals at the same time using the same frequency channel [134]. Such a constraint is called the half-duplex constraint, and orthogonal channels are required for the transmission and reception at wireless stations. In practice, the transmit and receive signals are usually separated in time (time-division duplexing, TDD) or in frequency (frequency-division duplexing, FDD).

For simplicity, we assume the two-hop transmission is separated in time, i.e., in time division multiple access (TDMA) fashion. We just consider half-duplex operations as depicted in Fig. 2.7, and assume equal time allocation for the two time slots and each node is equipped with a single antenna. In the first time slot $n$, the source sends its signal $x_s[n]$. For a flat fading channel, the received signal at the relay and the destination can be expressed as

$$y_r[n] = h_{s,r}x_s[n] + z_r[n],$$

$$y_d[n] = h_{s,d}x_s[n] + z_d[n],$$

(2.25)

where $y_r[n]$ and $y_d[n]$ are the relay and destination received signals, respectively. In the second time slot $n + 1$, the source keeps silent, while the relay transmits signal $x_r[n + 1]$ to the destination.

$$y_d[n + 1] = h_{r,d}x_r[n + 1] + z_d[n + 1],$$

(2.26)

where $y_d[n + 1]$ denotes the received signal at the destination in the time slot $n + 1$. In the above equations, $h_{i,j}$ is the channel coefficient between the transmitter and receiver and $z_j$ is the additive noise at the receiver, where $i \in \{s, r\}$ and $j \in \{r, d\}$. For Rayleigh fading channel, we can model $z_j$ as independent $CN(0, N_0)$ random variables, where $N_0$ denotes the noise variance.
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2.2.4 Relaying Strategies

Relaying strategies refer to the processing schemes at the relay, i.e., how \( x_{r}[n+1] \) in (2.26) is generated at the relay. Different relaying strategies have different implementation complexities and lead to different performance at the destination. The following relaying schemes are the most commonly used processing strategies at present-day relays.

2.2.4.1 Amplify-and-Forward

The amplify-and-forward (AF) relays resemble the traditional analog relays, which transmit an amplified version of the previously received signal, i.e. [134]

\[
x_{r}[n+1] = \beta y_{r}[n],
\]

(2.27)

with the power constraint

\[
\beta \leq \sqrt{\frac{P_{k}}{|h_{s,r}|^2 P_{S} + N_{0}}},
\]

(2.28)

where \( P_{S} \) and \( P_{k} \) are the transmit power constraints for the source and the relay, respectively. In order to achieve the highest capacity available, the amplification factor \( \beta \) in (2.28) should be met with equality. Since the destination receives the same information from the source and the relay at different time slots, the two versions of the received signal can be decoded using the maximum-ratio combining technique at the destination. This leads to low-complexity relay transceivers and lower processing power consumption since there is no need of signal processing for the decoding procedures. Moreover, AF relays are transparent to adaptive modulation techniques which may be employed by the source.

Assuming that equal time is allocated for the two relaying phases as shown in Fig. 2.7, the maximum average mutual information and the outage behavior has been analyzed in [134]. The result shows that the outage probability declines proportional to \( \text{SNR}^{-2} \) at high SNR. Thus AF relaying achieves full second order diversity for the considered system in Fig. 2.6.

One of the most important question for AF relaying is how to choose the relaying function. For fading channels, when the CSI is available at the relay, the gain allocation (2.28) was proposed in [134], and the average BER and outage probability analysis for some modulation schemes in a two-hop AF relaying system without the direct link has been considered in [93, 94] over frequency flat Rayleigh-fading channels. A fixed gain allocation in such a system, which benefits from the knowledge of the first hop’s average fading power, was
proposed in [95]. Such a fixed gain allocation AF scheme requires less channel knowledge and has lower complexity since it does not change the gain allocation in the process of fading.

The gain allocation in (2.28) calculates the gain allocation based on the average received power of the signal. A gain allocation scheme that is based on the received signal itself was proposed in [7]. The considered scenario is a two-hop relaying system without the direct link. The channel model is AWGN and the modulation scheme is binary phase-shift keying (BPSK). The system is uncoded and memoryless, i.e., during each relay transmission, the signal transmitted by the relay only depends on its last received symbol. The authors showed that the optimal amplification function is a Lambert W function whose parameters vary with the noise variance and the input signal. Here the objective is to minimize the average probability of detection error. Furthermore, they showed that for low SNR regimes, the optimal amplification function resembles a hard limiter, and for high SNR regimes it resembles an linear amplifier. A similar problem was considered in [80], where the two-hop channel remains memoryless but the objective is to maximize the SNR at the destination. Both the single relay case and the multi-relay case are considered.

The basic relaying system where each node is equipped with a single antenna as shown in Fig. 2.6 was considered in [159], and the authors unified previous results on the protocols of such a system. Three different TDMA-based cooperative protocols that vary the degree of broadcasting and receive collision were proposed. The three protocols that the authors considered are depicted in Table 2.1. For each protocol, the authors study the ergodic and outage capacity behavior assuming Gaussian code books under the AF and DF modes of relaying. The authors analyzed the spatial diversity performance of the various protocols and find that the full spatial diversity (second-order in this case) is achieved by certain protocols provided that appropriate power control is employed. The authors also discussed the distributed space-time code design for fading relay channels operating in the AF mode. They showed that the corresponding code design criteria consist of the traditional rank and determinant criteria for the case of collocated antennas, as well as appropriate power control rules. For the AF mode, the comparison of mutual information in different scheme is

\[
I_{\text{I}}^{\text{AF}} \geq I_{\text{II}}^{\text{AF}} \geq I_{\text{III}}^{\text{AF}}.
\]

(2.29)

Protocol I is the only protocol that can realize a multiplexing gain in the classical sense and, hence, recover (to a certain extent) from this 50% loss in spectral efficiency due to the half-duplex constraint. All the three schemes can achieve full second order diversity for single antenna nodes if power control is applied.
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Table 2.1: Three different TDMA-based protocols. S, R, and, D stand for the source, relay, and destination terminals, respectively. A → B signifies the transmission from terminal A to terminal B.

<table>
<thead>
<tr>
<th>Time slot/Protocol</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S → R, D</td>
<td>S → R, D</td>
<td>S → R</td>
</tr>
<tr>
<td>2</td>
<td>S → D, R → D</td>
<td>R → D</td>
<td>S → D, R → D</td>
</tr>
</tbody>
</table>

The relay linear processing schemes in MIMO AF relaying systems were considered in [158, 219]. The authors proposed the relay linear processing scheme to maximize the mutual information between the source and destination using MIMO transmission with channel knowledge at the relays. Three different levels of CSI can be considered at the relay station:

- only first hop channel knowledge, i.e., between the source and the relay;
- first hop channel and second hop channel knowledge, i.e., between relay and destination;
- the CSI in the whole system, including the first and second hop channels and also the direct channel between source and destination.

The optimum linear processing matrix at the relay turns out to diagonalize the equivalent channels from the source to the destination, and the gain allocation on each subchannel is chosen according to the waterfilling technique.

A power allocation scheme for AF MIMO-OFDM was proposed in [89]. The authors proposed power allocation schemes over the subchannels in frequency and space domain to maximize the instantaneous rate of this link if channel state information at the transmitter (CSIT) is available. Furthermore, a heuristic scheme was proposed that pairs the subcarriers in the first and second hop channels in OFDM systems.

2.2.4.2 Decode-and-Forward

Although the AF relaying scheme is simple to implement, it forwards the signal as well as the noise to the destination and may be subject to noise enhancement. The decode-and-forward (DF) scheme tries to regenerate the data information at the relay and forwards a “clean” version of the data to the destination. Error-detecting codes, such as cyclic redundancy check (CRC) codes, and error-correcting codes, such as turbo codes, are usually applied in the DF relaying systems to detect and correct the errors in the received data at the relay. Compared to the AF schemes, decoding the channel codes at the relay is a distinct characteristic of the DF schemes.
The DF scheme was one of the first relaying strategy applied in the user cooperation scenario [204, 205], where the authors considered an uplink transmission scenario as shown in Fig. 2.8. Here the two terminal $T_1$ and $T_2$ represent two independent mobile users that both have their own data to be transmitted to the base station. The two terminals considered in [204,205] are full-duplex, i.e., they can transmit and receive signals in the same frequency channel simultaneously. Each terminal splits its transmit information into two parts: the first part is to be sent directly to the base station and the second part is to be sent to the base station via the other terminal. The power allocation of the two parts of signals enables the other terminal to perfectly decode the second part of the signal. Due to the broadcast nature of wireless channels, each terminal overhears the transmit signal when the other terminal transmits. The authors showed that, even though the interuser channel is noisy, cooperation leads to an increase in the ergodic achievable rate region for both users.

Actually the user cooperation scenario considered in Fig. 2.8 can be decomposed into the basic relaying system model as shown in Fig. 2.6, where the only difference is that each terminal act both as a source of information and as a relay. The achievable diversity gain of DF relaying strategies was calculated in [134], where the basic relaying system model as shown in Fig. 2.6 was considered. Since the data symbol from the source is transmitted from the source and the relay, people may expect to achieve second-order diversity in DF schemes. However, by analyzing the outage probabilities, the results in [134] showed that such DF relaying strategy does not offer diversity gain for large SNR if we require the relay to fully decode the source message. The outage probability can only decay proportionally to $\text{SNR}^{-1}$ at high SNR. This is because the channel between the source and the relay limits the performance for the whole system. In order to overcome the limitations, the authors also
proposed *selection relaying* and *incremental relaying* which can be used with either AF or DF relays:

- In selection relaying, the source retransmits in the second time slot if the source-relay path falls below a certain threshold. It is an adaptive version of relay transmission which falls back to direct transmission if the relay cannot decode.

- In incremental relaying, the destination sends feedbacks to the source and the relay upon receiving the symbol from the source in the first time slot. If the destination can correctly decode the received symbol in the first time slot, the source can directly transmit the next message and no relaying is required.

Combined with selection relaying or incremental relaying, the authors showed that DF relaying can achieve the full diversity (second-order diversity in this case).

*Coded cooperation* [112, 113, 167, 216] utilizes channel coding for user cooperation. It can be considered as a practical way of using channel coding to implement the selection DF relaying strategy. In this scheme, the data from the source is divided into two parts: the first part is a punctured convolutional code which is a valid code in itself; the second part consists of parity bits that can form a stronger code with the first part. The source transmits the first part of the code. Upon reception, the relay decodes that part and checks the CRC code. If the CRC code is correct, the relay forms the second part (parity bits) and transmits it to the destination. Otherwise the second part will not be transmitted by the relay, i.e., the user resorts to the noncooperative mode. The parity bits can be considered as incremental redundancy. Furthermore, whether or not to choose the relaying mode is automatically managed through channel coding instead of the feedback. It has been shown that coded cooperation is also capable of achieving the full diversity provided by user cooperation. Based on the idea of coded cooperation, a *space-time coded cooperation* scheme was proposed in [117], where each user transmits his own as well as his partner’s second set of parity bits by splitting the available power and utilizing space-time codes upon successful decoding of the first part. The analysis and simulation show that the space-time coded cooperation scheme allows the users to capture better space-time diversity in fast fading, compared to the original coded cooperation scheme.

Instead of forwarding the parity bits, the authors of [17, 144] proposed to forward the soft reliability information obtained at the relay to the destination, i.e., *soft information relaying*. In traditional DF relaying strategies, the relay retransmits the hard decision of the decoded data bits. Thus the reliability information obtained in the relay decoding process is lost. When the channel quality between the source and the relay is poor, the relay may
be unable to do perfect decoding and the hard decisions at the relay may be incorrect. In order to overcome this drawback, the authors of [144] proposed to first calculate the a posteriori probabilities (APPs) of the information symbols at the relay. Based on the APPs of the information symbols, the relay calculates the parity symbol soft estimates of the source information and then forwards them to the destination. By observing that the AF scheme with binary inputs can be viewed as a way of forwarding soft reliability information without utilizing channel codes, the authors of [17] proposed the “decode-amplify-forward” (DAF) scheme, which combines the merits of AF and DF by having the relay perform soft decoding and forward the reliability information. A hybrid scheme of DAF and coded cooperation is implemented through simple time-sharing in [17]. The soft information relaying scheme achieves better performance compared to the AF and the traditional DF relaying schemes.

Applying the idea of turbo coding in relaying systems was proposed in [278], which is called “distributed turbo codes”. The idea is that the relay forwards to the destination a re-interleaved version of the convolutional code from the source upon successful decoding the messages. The destination receives two sets of convolutional codes, one from the source and one from the relay. The two sets of codes are encoded from the same information bits and interleaved by different interleavers, which can be combined and decoded using the turbo decoding principle. It has been shown that such a coding strategy performs close to the theoretical outage probability bound of a relay channel. Similarly, LDPC codes can also be integrated into the relay transmission systems [37], which are shown to be able to approach the theoretical limit of the relay channel.

Another scheme trying to combine the merits of AF and DF relaying was proposed in [143], where the authors considered a system with multiple relays. The relays that fail to decode the message from the source resort to the AF scheme, and only those relays who correctly decode the transmitted data from the source use the DF scheme to forward the data to the destination. The received signals at the destination from all the relays are combined into one signal to recover the source information. This adaptive relaying protocol outperforms the pure AF and DF relaying schemes, and it was shown that the performance gain grows as the number of relays increases.

### 2.2.4.3 Demodulate-and-Forward

The *demodulate-and-forward* (DemF) scheme is a simpler relaying strategy compared to the DF scheme in that the DemF scheme does not perform channel decoding at the relay. On the other hand, DemF tries to avoid noise amplification, which is the main problem in
the AF scheme, by demodulating the received signals on a symbol-by-symbol basis. The demodulated signals at the relay are remodulated to form the transmit symbols. When the same modulation scheme is applied at the source and the relay, the destination can coherently combine the received signals from the source and the relay. In [249], the authors considered a system consisting of a single source-destination pair with a single or multiple relays. A weighted coherent combiner at the destination was proposed, where the weights take into account the detection errors at the relays. The authors showed that the proposed scheme achieves the maximum possible diversity of the system. The authors of [42] considered a similar system setup, and proposed demodulators with piecewise-linear combining as an approximation of the nonlinear ML detectors for coherent and noncoherent detection. The proposed scheme achieves better diversity gains than the DF strategy, but loses about half of the diversity gains compared to the AF strategy.

2.2.4.4 Compress-and-Forward

The compress-and-forward (CF) relaying strategy allows the relay station to quantize the received signal from the source node and to forward it to the destination without decoding the signal [131]. In the CF relaying strategy, Wyner-Ziv coding [49] can be used for optimal compression. The CF relaying strategy is compared with the DF relaying strategy from the information theoretical aspects in [131]. The authors considered the coding strategies of the DF and CF relaying strategies for full-duplex relays with the basic system setup as shown in Fig. 2.6. For the CF relaying strategy, coding schemes that take advantage of the statistical dependence between the channel outputs of the relay and the destination are proposed. It was shown that the DF strategy is useful for relays that are close to the source and the CF strategy is useful for relays that are close to the destination.

2.2.5 Relaying Networks

The basic relaying system setup is only a building block for larger wireless networks. The Relaying network can comprise of multiple users and multiple relays, and it may have complicated structures. We summarize the important research results on relaying networks in this section.
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2.2.5.1 Multiple Relays

In a dense wireless network, multiple relays are usually available to facilitate the data transmission from the source to the destination. Those relays altogether resemble a "virtual" antenna array. Since all the data that the relays forward to the destination come from the same source, space-time codes designed for multi-antenna systems can be applied to obtain diversity gain. Applying space-time codes in the relaying scenario is usually referred to as distributed space-time coding.

A distributed space-time coding scheme was proposed in [135] based on the orthogonal STBC. The authors considered DF relays and require the relays to fully decode the source message. In this scheme, different relays transmit different columns of the STBC code matrix. Absence of an antenna corresponds to deletion of a column in the matrix, which is analogous to that antenna experiencing a deep fade. However, the columns still remain orthogonal, which allows the code to maintain its residual diversity benefits. The authors showed that the proposed distributed space-time coding scheme achieves full spatial diversity in the number of cooperating terminals, not just the number of decoding relays, and has higher spectral efficiencies than repetition-based schemes.

Another distributed space-time coding scheme was proposed in [124], where the relay nodes encode their received signals into a distributed linear dispersion code, and then transmit the coded signals to the receive node. The authors showed that the diversity $d$ of the system behaves as

$$d = \min(T, R) \left( 1 - \frac{\log \log P}{\log P} \right),$$

(2.30)

where $T$ is the coherence interval, $R$ is the number of relay nodes, and $P$ is the total transmit power. When $T \geq R$ and the average total transmit power is very high ($P \gg \log P$), the relay network has almost the same diversity as a multiple-antenna system with $R$ transmit antennas, which is the same as assuming that the $R$ relay nodes can fully cooperate and have full knowledge of the transmitted signal. Furthermore, the optimal power allocation of the system is analyzed when there is a fixed total transmit power constraint across the entire network. Besides distributed space-time block codes, distributed STTC were discussed in [272].

In addition to achieving the diversity gain, another usage of using multiple cooperative relays is to improve the capacity in a rank-deficient MIMO channel [191, 257]. It is known that full spatial multiplexing gain in a MIMO channel is achieved only when the channel has full rank. When there are not enough scatterers to provide a rich scattering environment, the MIMO channel will be rank-deficient and suffers from a loss in capacity. The authors
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of [257] proposed the idea of using multiple single antenna AF relays as active scatterers for the MIMO channel, and showed that the full spatial multiplexing gain is achievable when a sufficient number of relays are available to act as active scatterers.

Multi-antenna relay networks were considered in [19], where multiple AF relays assist the communication between a single source-destination pair. Here all stations are equipped with multiple antennas and inter-relay cooperation is allowed. Under the ZF criterion and the MMSE criterion, the authors proposed schemes to maximize the SNR at the destination subject to certain power constraints.

The channel estimation is another important issue in relaying networks. The authors of [71] considered the channel estimation in a relaying network with a single source-destination pair and multiple AF relays. Each node is equipped with a single antenna. The proposed scheme estimates the overall channel from the source to the destination where each relay node is subject to its individual power constraint. The linear least-square estimators and the MMSE estimator, together with their optimal training sequences, are proposed for the considered relaying network. The DF relaying network with the same setup has been considered in [72], where the ML and the MMSE channel estimators as well as their optimal training sequence design have been studied.

2.2.5.2 Multiple Users

Multiuser relay networks utilize relays to assist the communication between multiple source-destination pairs. The research of multiuser relay networks is related to the interference channel in information theory, where multiple sources transmit information to multiple destinations in the same channel. The capacity region of the interference channel is still an open problem until now.

In the research of multiuser relay networks, the authors of [115] established the duality between the multiple access and broadcast relaying channels with two users and AF relays. In a multiuser multi-access relay channel, more than one user transmits data to a common destination with the help of relays as shown in Fig. 2.9(a); in a multiuser broadcast relay channel, a common source transmits its data to different destinations as shown in Fig. 2.9(b). The sum power constraints are applied on the transmitting user(s) and the relays separately. Under this assumption, the achievable rate region of the multi-access relay channel with a sum source power constraint \( P_1 + P_2 = P \) and sum relay power constraint \( P_R \) in Fig. 2.9(a) is shown to be identical to the achievable rate region of the broadcast relay channel with transmit power constraint \( P_R \) and a sum relay power constraint \( P \) as shown in Fig. 2.9(b).
This shows that the two channel models in Fig. 2.9 are dual, and the achievable rate region of the broadcast relay channel can be thus characterized by determining its dual multi-access relay channel. The duality also holds for multi-hop relay channels and networks with multi-antenna nodes [79].

A multiuser zero-forcing relaying scheme was proposed in [256, 258], where multiple source nodes transmit data to their corresponding destination nodes via multiple AF relaying nodes. Each node is equipped with a single antenna. The authors proposed the gain allocations at the relays such that each destination node only receives the data symbol from its intended source node, and the inter-user interferences are canceled by those AF relays. Assuming there are $N$ source-destination pairs, the authors showed that at least $N_R = N(N-1)$ AF relays are required to perform this zero-forcing relaying. Multiuser zero-forcing relaying achieves distributed spatial multiplexing gain via AF relays, and this scheme has been extended into the multiuser MMSE relaying scheme in [21].
2.2.5.3 Resource Allocations

Considering a cellular network with many users, the design of such a network from a system point of view becomes challenging. The design of the system includes the optimal allocation of physical-layer resources, such as power and frequency subcarriers for each user, the optimal choice of relays and the optimal relaying strategies. The optimization of all those parameters should take into account the channel realizations and the user traffic. Joint optimization of all those parameters may sound impossible. However, it was shown in [165] that the resource allocation problem can be solved if a central unit has perfect knowledge of each link’s channel conditional and user traffic. The system considered in [165] is a cellular orthogonal frequency-division multiple access (OFDMA) mobile network with one base station and many users where each user can also act as a relay to forward the data to its neighbors. The network operates in a frequency-selective slow-fading environment, and the choices of relaying strategies are AF and DF. The authors proposed a centralized utility maximization framework for the optimization of the physical-layer parameters, the choice of relays and the relaying strategies. The solution is obtained by first decomposing the Lagrangian dual of the original problem into the application-layer and physical-layer subproblems, and then solving the subproblems separately.

Another cross-layer resource allocation framework for cooperative networks was proposed in [44], where an energy-constrained cooperative network is considered. The objective is to guarantee the lifetime of each node to be equal to a target lifetime and let each node efficiently utilize its available energy to optimize its performance such as throughput and outage probability. This work considers the physical and network layers jointly. It is found that the fairness and energy constraint cannot be satisfied simultaneously if each node uses a fixed set of relays. The authors proposed a multi-state cooperation methodology to solve the problem, where the energy is allocated among the nodes state-by-state via a geometric and network decomposition approach. Given the energy allocation, the duration of each state is then optimized so as to maximize the nodes utility. It is shown that the proposed framework will not only guarantee fairness, but will also provide significant throughput and diversity gain over conventional cooperation schemes.

2.2.5.4 Capacity Scaling Laws

After the seminal work [87], the research on the network capacity scaling law became a hot research topic. The capacity scaling law in MIMO relaying networks can be found in [28]. In the considered network, a source terminal communicates with a destination terminal, with the
help of $K$ relay terminals using a half-duplex protocol. Both the source and the destination are equipped with $M$ antennas, and each relay has $N$ antennas. When perfect CSI is available at the destination and the relays, the network capacity $C$ scales like

$$C \sim \frac{M \log K}{2}, \quad \text{as } K \to \infty$$

(2.31) for fixed $M$ and arbitrary, but fixed, $N$. This is accomplished by simply matched filtering at the relays. When the relays do not have CSI, the authors showed that the simple AF scheme turns the relay network into a point-to-point MIMO link in the high SNR regime, i.e., $C \sim (M/2) \log(SNR)$, as $K \to \infty$ and for fixed $M$ and $N$. This shows that the AF relays can act as active scatterers to recover spatial multiplexing gain in poor scattering environments.

### 2.2.6 Testbeds for Relay Communication

As a burgeoning area of research, industry soon realized the importance of deploying relays in cellular networks. Up to now, the following testbed are under development or becoming mature.

**EASY-C Testbed in Dresden** The research project EASY-C (Enablers for Ambient Services and Systems, Part C) is supported by the German Federal Ministry for Education and Research, and it is jointly led by Deutsche Telekom and Vodafone. Multi-cell joint signal processing as well as cooperative relaying techniques are the major research topics in this project. Those techniques are expected to provide significant improvement of user experience at the cell-edges, i.e., providing enhanced spectral efficiency and fairness in cellular systems. The testbed in Dresden, Germany, is run by the Vodafone Chair in Dresden University of Technology. In the final stage, the testbed will comprise of 10 sites with a total of 28 cells. The backhaul between the sites is built through low latency microwave links. Those links are operating in the 5 GHz frequency band and have a maximum throughput of 300 Mbit/s. This testbed will be operated in frequency division duplex (FDD) mode [118].

**Berlin LTE-Advanced Testbed** This testbed was set up by the Heinrich-Hertz-Institut in Berlin, and it is also part of the research project EASY-C. One study item of the testbed for LTE-Advanced is to enhance existing LTE networks by deploying DF relays. The testbed is being established with 3 sites and a total of 6 cells, where the focus is on testing applications that are enabled or improved through multi-cell joint signal processing. The sites are connected through both fiber-optic cables and laser links [254].
By indoor and outdoor field measurements using this testbed, researchers have demonstrated that relaying can have high impact on the coverage and the capacity in cellular systems.

**Nokia Siemens Networks LTE Relay Testbed** This testbed is built up by Nokia Siemens Networks and it operates in FDD mode. The system comprises of an LTE system supporting MIMO transmission with two transmit and two receive antennas, together with a relay station. The relaying station operates in-band, which means that the relay station inserted in the network does not need an external data backhaul. It is connected to the nearest base station by using radio resources within the operating frequency band of the base station itself. The relay station act as if it was the base station towards the user terminal, and the system offers the full functionality of LTE. The demonstration using this testbed showed that the performance at the cell edge could be increased up to 50% of the peak throughput.

**RACooN Lab in ETH Zurich** The Radio Access with Cooperative Nodes (RACooN) lab is a mobile simulation testbed at the Wireless Communications Group in ETH Zurich. It was set up to investigate the behavior of different transceiver schemes, including cooperative relaying. The whole testbed consists of ten single antenna relay nodes which can be combined arbitrarily, which makes RACooN an extremely adaptive and highly flexible laboratory. The operation band of the RACooN Laboratory lies between 5.1 GHz and 5.9 GHz. 34 MHz of feasible baseband user bandwidth (30 MHz with equalized phase response) corresponds to a passband user bandwidth of 68 MHz (60 MHz with equalized phase response). The carrier frequency can be set in steps of 1 MHz. The RACooN Lab has successfully demonstrated relaying transmission schemes, such as the multiuser ZF relaying [22].

### 2.3 Two-Way Relay Communication

Two-way relay communication can be considered as a sub-branch of relay communication. It comprises of the same system setup as conventional relay networks, with the only difference that it employs the two-way relaying protocols. The two-way relaying protocol distinguishes itself from conventional relay protocols by considering bidirectional information flows in the process of relaying. The bidirectional data traffic is prevalent in modern wireless communication systems. For example, there are both downlink data and uplink data transmissions in cellular mobile communication systems. Surprisingly, this simple introduction of a new
ingredient brings significant benefits into relay communication. It provides a solution for the long-standing problem of the spectral efficiency loss due to the application of half-duplex relays. Today two-way relay communication has become an important research topic for both academia and industry. Sometimes two-way relay communication is also termed bidirectional relaying, and the traditional relay communication with unidirectional information flow is called one-way relaying or unidirectional relaying.

### 2.3.1 Development of Two-Way Relay Communication

The original study of the two-way communication problem can be traced back to Shannon’s work [209] in 1961. Interestingly, in retrospect, Shannon’s work in 1961 already considered an AND channel and an OR channel, which are very similar to the two-way relay channel with network coding nowadays. At the beginning of the 21st century, interests in cooperative communication and relaying systems begin to boom due to its connections to distributed MIMO and its promise to achieve coverage extension of cellular networks with low costs [174]. However, although full-duplex relays are under research, most of present-day relays are still half-duplex, i.e., they cannot transmit and receive signals using the same temporal-spectral channel due to the insufficient isolation between the transmit and receive circuitry [134]. Such half-duplex signaling requires two channel uses in two-hop networks. It causes a substantial loss in the spectral efficiency due to the pre-log factor $1/2$ in the corresponding capacity expressions. This problem pestered the research community for a long time, and researchers proposed schemes, e.g., spatial reuse of the relaying time slot as in [110, 157], to improve the spectral efficiency in relaying systems. However, those solutions are based on specific system setups. In 2005–2007, Rankov and Wittneben proposed two spectrally efficient relaying protocols, i.e., the two-path relaying protocol and the two-way relaying protocol, and summarized them in [193]. The two-path relaying protocol considers the unidirectional transmission, where two relays alternatively forward messages from a source terminal to a destination terminal. In contrast, the two-way relaying protocol considers the bidirectional data transmission and does not need to introduce additional relays into the system. Here the bidirectional data transmission means that two wireless stations exchange data via another relay station. This can be considered as, e.g., the base station communicates with a mobile user via a dedicated relay in a cellular system, or two mobile clients transmit data to each other via the access point in a WLAN. The two-way relaying protocol combines the traditional “uplink” and “downlink” data transmission together by ingeniously mixing the data from different sources at the relay. While traditional relaying protocols require four phases (in time or frequency) to achieve bidirectional communication
between the two stations, the two-way relaying protocol only needs two phases, namely, the multiple access (MAC) phase and the broadcast (BRC) phase.

Shortly after the proposal of the two-way relaying protocol, its connection to network coding was observed. Originally proposed by Ahlswede et al. for improving the throughput in multicast scenarios, network coding was traditionally considered as a research topic for computer and wireline communications since it operates on discrete finite fields [10]. One of the most famous example of network coding is the butterfly network as shown in Fig. 2.10. Two source nodes at the top of the figure want to send data bits $c_A$ and $c_B$ to the two destination nodes at the bottom of the figure. Each edge can only transmit a single data bit in each transmission. In network coding, the central line combines the data bits $c_A$ and $c_B$ and transmits the combined value $c_A \oplus c_B$ to the two destination nodes. Since the two destination nodes also receive $c_A$ and $c_B$ from the two sources respectively, they can subtract the known data bits from $c_A \oplus c_B$ and get the value of $c_B$ and $c_A$, respectively. This method is better than conventional routing, where the central nodes have to send the data bit $c_A$ and $c_B$ separately to the two destination nodes. It was shown in [88, 136] that network coding can be integrated into two-way relaying to achieve good performance. Actually, the broadcast nature of wireless channels is more suitable for network coding than wireline channels. Two-way relaying with network coding shows a good example of cross layer design that connects the physical
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(a) Asymmetric channel conditions

(b) Asymmetric data traffic

Fig. 2.11: Asymmetric channel conditions and asymmetric data traffic

layer (PHY) and the data link layer. Such observation brings new insights into the research of both relay communication and network coding. Nowadays, the idea of two-way relaying has been generalized to many other research areas or scenarios beyond the originally considered ones, such as secret communication [101] and uplink cooperative transmission [39].

2.3.2 Advantages and Challenges of Two-Way Relay Communication

The main advantage of applying the two-way relaying protocol in relaying networks is the improvement of the spectral efficiency. The bidirectional data transmission in a two-way relaying system is performed simultaneously. Even though the data transmission in each direction still requires two channel uses, the sum rate of the network is significantly boosted by the two-way relaying protocol due to the concurrent establishment of the bidirectional links. Another advantage of the two-way relaying protocol compared with other spectrally efficient relaying protocols is that only minor changes in the system is required to integrate the two-way relaying protocol into a conventional relaying system setup. This is highly desirable for the practical network implementation.

The two-way relaying protocol can be applied to general relay networks with bidirectional information flow. However, there is some differences between the two-way relaying systems
and the conventional relaying systems. The following lists some the challenges faced by the design and implementation of practical two-way relaying systems.

**Asymmetric channel conditions**  In wireless communication systems, the channel conditions in all the radio links cannot be guaranteed to be the same. In a typical cellular relaying network as shown in Fig. 2.11(a), the channel quality between the base station and the relay station is usually much better than that between the relay station and the mobile station if the mobile station is located near the border of the cellular coverage. This may be due to the pathloss, the different transmit power and the different number of antennas at each station. Such asymmetric channel conditions are detrimental for a two-way relaying system. This is because both the uplink and the downlink data flows have to pass through the two-hop channels. The overall data rate is limited by the hop with the worse channel quality.

**Asymmetric data traffic**  In wireless relaying networks, the amount of data to be transmitted in one direction may be much larger than the other direction. For example, in cellular two-way relaying systems as shown in Fig. 2.11(b), the data rate to be transmitted in the downlink is usually required to be much larger than that in the uplink. How to combine different amount of data is problem especially for two-way relaying systems with network coding. This will be discussed in Chapter 8.

**Synchronization**  Some two-way relaying protocols, e.g., the two-phase protocol, require the two user stations to transmit the data simultaneously. How to synchronize the transmission is an important problem for the practical implementation of the two-way relaying protocol.

### 2.3.3 Basic System Setup and Transmission Protocols

The basic system setup for two-way relaying is the same as the conventional relaying setup in Fig. 2.6. In conventional relaying protocols, the transmission of data from the source to the destination in a two-hop scenario requires two channel uses, i.e., the source first transmit the data to the relay and the relay forward the data to the destination. In real-world applications, e.g., cellular communications between the base station and the mobile station, both stations have data to transmit to the other side, i.e., each station acts both as a source and a destination. We consider such a traffic pattern, i.e., two stations A and B exchanging data via another relay R as shown in Fig. 2.12. All the stations are half-duplex. When the conventional relaying protocol is applied, it requires four phases to exchange the data as shown in Fig. 2.12(a).
Two-way relaying ingeniously exploits the fact that the data to be transmitted to the other side by the relay is known by its source. The idea of two-way relaying is to combine the received data from the two stations at the relay and retransmit the combined signal. Based on the data received from the relay and the previously transmitted data of the two stations, each station can extract the unknown data transmitted from the other side. Based on this transmission patterns, there are two schemes proposed for two-way relay communication: the two-phase protocol and the three-phase protocol. The core idea of the two schemes is the same, and the difference lies in how to transmit the data to the relay.

Two-phase protocol: The two-phase protocol is shown in Fig. 2.12(b). The exchange of data between the stations A and B is completed in the MAC phase and the BRC phase. In the MAC phase, the two stations transmit their data simultaneously to the relay; the relay processes the received signal and retransmits the combined signals back to the two stations. Compared to the conventional relaying schemes, the two-phase protocol saves two channel uses in exchanging the data between the stations A and B. Since both the stations and the relay are half-duplex and they cannot transmit when they receive, the directlink between the two stations A and B need not to be considered. The two-phase protocol was proposed
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by [193] and has been analyzed in, e.g., [85, 88, 239].

**Three-phase protocol:** The three-phase protocol is shown in Fig. 2.12(c), which splits the MAC phase into two phases. In this protocol, the stations A and B transmit to the relay R using two orthogonal channel uses. Then the relay combines the received data and sends the combined data back to the stations A and B. Compared to the two-phase protocol, one advantage of the three-phase protocol is that it does not require the complicated multiple access receiver at the relay when the relay has to decode. The other advantage of the three-phase protocol is that the directlink can be exploited for data transmission. When the directlink signal strength is strong, the two sets of received signals provide diversity and improve the decoding performance at the stations A and B. The drawback of the three-phase scheme is that it requires one additional channel use compared to the two-phase protocol. When the two stations are too far from each other and the directlink can be neglected, the three-phase protocol is suboptimal compared to the two-phase protocol at least from information theoretical perspective. The three-phase protocol has been considered in [136, 140, 260]. Comparison of the different protocols was performed in, e.g., [151]

2.3.4 Relaying Strategies

Only with slight modifications, the relaying strategies used in conventional relaying systems can also be applied to the two-way relaying protocol. The relaying strategies are decisive for the system performance and may differ in implementation issues, such as processing power, signal processing complexity and memory (cache) requirements. In addition, specific problems and solution, such as channel estimation, may arise for systems utilizing different relaying strategies.

2.3.4.1 Amplify-and-Forward

The two-way AF relaying strategy is sometimes called “analog network coding” [127] in literature. In this strategy, the relay simply retransmits an amplified version of the received signal in the BRC phase. It is usually applied with the two-phase two-way relaying protocol. The relay gain allocation is assumed to be known at the two receivers. The receiving stations subtract the known data symbols transmitted by itself, i.e., the self-interference (SI), from the received signals in the BRC phase, so the remaining signal only contains the data symbols from the other side.

The choice of the relay gain allocation is decisive for the system performance. The relay gain allocation proposed in [193] is simply based on the transmit power constraint at the
relay and the received signal power in the MAC phase. Such a choice of relay gain is easy to implement but may not lead to the optimal performance at the receives. For uncoded transmission, i.e., when the relay applies an instantaneous relay function on its received signal, an optimized relay amplification function was proposed in [51] to minimize the average BER in the high SNR regime. Such an optimal relay gain is a function of the received signal value, and it is shown to be a Lambert W function, which is similar to the results obtained for one-way relaying [7].

When the relay is equipped with multiple antennas, the relay may apply linear processing on the received signal. The authors of [277] considered a two-way AF relaying system where each user station is equipped with a single antenna and the relay has multiple antennas. The linear processing strategy at the relay is reduced to the beamforming strategy. Under the given transmit power constraints, the capacity region of the system with beamforming at the relay is analyzed. The optimal relay beamforming structure, as well as an algorithm to compute the optimal beamforming matrix based on convex optimization techniques, is provided.

Space-time codes applied for two-way AF relaying with multiple relay antennas was considered in [90]. The authors of [90] considered a two-way AF half-duplex relaying system where the user stations are equipped with two antennas each and the relay has only one antenna. The source and the destination stations each transmits using the Alamouti’s orthogonal STBC. Both upper and lower bounds for the average sum rate as well as an upper bound for the pairwise error probability (PEP) for the proposed two-way orthogonal STBC scheme were provided. It is showed that the average sum rate of the proposed scheme is improved compared to the single antenna case and a diversity order of two is achieved for the considered system configuration.

The availability of channel knowledge is also an important issue in the two-way AF relaying strategy. In the process of self-interference cancellation, the receiving station needs the channel knowledge between itself and the relay; in order to decode the remaining signal, the two-hop CSI from the information source is also required. The design of the training sequence to minimize the MSE of the channel estimation under ZF criterion was considered in [186]. A linear estimator that maximizes the SNR, which takes the channel estimation errors into account was proposed in [73].
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2.3.4.2 Decode-and-Forward

The two-way DF relaying strategy was proposed in [193], where the relay decodes the received data bits from the two stations. Since channel decoding is performed at the relay, the two-way DF relay may have more complicated structure and require higher signal processing capability than two-way AF relays. Error-detecting codes (such as the CRC codes) can be applied in the transmitted data from the two stations to guarantee correct decoding at the relay. Unlike the two-way AF relaying strategy where the signal is actually combined on the symbol level at the relay, the decoded data at the relay in the two-way DF relaying strategy can be combined on the symbol level or on the bit level. The data combining schemes at the relay for the two-way DF relaying strategy are important for the system performance, and we summarize them as follows:

**Superposition coding** The superposition coding (SPC) scheme combines the data from the two user stations on the symbol level. When the SPC scheme is applied at the relay, the relay retransmits the linear sum of the two sets of symbols containing the decoded data from the two user stations. In the BRC phase, each user station receives a combination of the symbols containing the data from its own and its partner. By canceling its own data symbols before decoding, each station only needs to decode the data symbols from its partner. This method was proposed in [193].

**Network coding** The network coding schemes combines the data from the two user stations on the bit level using the XOR operation. The combined data bits are remodulated using conventional quadrature amplitude modulation (QAM) or phase-shift keying (PSK) modulations schemes and retransmitted to the two user stations. The user stations demodulate and decode the received signals, and reveal the unknown data by XOR-ing the decoded data bits with its own transmitted data bits. Network coding applied in two-way relaying systems can be found in [10, 136, 260].

**Lattice coding** Lattice coding uses modulo addition in multi-dimensional spaces. Like the network coding scheme, the lattice coding scheme utilizes nonlinear operations for combining the data. Applying lattice coding in two-way relaying systems was considered in [15, 160, 161]. Due to its complicated structure, most of the results obtained for the lattice coding scheme remain theoretical. How to apply the lattice coding scheme in real-world two-way relaying systems still needs to be investigated.

For the two-way DF relaying protocol, how to transmit the decoded information of each bit to the two stations is an important issue for the system performance. The authors of [140] considered forwarding signals based on the hard or soft decisions at the relay in the BRC.
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The phase of a three-phase MIMO two-way DF relaying system with the network coding scheme. When hard decisions are to be forwarded at the relay, they proposed a new decoding algorithm that takes into account the estimated bit error rate of the packets to be forwarded; when the relay forwards soft decisions, the relay retransmits estimates of the decoded signals based on the soft decisions at the relay decoder outputs, rather than their hard-decision based sliced versions, in order to retain the soft information obtained at the relay. The error in the forwarded signal is modeled as the combination of the hard decoding errors and the Gaussian soft errors, and they modified the hard decision forwarding decoders taking into account such errors. They showed that the proposed scheme achieves better decoding performance at the user receivers compared to the DF schemes that disregard the decoding errors at the relay. However, the proposed soft-decision based decoder only achieves slightly better performance compared to the hard-decision based decoder.

Two-way DF relaying systems with multiple antennas at the relay and its optimal transmission strategies in the BRC phase was considered in [172] from the information theoretical aspects. The authors of [172] considered a two-way DF relaying system where the relay is equipped with multiple antennas and the user stations each with single antenna. In the BRC phase, they showed that the relay beamforming into the subspace spanned by the channels is an optimal transmit strategy for the MISO bidirectional broadcast channel, and the correlation between the channels is advantageous. Furthermore, they presented the optimal transmit strategy at the relay that specifies the whole capacity region for this MISO bidirectional broadcast channel.

Both the two-phase protocol and the three-phase protocol as shown in Fig. 2.12 can be applied to the two-way DF relaying systems. The major difference between them is whether the directlink is exploited. The authors of [99] considered the three-phase two-way DF relaying protocol, where the coded bits from the directlink and the relay consist of different interleaved versions of the same data bits. They form distributed turbo codes and are decoded at the destination using the turbo decoding principle.

When the receivers do not have the channel knowledge, the authors of [53] considered non-coherent transmission in two-way relay systems where the CSI at receiver is not required. They proposed differential AF and DF relaying transmission strategies. Uncoded scenarios were considered and ML detectors were proposed for the AF and DF relaying strategies, where the latter can be considered as performing differential network coding at the physical layer. In addition, several suboptimal detection schemes, including decision feedback detectors and prediction based detectors, were proposed to reduce the complexity of the ML detector. Furthermore, they extended the proposed schemes to multiple-antenna cases and
provided the design criterion of the differential unitary space-time modulation (DUSTM) for two-way relay channels.

Unlike the SPC and the network coding schemes, most work on the lattice coding scheme remains theoretical. The authors of [161] considered a two-way relaying system with real inputs. They showed that when the lattice coding scheme is applied at a Gaussian two-way relay channel, the achievable rates at the two stations using lattice coding are asymptotically optimal. The channels between the relay and the two user stations are average power constrained AWGN channel with the SNR of $\rho$, i.e., the channels between the relay and the two user stations are equally strong. Each user station, as well as the relay, is equipped with a single antenna. The upper bound of the system is shown to be $\frac{1}{2} \log(1 + \rho) \text{ bits per transmitter per use of the MAC phase and the BRC phase of the bidirectional relay channel.}$

The authors showed that the lattice coding scheme can obtain a rate of $\frac{1}{2} \log(1/2 + \rho) \text{ bits per transmitter per channel use, which is asymptotically optimal when the SNR is high.}$

The main idea is to decode the sum of the codewords modulo a lattice at the relay followed by a broadcast phase which performs Slepian-Wolf coding with structured codes. When the SNR is asymptotically low, jointly decoding of the transmitted data from the two user stations at the relay in the MAC phase is shown to be optimal. In such a scenario, the two-way AF relaying strategy is shown to be suboptimal.

A similar transmission strategy was considered in [160], where the authors considered two-way full-duplex relaying systems without the directlink between the user station pair. They proposed a transmission scheme that applies nested lattice codes in the MAC phase and use structured binning for the BRC phase. They showed that the proposed scheme achieves within $1/2$ bits from the cut-set upper bound and is asymptotically optimal when the SNR at the receiver is high. Applying the lattice coding scheme in the two-way relay channel with asymmetric channel qualities was considered in [15], where the authors proposed to apply high-dimensional lattice codes whose shaping gain is close to the optimal one for the two-way relaying communication. The authors called it “modulo-and-forward”. When the transmission powers of two nodes are different, they proposed to use superposition coding and partial decoding at the relay node, which were shown to achieve better performance than the conventional AF and DF relaying strategies in certain scenarios.

### 2.3.4.3 Compress-and-Forward

Unlike the DF relaying strategy where the relay fully decodes the received signals and the AF relaying strategy where the relay simply transmits a linear amplified version of the received signals, the CF relaying strategy allows the relay node to quantize and compress the
received signals before transmitting it to the destination node. The index of the quantized codeword is assumed to be transmitted reliably back to the two stations in the BRC phase. The quantization error is usually modeled as noise.

The authors of [190] compared the DF and CF relaying schemes in a two-way full-duplex relaying system. They showed that when the relay is near one of the two stations but far from the other, employing the pure DF or the pure CF relaying strategy at the relay results in low rate for one of the communication directions. The authors proposed to combine the two relaying strategies, which achieves better sum rates compared to the DF and CF relaying strategies. Inspired by this result, the authors of [84] proposed a two-way CF relaying scheme with two layered quantization, where one of the users receives a better description of the relay received signal. The relay operates in half-duplex transmission mode. The proposed scheme was shown to achieve rates within a half bit of the capacity region in two-way Gaussian relay channels when there is no direct link between the two user stations.

2.3.4.4 Compute-and-Forward

The idea of the two-way compute-and-forward relaying strategy is to let the relay transmit a function of the data from the two stations. The function is known to the two stations. Based on signals from the relay and the known data at the destination, the receiver can reveal the unknown data from the other side. Actually, the two-way compute-and-forward relaying strategy works similarly to the two-way DF relaying strategy. The benefit of the two-way compute-and-forward relaying strategy is that the relay does not have to fully decode the two sets of data from the two user stations. It only needs to calculate a reliable version of the function based on the received signals.

The compute-and-forward relaying strategy was originally proposed for conventional relaying networks with multiple sources [163], where multiple linear functions of the transmitted data from several sources are transmitted to the destination node such that the destination can recover the data from all the sources based on those functions. The authors of [163] proposed to use algebraically structured codes, i.e., lattice codes, to exploit the structure of the interference and protect against noise. Later, it was discovered that such a relaying strategy is more suitable for two-way relaying systems. The compute-and-forward relaying strategy applied in MIMO two-way relaying systems was considered in [276].
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2.3.4.5 Denoise-and-Forward

The denoise-and-forward scheme was proposed in [187] for two-way relaying. Similar to the DemF scheme for one-way relaying, the denoise-and-forward scheme does not perform channel decoding at the relay. Instead, it maps the received signal to the symbol that corresponds to the combined data bits, i.e., it estimates the XOR-ed data bits transmitted from the two stations based on the received signal and maps the received signal to the XOR-ed data signal constellation. This scheme was originally proposed considering BPSK transmission from the two stations and extended to other constellations [130, 188].

An example of the “denoise” mapping is shown in Fig. 2.13. We only consider the real dimension. The two stations use BPSK modulation in the MAC phase, i.e., the bit 0 is mapped to -1 and the bit 1 is mapped to 1. We assume the channel is Gaussian, i.e., the channel gains between the user stations and the relay are both unity. The received signal at the relay has the following combinations

- Two stations transmit bit 0 and 0; relay receives signal -2, and maps it to bit $0 \oplus 0 = 0$;
- Two stations transmit bit 0 and 1; relay receives signal 0, and maps it to bit $0 \oplus 1 = 1$;
- Two stations transmit bit 1 and 0; relay receives signal 0, and maps it to bit $1 \oplus 0 = 1$;
- Two stations transmit bit 1 and 1; relay receives signal 2, and maps it to bit $1 \oplus 1 = 0$.

Based on the received signal, the relay does not have to decode the data transmitted from the two stations separately, but only needs to decode the resultant bit after the XOR operation.

2.3.5 Two-Way Relaying Networks

In real-world wireless networks, there are different network topologies. The same is true for two-way relaying network as shown in Fig. 2.14. For cellular networks, the traditional network topology is tree-structured, i.e., the base station communicates with the mobile users
Fig. 2.14: Comparison of different system setups
via relays using multi-hop transmission. The relays forwards the received data towards the destination, and they are sometimes called the *routers*. Cellular relaying networks can be modeled as a two-hop or multi-hop network. In wireless mesh networks, the topology is more complicated since each node can act as a source or destination node of data or as a relay node. We summarize the system setups in two-way relaying networks and important results for them in this section.

### 2.3.5.1 Multiple Relays

The authors of [52] considered a two-way relaying system with single user pair and multiple relays, where both the two-phase protocol and the three phase protocol were considered. For the two-phase protocol, the authors considered two-way AF relaying strategies, and proposed a partial DF relaying strategy at the relay, where each relay first removes part of the noise before sending the signal to the two terminals. After processing their received signals, the relays encode the signals using a distributed linear dispersion code and retransmit them. For the proposed AF relaying strategy, it achieves the diversity order $d$ of

$$
d = \min(N, K) \left( 1 - \frac{\log \log P}{\log P} \right) \quad (2.32)
$$

where $N$ is the number of relays, $P$ the total power of the network, and $K$ is the number of symbols transmitted during each time slot. The proposed partial DF strategy achieves the diversity order of $\min(N, K)$ but the conventional DF can only achieve the diversity order of 1. The capacity scaling for two-way relay channel when the number of the relays goes large was considered in [239].

### 2.3.5.2 Multiple User Pairs

The authors of [125] studied the optimal resource allocation problem for the relay-assisted cellular system employing the orthogonal frequency-division multiple-access (OFDMA) technique. Each relay is responsible for assisting the transmission between the base station and one mobile user. The authors considered both DF and AF relaying strategies for the relays. Algorithm based on convex optimization techniques were developed for optimizing the resource allocation at the base station, the relays and mobile users, which include the subcarrier assignment and the power allocation on each transmission link. Substantial throughput gains are achieved by using two-way relaying protocols and the proposed optimal resource allocation in the considered cellular communication system.
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The two-way orthogonalize-and-forward scheme was proposed in [193], where the system consists of multiple user pairs that exchange data via multiple AF relays. Each station is equipped with single antenna. The orthogonalize-and-forward scheme utilizes the scheme proposed in [256] by choosing the gain allocation at the relays to diagonalize the compound two-hop channels of the system so that each user only receives data from its corresponding transmitter.

2.3.5.3 Mesh Networks and Ad Hoc Networks

Wireless mesh networks and mobile ad hoc networks (MANET) are closed related. The main difference between them is that the nodes in mesh networks are generally fixed while the nodes in MANET are mobile. In mesh network, each node in the network may act both as a source, a destination or a relay of information. Depending on the topology, multiple connections among users within the network are possible. Any two nodes in a mesh network are connected together via multiple hops. The data transmitted from the source node in wireless mesh networks can jump around the broken or blocked paths until the destination is reached. Since there are usually more than one path between the source and destination in such networks, mesh network has the advantage of self-healing, i.e., the network can still work even when some nodes break down. Wireless mesh networks were originally developed for military applications, but are now having more and more applications in civilian communication systems. International standards such as IEEE 802.11s [4] are proposed, which defines how wireless devices can interconnect to create a WLAN mesh network. Research work considering network coding in wireless mesh networks can be found in, e.g., [60, 128].

2.3.5.4 Capacity Scaling Law and DMT in Two-Way Relaying

The authors of [239] considered the capacity scaling in MIMO two-way relay channels where all nodes work in half duplex mode. They showed that the capacity scales linear with the number of transmit antennas and logarithmically with the number of relays as the number of relays grows large. That is, for a two-way relay network with each user station equipped with \( M \) antenna, \( K \) relays assisting the communication between the two user stations, and each relay is equipped with \( N \) antennas. As \( K \to \infty \), the capacity of the system \( C \) scales like

\[
C \sim M \log(K). \tag{2.33}
\]

This result shows that with two-way relay channels it is possible to obtain full-duplex performance asymptotically in the number of relays while using only half-duplex nodes.
The authors of [85] considered a two-way full-duplex relay channel where all the stations are equipped with multiple antennas. They characterized the optimal diversity-multiplexing gain tradeoff (DMT) curve for the system when assuming independent quasi-static Rayleigh fading channels and channel state information available at the receivers. The authors also showed that the optimal DMT can be achieved by a CF type relaying strategy in which the relay quantizes its received signal and transmits the corresponding channel codeword. With this transmission protocol, the two transmissions in opposite directions can achieve their respective single user optimal DMT performances simultaneously.

2.3.6 Related Research Topics

Nowadays the application scenarios of two-way relaying are not limited to the three-station network as shown in Fig. 2.12. The research on two-way relaying has revealed it connections to other research topics. We list some of the related research topics as follows.

**Multi-access relay channel:** Multi-access relay channel (MARC) was introduced in [132]. It considers the system as shown in Fig. 2.15, where two sources, $S_1$ and $S_2$ transmit information to the destination $D$ via a half-duplex relay $R$. This system models the uplink transmission of two sources to the base station via a relay in between. It has been found that network coding can be applied to such a system similar to two-way relaying. Consider the following transmission scheme:

- The first phase: the source $S_1$ transmit its data to the relay $R$ and the destination $D$,
- The second phase: the source $S_2$ transmit its data to the relay $R$ and the destination $D$,
• The third phase: the relay combines the data from $S_1$ and $S_2$ and transmits the combined data to the destination $D$.

The mathematical description of this scheme is very similar to the three-phase two-way relaying protocol. The author of [98] proposed a turbo decoding method in MARC similar to the one used in two-way relaying [99]. The authors of [274, 275] considered imperfect decoding at the relay and designed a quantizer for the soft decoding value at the relay, which outperforms the belief propagation approach in [267] where the relay sends the LLR of the network coded message to the destination. Outer bounds for discrete memoryless MARC are obtained in [195], where the authors also presented a CF strategy and an AF strategy for MARC. The DMT was analyzed in [41]. An AF relaying strategy for MARC was proposed in [269], where the authors investigated both linear and nonlinear mapping schemes at the relay.

Multicast: Multicast refers to the technology for delivering information to a group of destinations simultaneously, i.e., one-to-many communication. It is an important technology for streaming media and Internet television applications. In computer networks, it is typically refers to IP multicast. Multicast over wireless networks has been considered in, e.g., [122, 214, 238, 248]. The idea of network coding has been shown to be able to improve the multicast capacity of a network [104, 142].

Secret communication: In cryptography, the only encryption method that has been proven to be absolutely impossible to crack if used correctly is the method of one-time pad. In one-time pad, the useful data is encrypted by XOR-ing it with a sequence of random data of the same length. Such a random data sequence, which acts as a random key, is only known by the transmitter and the receiver. If the key is truly random and only used once, the resulting transmitted data sequence, i.e., “ciphertext”, will be impossible to be decrypted without knowing the random key. This method is called one-time pad and was proved by Shannon [208]. When network coding is applied at the relay in the BRC phase, the transmitted data from the relay can also be considered as a ciphertext, which can only be deciphered when the “key”, i.e., the data from one station is known. Compared to direct forwarding, this property is more security for the data transmission at the relay. Works related to secret communication in two-way relaying can be found in, e.g., [101].

Multi-way relaying channel: The authors of [86] considered the scenario that multiple users exchanges information with the help of a relay. The system is divided into multiple
clusters where the users within the same cluster wish to exchange messages among themselves via the relay. Multiple interfering clusters can transmit data simultaneously. AF, DF and CF protocols are investigated for the system and the authors also considered two extreme cases: one is that every user wants to receive data from all other users and the other is that the system is composed of multiple two-way relay channels.
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Coverage Analysis of Multi-Antenna Decode-and-Forward Relaying Systems

Coverage extension is an important application of relay communication in cellular networks. However, the quantity of the coverage extension using relays in cellular systems is usually determined only by measurement campaigns without much theoretical analysis beforehand. Analytical frameworks for quantifying the coverage extension in cellular relay networks provide insights on relaying and serve as an important tool for cellular network planning. This chapter proposes a quantitative analysis framework of coverage extension by using decode-and-forward (DF) relays in the downlink direction of a cellular network. We consider the scenario that the relays are placed uniformly on a circle around the base station, and define the coverage of cellular relaying networks based on a 1%-outage achievable rate criterion. The considered channel model is based on the IST-WINNER model for the fourth generation (4G) cellular systems. However, the analytical method is general and can be applied to other cellular systems. To describe the coverage of a relaying system and its relation to the number of relays, we introduce the concept of circular coverage range and coverage angle. Moreover, the coverage of such a network also depends on the distance between the base and relay stations. For a fixed number of relays, there exists a certain distance between the base and relay stations such that the relaying system achieves the maximum circular coverage range. We are interested in how to determine the maximum circular coverage range given the coverage angle. Moreover, we derive upper and lower bounds for the maximum circular coverage range when the transmitters do not have the channel knowledge. We also propose a heuristic approximation for the maximum circular coverage range, which is useful for practical system design. The corresponding distance between base and relay stations that achieves this maximum circular coverage range is also calculated in the analysis. Furthermore, we optimized the transmit covariance matrices when the channel knowledge is available at the
transmitters, and studied its impact on the circular coverage range extension. The comparison of coverage for cellular relaying systems and that for conventional cellular systems are shown by simulations.

3.1 Introduction

In the future fourth generation (4G) cellular wireless networks, the use of higher carrier frequencies (higher than 5 GHz) leads to smaller cell size compared to current 2G and 3G networks [156], [155]. Using relays and multihop transmission strategies to assist transmission in cellular networks has been shown to be effective in cellular coverage improvement [174]. This means higher data rates can be carried over larger distances, which reduces the base station density in the cellular network.

Currently, there are two major types of relays: amplify-and-forward (AF) relays and decode-and-forward (DF) relays. AF relays simply transmit an amplified version of the received signal, while DF relays first decode the received signal before re-encoding and re-transmitting it. DF relays may be preferable in a cellular environment since they do not suffer from noise enhancement. In addition, currently relay stations cannot transmit and receive data simultaneously due to the coupling between the transmit and receive circuitry [134]. Thus half-duplexity is also a constraint for practical relays (see Chapter 2).

In cellular networks, we can either use free mobile stations (MS) as relays (called user co-operation) or build dedicated fixed relay stations (RS). These dedicated relay stations have sufficient power supply, higher signal processing capabilities and better antennas than the mobile stations. The positions of those dedicated relays can also be chosen intentionally to ensure stable connections to the base station (BS) of the cell. This chapter considers dedicated half-duplex DF relay stations with multiple antennas in a cellular downlink environment.

The coverage of wireless systems is an important factor in cellular network planning. The direct way to determine the coverage of a cellular system is by measurement, where one mobile test equipment is sent out to determine the signal quality as it moves around in the cell (see e.g., [92]). In this chapter, we consider such a measurement campaign scenario where this measurement equipment is assisted by one relay station at a given time.

Although measurement campaigns are effective ways of determining the coverage, the results are just valid for the specific measured system and highly depend on the environment. The aim of this chapter is to provide a theoretical framework for quantifying the coverage
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improvement in a cellular relaying network, and provide useful hints for cellular relaying system design.

There have been plenty of research works on the coverage of conventional cellular networks. For example, Chen et. al [40] proposed a scheduling scheme to replenish diversity deficient MIMO systems with multiuser diversity, and they showed that the coverage of conventional cellular networks could be significantly increased by wireless scheduling. With the advances of relaying networks, much effort has also been devoted to the research on the coverage of cellular relaying systems. Fujiwara et. al [68] applied the multi-hop connection scheme to a code division multiple access (CDMA) cellular system and compared its performance to that of a conventional single-hop cellular system by computer simulations. The simulation results confirmed that significant coverage area enhancement could be obtained by using multi-hop connection. Another interesting work [55] considered a similar CDMA network. The authors proposed to divide each cell into inner and outer regions, and only the users belonging to an outer region communicate with the BS using two hops. Each of the two regions is allocated a separate frequency channel. The authors analyzed the intercell interference reduction and coverage extension when the proposed method is used. Hu et. al [110] showed the coverage extension of a cellular relaying network by using a frequency channel reuse scheme, which uses a pre-configured relaying channel selection algorithm to minimize co-channel interference in the network. In [57], the authors investigated the cellular downlink transmission scenario where randomly positioned mobile stations are used as relays. The authors studied the coverage of such a cellular downlink scenario and considered both the pathloss only channel model and the channel model which include both pathloss and the lognormal shadowing. They shows that when the lognormal shadowing is considered, the coverage improvement using relays is more significant. Using mobile stations as relays was also considered in [232], where the mobile stations chosen as relays use DF strategies to forward the data to the destinations. The authors investigated the effects of different relay and channel selection strategies on the system performance. In [20], the authors considered using dedicated DF relay stations in 3GPP LTE-Advanced cellular networks. The authors proposed a heuristic method describing the relay transmit power, the ratio between the number of the relay and the base stations, and the performance of the system. The coverage analysis for AF relaying schemes was considered in [226]. In most existing work, they either choose a fixed cell range or choose the QoS requirement based on the signal power level. The received power alone is sometimes not a good indicator of the system throughput, especially for MIMO systems. On the other hand, the method for evaluating the coverage is usually measurement campaign or computer simulations, which is difficult to obtain insights.
In order to quantitatively analyze the coverage extension in a cellular DF relaying network, we propose the concept of coverage angle and circular coverage range. In short, the coverage angle is $360^\circ$ divided by the number of relays, which represents the angle of the sector covered by each relay. The coverage of a relaying system is measured by circular coverage range, which is the radius of the circular coverage area of the relaying system achieved by placing those relays. When the coverage angle (or the corresponding number of relays) is given, we can find the maximum circular coverage range by varying the distance between the BS and the RS. The distance between the BS and the RS that achieves the maximum circular coverage range is called the optimum distance between them. The relationship between the coverage angle and the maximum circular coverage range fully characterizes the coverage improvement in the cellular relaying network. Based on these concepts, we propose analytical upper and lower bounds for the maximum circular coverage range when the power is uniformly allocated at the transmit antennas. This corresponds to the case of no channel knowledge at the transmitters. We also propose a heuristic method to approximate the maximum circular coverage range and the optimum distance between BS and RS, which may be useful for system design. The impact of channel knowledge at the transmitters on the circular coverage range will be shown by simulation results. In the analysis, we neglect the intercell and intracell interference and assume orthogonal channels are allocated for the transmission at each relay.

**Our Contributions:** The contributions of this chapter can be summarized as follows:

- We propose novel concepts, such as coverage angle and circular coverage range, for describing the coverage extension in cellular relaying network
- We propose a novel quantitative analytical framework for calculating the coverage extension by using MIMO DF relays, which is important for cellular network planning.

The remainder of the chapter is organized as follows: In Section 3.2, the reference channel model and metrics for describing the coverage extension in a cellular relaying network will be presented. We will first discuss how we define coverage from the outage capacity point of view. Then we will propose the idea of circular coverage range and its relation with coverage angle in detail. In Section 3.3, the achievable rate for the MIMO DF relaying systems will be summarized. The impact of channel state information at the transmitters (CSIT) will also be considered. We will present upper and lower bounds of the maximum circular coverage range for given coverage angles in Section 3.4, where we just consider uniform power allocation at the transmitters. We also propose a heuristic approximation for the maximum circular coverage range, where the corresponding optimum relay position is determined at the same time in the analysis. The comprehensive performance results are
3.2 Coverage of Cellular Relaying Systems

Upcoming 4G systems are expected to move to much higher carrier frequencies (> 5 GHz) than today’s systems (< 2.2 GHz); this leads to higher signal attenuations. In addition, the bandwidth of those new systems will be much larger than that of today’s cellular systems, but the transmit power will probably not increase. Therefore we expect that the coverage range of a 4G base station will be smaller compared to today’s cellular systems. In this chapter we neglect the influence of intercell interference on the coverage by investigating a single cell scenario; this refers to a case where neighboring cells use orthogonal channels (e.g. different frequency bands). We assume different relays use different resources, e.g., in frequency, time, spreading code, space or combinations of these, to serve their mobile users. In this scenario, the intra-cell interference between the relays can be neglected.

The coverage of a cellular system is usually defined as the area that fulfills a certain quality of service (QoS) requirement. However, in a cellular relaying system, such an area may be an irregular figure, which is hard to analyze and impractical for system design. In order to quantitatively analyze the coverage of a relaying system, we propose the concept of coverage angle and circular coverage range. In the following sections, the coverage of a cellular relaying system is always measured in terms of those two notions.

3.2.1 Reference Channel Model

In order to quantitatively calculate the coverage of a cellular relaying, certain channel model has to be applied in the analysis. We use the following channel models, whose parameters were proposed in the IST WINNER project [18]. We assume the BS to be placed above rooftop level, i.e., more than 30m high. The RS is placed on rooftop level, so we can assume good channel conditions between the BS and the RS. The MS is located at street level, i.e., at the height of a person. The transmit power at BS and RS is 1W each, which is much lower than current 2G systems. We choose the same transmit power at RS and BS because the transmit power at BS is already very low. In this chapter, we assume the channels to be isotropic, i.e., the transmitted signal experiences the same fading statics in every direction. Thus the original cell (without relays) is circular.

We consider a wideband channel, but we constrict ourselves to frequency-flat fading, i.e., frequency diversity is not considered here. This restriction corresponds to the worst-case...
scenario consideration because frequency diversity can also be exploited to enhance the circular coverage range in frequency-selective fading environments. As shown in Fig. 3.1, the first hop channel $H_1$ is a Ricean fading channel with $K$-factor of 10dB, while the direct path channel $H_0$ and second hop channel $H_2$ are Rayleigh fading channels. The pathloss model is as follows:

$$PL_0 = 35.0 \log_{10}(d_0) + 38.4; \quad (3.1)$$

$$PL_1 = 36.5 + 20 \log_{10}(f_c/2.5) + 23.5 \log_{10}(d_1); \quad (3.2)$$

$$PL_2 = 35.0 \log_{10}(d_2) + 38.4, \quad (3.3)$$

where $PL_0$, $PL_1$ and $PL_2$ are the pathlosses in dB for the direct channel (BS-MS), the first hop channel (BS-RS), and the second hop channel (RS-MS), respectively. $d_0$, $d_1$ and $d_2$ are the distance between the transmitter and the receiver for the corresponding channels measured in meters. $f_c$ represents the center frequency in GHz. In our simulations, $f_c = 5$GHz. As we can see, the pathloss exponent for the first hop channel is 2.35, while it is 3.50 for the direct and second hop channels. This channel model complies with the assumption that the channel condition between BS and RS is much better than the channels to the MS. The noise variance is calculated as

$$\sigma^2 = k_B T \Delta f F = 1.3805 \times 10^{-23} \times 290 \times 1 \times 10^8 \times 10^{(8/10)} = 2.5260 \times 10^{-12} \text{ Watt} \quad (3.4)$$

where $k_B$ is Boltzmann’s constant in joules per kelvin, $T$ is the absolute temperature in kelvins, $\Delta f$ denotes the bandwidth, and $F$ denotes the noise figure.
We summarize the parameters for the system model in Table 3.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Center frequency</td>
<td>5 GHz</td>
</tr>
<tr>
<td>Transmit power at BS and RS</td>
<td>1 W</td>
</tr>
<tr>
<td>Noise figure of RS and MS</td>
<td>8 dB</td>
</tr>
<tr>
<td>QoS requirement (1%-outage rate)</td>
<td>1 b/s/Hz</td>
</tr>
<tr>
<td>Pathloss exponent $H_1$ (BS-RS)</td>
<td>2.35</td>
</tr>
<tr>
<td>Pathloss exponent $H_0$ and $H_2$ (BS-MS and RS-MS)</td>
<td>3.50</td>
</tr>
</tbody>
</table>

### 3.2.2 QoS Requirements and SNR Regime

The choice of the QoS requirement determines the coverage area of a cellular system and lays the foundation for our following discussions. This requirement influences the minimum required SNR at the mobile stations within the coverage of the system. A common choice [137] of QoS criterion is an $\varepsilon$-outage data rate requirement, which means that the supported data rate for every position within coverage is guaranteed to be higher than the specified required rate $C_Q$ with probability of at least $1 - \varepsilon$, i.e., $P\{C \leq C_Q\} \leq \varepsilon$, where $C$ is the achievable data rate of the user within coverage.

The choice of $\varepsilon$ and $C_Q$ influences the operational SNR regime at the border of the cell and therefore the possibilities of enhancing the range by diversity, spatial multiplexing or array gain techniques. If $C_Q$ is chosen so large that an MS at the border of the centralized cell without relays is in the high SNR regime, spatial multiplexing techniques are efficient means for further extension of the cell. This comes from the fact that they cause a pre-log rate gain proportional to the minimum number of BS and MS antennas. Using beamforming to provide array gain only causes a logarithmic gain in achievable rate, which is less efficient.

We have to choose a QoS criterion that meets the high data rate requirement of future 4G cellular networks. On the other hand, the cell size under this QoS requirement should not be too small. So we require the 1%-outage rate for each point in the coverage area to be higher than 1b/s/Hz\(^1\), i.e., $C_Q = 1$ b/s/Hz and $\varepsilon = 0.01$. This QoS requirement makes the MS at the border of the cell to be in the low SNR regime, where spatial multiplexing gain is small and the achievable rate scales linearly with the SNR. For example, the received signal SNR of

---

\(^1\)The unit b/s/Hz actually represents the spectrum efficiency. However, since the bandwidth is fixed in our system model, the achievable data rate is proportional to the spectrum efficiency. We do not distinguish the two terms unless it causes confusion in the following.
the mobile sets on the cell border is about $-4$ dB for a $4 \times 4$ MIMO system under this QoS requirement. This makes diversity and array gain techniques much more attractive compared to spatial multiplexing. Note it does not mean every user in the system is in low SNR regime. However, those users who have high SNR do not affect the coverage because they are in the middle of the coverage area.

### 3.2.2.1 Coverage Range for Conventional Cellular Systems

In conventional cellular mobile systems, the BS transmits data directly to the MS, and there is no relay to facilitate the communication. We assume OFDMA technique is applied in the system and each MS is assigned with a distinct OFDM subcarrier. That is, there is no interuser interference in the system for the uplink and downlink transmission. We apply the IST WINNER C2 NLOS channel model [18] (see (3.1) in Section 3.2.1) for the BS to MS transmission and we provide numerical results on the coverage range of such a system. The QoS requirement for each MS is chosen such that the $1\%$-outage capacity of the border users is not smaller than 1 b/s/Hz. We discuss how the coverage range scales with the diversity order, array gain, and number of antennas in the low SNR regime.

In Fig. 3.2 the coverage range for different number of receive antennas $N$ versus the number of transmit antennas $M$ is depicted. The solid lines correspond to the case, that the BS has no knowledge about the channel (no CSIT), whereas the dashed lines are for the case that the BS has instantaneous CSIT and therefore can perform water-filling method to maximize the instantaneous capacity. In the left figure the absolute coverage range is shown, whereas on the right side all values are normalized with respect to the coverage range of a single-input single-output (SISO) system.

For a multiple-input single-output (MISO) system without CSIT only a diversity gain can be achieved. Compared to a SISO system, the range improvement is high for the first couple additional order of diversity. Later the increase in range saturates. It can be seen, that increasing the number of transmit antennas from $M = 1$ to $M = 2$ doubles both the diversity order and the coverage range. From $M = 4$ to $M = 8$ the range increase is only about 10%.

The blue dashed MISO curve shows that array gain pays off more in terms of range improvement than only diversity gain. When the number of transmit antennas are doubled from $M = 4$ to $M = 8$, the improvement of coverage range is about 50%.

Since the users at the border are in low SNR regime, spatial multiplexing gains plays an unimportant role in the coverage range of the system. This can also be seen from the
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(a) absolute coverage range

(b) relative coverage range compared to SISO

Fig. 3.2: Coverage range for direct communication
comparison of the coverage range of \((M/N) = (8/2)\) and \((M/N) = (4/4)\) with CSIT, where the coverage range for \((M/N) = (8/2)\) is larger than that for \((M/N) = (4/4)\) in this case. In the high SNR regime one would expect larger capacities for the \((M/N) = (4/4)\) case due to the spatial multiplexing gain of 4 compared to the spatial multiplexing gain of 2 for the \((M/N) = (8/2)\) case. However, in the low SNR regime spatial multiplexing gain have little impact in the capacity. In both cases \(MN = 16\), so that both should have an identical diversity gain of \(MN = 16\). The factor that determine the coverage range is then the array gain. When CSIT is available, it is shown in [13] that the array gain is proportional to the largest eigenvalue and is therefore upper bounded by \(\sqrt{M} + \sqrt{N}\)^2. Intuitively, this is due to the fact that there are 16 channel coefficients but only \(M + N\) weighting coefficients available at source and destination. In our case of \((M/N) = (8/2)\) and \((M/N) = (4/4)\) this gives us upper bounds on the array gain of 18 and 16, respectively. Thus, the \((M/N) = (8/2)\) can achieve a larger coverage range. Note that in the case of no CSIT, the coverage range of the \((M/N) = (4/4)\) system is higher than of the \((M/N) = (8/2)\) system, because the higher receive array gain of the \((M/N) = (4/4)\) system.

In Fig. 3.3 we show the CDF of the capacity for the users at the coverage border. In the left figure the CDFs for a MISO system are depicted. It can be seen, that the 1\%-outage capacity is for all curves equal to the required 1 b/s/Hz. Only the mean value of the CDFs changes. In the right figure the CDFs for \(N = 2\) are depicted. If one compares the curve for \((M/N) = (2/2)\) in Fig. 3.3(b) with the curve for \((M/N) = (4/1)\) in Fig. 3.3(a), it can be observed that both CDFs are almost identical. Both cases have equal diversity order.

To quantify the range improvement in a MISO system with \(M\) transmit antennas in the low SNR regime due to instantaneous CSIT compared to no CSIT, we evaluate the capacities of both schemes.

In the case of no CSIT the capacity of a MISO system is given as

\[
C_{\text{noCSIT}} = \log_2 \left( 1 + \frac{\rho}{M} \cdot \|h\|^2 \right),
\]

where \(\rho\) is the SNR and \(h\) is the MISO channel vector between transmitter and receiver.

In the case of perfect instantaneous CSIT, the capacity is given as

\[
C_{\text{CSIT}} = \log_2 \left( 1 + \rho \cdot \|h\|^2 \right).
\]

Due to the fact that we are in the low SNR regime the log-function scales linearly with the
3.2 Coverage of Cellular Relaying Systems

![MISO system (MxN) with N = 1](image)

![MIMO system (MxN) with N = 2](image)

**Fig. 3.3:** CDFs of capacity of a direct communication MISO and MIMO system at the coverage edge
SNR, i.e.,
\[
C_{\text{noCSIT}} \approx \frac{\rho}{M \log(2)} \cdot \|h\|^2,
\]
\[
C_{\text{CSIT}} \approx \frac{\rho}{\log(2)} \cdot \|h\|^2.
\]

It can be seen that for the same SNR $\rho$, the capacity with CSIT $C_{\text{CSIT}}$ would be $M$ times larger than without CSIT $C_{\text{noCSIT}}$. Therefore, the attenuation due to the path loss in the case of CSIT can be also $M$ times larger than the case of no CSIT. If we assume the pathloss exponent to be $\alpha$, i.e., the signal strength attenuates according to $\sim r^{-\alpha}$, the distances with and without CSIT have the ratio
\[
\left(\frac{r_{\text{CSIT}}}{r_{\text{noCSIT}}}\right)^\alpha = M.
\]

Therefore, the coverage range of a MISO system with instantaneous CSIT compared to a MISO system without CSIT is given by
\[
r_{\text{CSIT}} = M^{\frac{1}{\alpha}} \cdot r_{\text{noCSIT}},
\]
where $\alpha$ denotes the path-loss exponent. In Fig. 3.4 it can be seen that this approximation is quite tight to the simulated coverage range of a MISO system with CSIT. Here $\alpha$ is chosen as $\alpha = 3.5$ according to (3.1).

### 3.2.3 Coverage Angle vs. Circular Coverage Range

For MIMO relaying systems, the coverage range is not easily defined as single-user MIMO systems. Thus we first have to define the coverage range of a MIMO relaying system in this section. In accordance with most other papers on cellular relaying (e.g. [110]), we consider the case that the relays are placed uniformly around the BS. After placing the relays, we still require the new cell to be a circular cell, where the same QoS requirement is fulfilled. We refer to the cell radius achieved by the BS and the uniformly placed relays as circular coverage range $r_{\text{cov}}$. Note that we always require a circular shape for the cell. If the border of the area where the QoS requirement is fulfilled is not a circle, the circle which has the maximum radius within this shape determines $r_{\text{cov}}$. This is because requiring the new cell to have the same shape as the original cell provides a good basis for comparing their coverage. On the other hand, this analysis will provide the basis for analyzing cells with other shapes. For example, the circular cell considered here is the inscribed circle if we require the cell.
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**Fig. 3.4:** Coverage range improvement because of CSIT for a MISO direct communication system.

To clarify our definition of circular coverage range, Fig. 3.5 shows the coverage region by placing eight relays. The radius $r_0$ is the coverage range for the BS before the relays are placed. The circular coverage range is defined by the radius $r_2$ which is the new $r_{cov}$ for the system of the BS and relays. The circular coverage range can be extended by placing more relays around the BS. For example, in Fig. 3.5, the circular coverage range of the system can approach $r_1$ by placing infinitely many relays around the BS uniformly. The angle $\alpha = \frac{360^\circ}{8} = 45^\circ$ that determines the size of the circle sector supported by one specific relay is also shown in Fig. 3.5. We refer to this angle as coverage angle $\alpha_{cov}$. Equivalently, when we say the coverage angle is $\alpha_{cov}$, we mean that $N_r = \lceil \frac{360^\circ}{\alpha_{cov}} \rceil$ relays are placed uniformly in the cell. Due to symmetry, we only depict one relay in the following figures if the coverage angle is specified.

We observe that the circular coverage range also depends on the distance between the BS and the RS. Given a certain coverage angle, we are interested in the maximum achievable circular coverage range by varying the distance between the BS and the RS. This distance between the BS and the RS that achieves the maximum circular coverage range is called the **optimum distance** between them.
3.3 Achievable Rate Expressions for MIMO DF Relaying Schemes

We consider a MIMO relaying system shown in Fig. 3.6, and we denote the number of antennas at BS, RS and MS as $M/R/N$, respectively. $H_0$ is an $N \times M$ matrix representing the direct channel between the BS and MS, and $H_1$ is an $R \times M$ matrix representing the first hop channel between the BS and RS. $H_2$ is the second hop channel between the RS and MS, which is an $N \times R$ matrix. We denote the power constraint at BS and RS to be $P_{BS}$ and $P_{RS}$, respectively. $n_{d1}$, $n_{d2}$ and $n_r$ are the Gaussian noise at MS in the first time slot (direct link), the noise at MS in the second time slot (relay link) and the noise at RS, respectively. We have $n_{d1} \sim \mathcal{CN}(0, \sigma_d^2 I_N)$, $n_{d2} \sim \mathcal{CN}(0, \sigma_d^2 I_N)$ and $n_r \sim \mathcal{CN}(0, \sigma_r^2 I_R)$, and each noise vector is i.i.d. in space and time. We only consider half-duplex DF relays.

The DF relaying scheme comprises of two time slots. In accordance with other papers (e.g. [134] and [175]), we assume the duration of the two time slots to be the same. In the
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First time slot, the BS first transmits the data vector \( \mathbf{x}_s \). The transmit signal covariance matrix is \( \mathbf{R}_1 = E\{\mathbf{x}_s\mathbf{x}_s^H\} \). In order to meet the transmit power constraint, we require \( \text{tr}(\mathbf{R}_1) = M \).

Let \( \mathbf{y}_r \) and \( \mathbf{y}_d^{(1)} \) represent the signal received at RS and MS in the first time slot, respectively. They can be expressed as:

\[
\mathbf{y}_r = \sqrt{\frac{P_{BS}}{M}} \mathbf{H}_1 \mathbf{x}_s + \mathbf{n}_r, \quad (3.6)
\]

\[
\mathbf{y}_d^{(1)} = \sqrt{\frac{P_{BS}}{M}} \mathbf{H}_0 \mathbf{x}_s + \mathbf{n}_d^{(1)}. \quad (3.7)
\]

The RS retransmits the received data to the MS if the decoding is successful. We denote the signal transmitted at the RS to be \( \mathbf{x}_s' \). The signal covariance matrix \( \mathbf{R}_2 = E\{\mathbf{x}_s'\mathbf{x}_s'^H\} \), and we also require \( \text{tr}(\mathbf{R}_2) = R \) to meet the transmit power constraint. The signal received at MS in the second time slot can be expressed as:

\[
\mathbf{y}_d^{(2)} = \sqrt{\frac{P_{BS}}{M}} \mathbf{H}_2 \mathbf{x}_s' + \mathbf{n}_d^{(2)}. \quad (3.8)
\]

The achievable rate expressions for a DF relaying system have been shown in e.g. [134] and [175]. We recapitulate the main results as follows. According to (3.6), the maximum mutual information of the first hop transmission is

\[
I(\mathbf{x}_s; \mathbf{y}_r) = \log_2 \det \left( \mathbf{I}_R + \frac{P_{BS}}{M\sigma_r^2} \mathbf{H}_1 \mathbf{R}_1 \mathbf{H}_1^H \right). \quad (3.9)
\]

Based on (3.7) and (3.8), the maximum mutual information between the transmitted data symbols and the received signals at MS can be expressed as [175]

\[
I(\mathbf{x}_s, \mathbf{x}_s'; \mathbf{y}_d^{(1)}, \mathbf{y}_d^{(2)}) = \log_2 \det \left( \mathbf{I}_N + \frac{P_{BS}}{M\sigma_d^2} \mathbf{H}_0 \mathbf{R}_1 \mathbf{H}_1^H + \frac{P_{RS}}{R\sigma_d^2} \mathbf{H}_2 \mathbf{R}_2 \mathbf{H}_2^H \right). \quad (3.10)
\]

Since the RS repeats the information transmitted in the first time slot, this repetition coding DF scheme only provides higher SNR but no multiplexing gain. Due to two hop transmission, the maximum transmission rate for the considered overall system can be calculated as

\[
C = \max_{\text{tr}(\mathbf{R}_1) = M} \left\{ \frac{1}{2} \min \left\{ I(\mathbf{x}_s; \mathbf{y}_r), I(\mathbf{x}_s, \mathbf{x}_s'; \mathbf{y}_d^{(1)}, \mathbf{y}_d^{(2)}) \right\} \right\}. \quad (3.11)
\]

The first term in (3.11) represents the rate at which the relay can reliably decode the data from the BS, and the second term represents the rate the MS can reliably decode the data.
symbols based on the signals received from BS and RS. Since we require both RS and MS to fully decode the data symbols, the maximum rate we can choose is the minimum of the two terms. The factor $1/2$ in front of the $\min$ operator in (3.11) comes from the fact of two channel uses.

In order to find the optimum transmit covariance matrices, we can reformulate the achievable rate expression (3.11) as follows:

$$\max \frac{1}{2} \tau$$
subject to
$$I(x_s; y_r) \geq \tau, \quad I(x_s, x'_s; y_d^{(1)}, y_d^{(2)}) \geq \tau,$$
$$\text{tr}(R_1) = M, \quad \text{tr}(R_2) = R,$$

where $\tau$ is a slack variable. This problem is convex and can be solved by efficient interior-point methods [33]. Note, in order to solve the above optimization problem, all the channel matrices $H_0$, $H_1$ and $H_2$ have to be available. One way to achieve this is to let the relay feedback the channel information about $H_2$ to BS. BS feeds the optimized $R_2$ to RS after it finishes the calculation of (3.12). On the other hand, if channel knowledge is not available at the transmitters, it is reasonable to allocate the power uniformly at the transmit antennas since it is known to be a robust solution under channel uncertainty [178]. That is, the signal covariance matrices are chosen to be $R_1 = I_M$ and $R_2 = I_R$.

### 3.4 Analysis of Circular Coverage Range of Relaying Systems with Uniform Power Allocation at Transmit Antennas

If $N_r$ relays are placed uniformly on a circle around the BS, each relay covers a sector with coverage angle $360^\circ/N_r$. For a given coverage angle (or the corresponding number of relays), there exists an optimum position for the relays where the maximum circular coverage range is achieved. In this section, we derive analytical upper and lower bounds for the maximum circular coverage range when the coverage angle is given. The analysis is done for uniform power allocation at the transmit antennas, i.e., in the case of no channel knowledge at transmitters. Furthermore, we propose an approximation for the maximum circular coverage range, which utilizes some results in the analysis of upper and lower bounds. With the knowledge of the two bounds and the approximation, the system designers can get an idea of
the achievable coverage range of the relaying system before doing measurement campaigns.

We assume $P_{BS} = P_{RS}$ and $\sigma_r = \sigma_d$. Furthermore, we denote $\rho = P_{BS}/\sigma_d^2 = P_{RS}/\sigma_d^2$. Since we allocate different subcarriers in each sector and there is no intracell interference between the relays due to our assumption in Section 3.2, we can analyze the circular coverage range by considering just one sector in the system. This is because the same analysis applies to each sector independently. The analysis consists of the following steps:

- **Assumptions on the BS-RS channel:** Normally, dedicated relay stations are placed at those places where good connection with the BS is established. It is reasonable to assume that the first hop channel $H_1$ is much better than $H_0$ and $H_2$, i.e., $PL_1 \ll PL_0$ and $PL_1 \ll PL_2$, at least for the users on the border. Thus for those border users, we have

$$I(x_s; y_r) \gg I(x_s, x'_s; y_d^{(1)}, y_d^{(2)}),$$  

where $I(x_s; y_r)$ and $I(x_s, x'_s; y_d^{(1)}, y_d^{(2)})$ are the mutual information in (3.9) and (3.10), respectively. Since we consider the case that no channel knowledge is available at the transmitters and power is uniformly allocated at the transmit antennas, we can write the following according to (3.11)

$$C \approx \frac{1}{2} I(x_s, x'_s; y_d^{(1)}, y_d^{(2)})$$

$$= \frac{1}{2} \log_2 \det \left( I_N + \frac{P_{BS}}{M\sigma_d^2} H_0 H_0^H + \frac{P_{RS}}{R\sigma_d^2} H_2 H_2^H \right)$$

$$= \frac{1}{2} \log_2 \det \left( I_N + \frac{\rho}{M} \eta_0 \cdot \tilde{H}_0 \tilde{H}_0^H + \frac{\rho}{R} \eta_2 \cdot \tilde{H}_2 \tilde{H}_2^H \right),$$

where $\eta_0 = 10^{-PL_0/10}$ and $\eta_2 = 10^{-PL_2/10}$ denote the signal attenuation from the BS and the RS, respectively. $\tilde{H}_0$ and $\tilde{H}_2$ denote the normalized direct and second hop channels, respectively. Each element of $\tilde{H}_0$ and $\tilde{H}_2$ is a $CN(0, 1)$ random variable according to our channel model in Section 3.2.1. The achievable rate $C$ consists of the signal contributions from the BS and from the RS. Which contribution is stronger depends on the location of the mobile user.

- **Decomposition of coverage area:** In general, the coverage area of the sector has an irregular shape as shown in Fig. 3.7. However, depending on which signal contribution is stronger, the whole coverage area can be considered to be composed of two independent parts: BS coverage and RS coverage. For users in BS coverage, BS signal is the major contribution to $C$ in (3.15), i.e., $\rho\eta_0/M > \rho\eta_2/R$. It is vice versa for users in RS coverage. On average, we can characterize the strength of signal contribution
just by the terms $\rho_1/\eta_0$ and $\rho_2/\eta_2$ because $\bar{H}_0$ and $\bar{H}_2$ are the normalized channels and have the same distribution.

- Approximation of the RS coverage using round disk: User $A$ and $B$ in Fig. 3.7 are two extreme points on the border of RS coverage. User $A$ is the “luckiest” user on the RS coverage border in the sense that it lies on the intersection of BS and RS coverage ranges. The received signal strengths from BS and RS are equally strong, i.e., $\rho_1/\eta_0 = \rho_2/\eta_2$. The user $B$ is among the “most unlucky” users since the signal contribution from BS is very small. Since both user $A$ and $B$ have the same 1%-outage rate (1b/s/Hz), user $B$ must receive stronger relay link signal from RS than user $A$. The shape of the RS coverage is like an ellipse, which has a larger distance from RS to border user $A$ than to user $B$. This shape of RS coverage makes it still hard to analyze the coverage of the relaying system. In order to simplify our analysis and get upper and lower bounds for the maximum circular coverage range, we approximate the RS coverage using a round disk with the center at RS and call it “RS coverage disk”. By using the distance between RS and $A$ as radius of the disk, we overestimate the RS coverage; the RS coverage is underestimated when we use the distance between RS and $B$ as the radius. We also use a round disk with the distance between BS and user $A$ as the radius to approximate the BS coverage, which we call “BS coverage disk”.

- Calculation of disk radiiuses and maximum circular coverage range: The next step is to calculate the disk radiiuses, i.e., to determine the distance between BS, RS and $A$, $B$. The exact expressions for the distances are hard to find analytically. However, we can easily calculate upper and lower bounds for them. After we get the upper and lower bounds for the radiiuses, the corresponding upper and lower bounds for the maximum circular coverage range can be determined by geometry.
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The last two points will be elaborated in the following subsections.

3.4.1 Upper Bound of Maximum Circular Coverage Range

Since the user $A$ lies on the watershed separating the BS coverage and RS coverage, its signal contributions from BS and RS should be equally strong, i.e., $\rho \eta_0 / M = \rho \eta_2 / R$. According to (3.1) and (3.3), we can calculate an upper bound of the distance between user $A$ and BS, RS. By using them as the BS and RS coverage disk radiuses, we get an overestimate of the relaying system coverage and can derive an upper bound of the maximum circular coverage range of the system.

We just show how to calculate the upper bound of the distance between $A$ and RS. The upper bound of the distance between $A$ and BS can be calculated in the same way. We denote $\bar{H} = [\bar{H}_0 \bar{H}_2]$, which is a $N \times (M + R)$ matrix with each element i.i.d. $\sim CN(0, 1)$. The rate expression of user $A$ can be written as

$$ C \approx \frac{1}{2} \log_2 \det \left( I_N + \frac{\rho \eta_0}{M} \cdot \bar{H}_0 \bar{H}_0^H + \frac{\rho \eta_2}{R} \cdot \bar{H}_2 \bar{H}_2^H \right) $$

(3.16)

$$ = \frac{1}{2} \log_2 \det \left( I_N + \frac{\rho \eta_2}{R} \cdot \bar{H} \bar{H}^H \right) $$

(3.17)

$$ = \frac{1}{2} \sum_{i=1}^{N} \log_2 \left( 1 + \frac{\rho \eta_2}{R} \lambda_i \right), $$

(3.18)

where $\lambda_i, i = 1 \ldots N$ are the eigenvalues of $\bar{H} \bar{H}^H$. The distribution of (3.18) is difficult to characterize. However, since we are interested in an upper bound of coverage, we can use the inequality: $\log_2 (1 + x) \leq x \log_2 (e), \forall x \geq 0$, and get

$$ C \leq C^{(u)} = \frac{\rho \eta_2}{4R} \log_2 (e) \cdot \left( \sum_{i=1}^{N} 2 \lambda_i \right). $$

(3.19)

For the i.i.d. Rayleigh fading channel, $\sum_{i=1}^{N} 2 \lambda_i$ is a Chi-squared random variable with $2(M + R)N$ degrees of freedom [184]. Its cumulative distribution function (CDF) is:

$$ F[x; 2(M + R)N] = G[(M + R)N, x/2] $$

(3.20)

$$ = \frac{\gamma((M + R)N, x/2)}{\Gamma((M + R)N)}, $$

(3.21)

where $G(\cdot, \cdot)$ denotes the regularized incomplete gamma function. $\gamma(\cdot, \cdot)$ is the lower incomplete Gamma function, and $\Gamma(\cdot)$ denotes the Gamma function.
Fig. 3.8: Calculation of the upper bound for the maximum circular coverage range when \( \theta \geq 60^\circ (M = R) \)

\( C'^{(u)} \) is an overestimate of the achievable rate for user \( A \). By using \( C'^{(u)} \) instead of \( C \) to characterize our QoS requirement, we can get an overestimate of the distance between RS and \( A \). That is,

\[
P \{ C'^{(u)} \leq C_Q \} = F \left[ \frac{4RC_Q}{\rho \eta_2 \log_2(e) \cdot 2(M + R)N} \right] = \varepsilon. \tag{3.22}
\]

Here \( C_Q = 1 \text{b/s/Hz} \) and \( \varepsilon = 0.01 \). We denote \( F^{-1}(y; k) \) as the inverse function for the CDF \( F(x; k) \). We have \( F^{-1}(y; k) = 2G^{-1}(k/2, y) \), where \( G^{-1}(\cdot, \cdot) \) is the inverse of the regularized incomplete gamma function. The pathloss between \( A \) and RS can be calculated as

\[
PL_2 = 10 \log_{10} \left\{ \frac{\rho \log_2(e)}{2RC_Q} \cdot G^{-1}[(M + R)N, \varepsilon] \right\} \tag{3.23}
\]

\[
= 35.0 \log_{10}(b'^{(u)}_A) + 38.4 \tag{3.24}
\]

By solving the above equation, we can get the upper bound of the distance \( b'^{(u)}_A \) between user \( A \) and the RS, which is also an upper bound of the radius for the RS coverage disk. Similarly, we can get an upper bound \( a'^{(u)} \) for the radius of the BS coverage disk.

When the number of antennas at BS and RS are the same, i.e., \( M = R \), the radiuses of BS and RS coverage disks are the same. Given the radiuses of the BS and RS coverage disks, the next step is to determine the optimum distance between the BS and RS, and calculate the maximum circular coverage range. For illustration purpose, we just show the \( M = R \) case in the figures. Given the coverage angle, the maximum circular coverage range is the maximum radius such that every user in the circular sector fulfills the QoS requirement. As depicted in Fig. 3.8, the line \( OT \) is tangent to the BS disk and RS disk at \( O \) and \( T \), respectively. When
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Fig. 3.9: The circular coverage range will shrink if RS moves farther away ($\theta \geq 60^\circ$, $M = R$)

Fig. 3.10: Calculation of the upper bound for the maximum circular coverage range when $\theta < 60^\circ$ ($M = R$)

$\theta > 60^\circ$, the maximum circular coverage range is achieved when the point $T$ is on the ray of angle $\theta$. The distance between BS and $T$ is the maximum circular coverage range. Otherwise if we move the RS further away, the circular coverage range will shrink. This is shown in Fig. 3.9.

For the coverage angle $\theta \leq 60^\circ$ as depicted in Fig. 3.10, the maximum circular coverage range is achieved when the ray of the angle $\theta$ crosses the crossing point of the BS and RS circles. The maximum circular coverage range equals the distance from BS to the point $A'$. This is because if we move the RS and BS further apart, some area in the sector will not fulfill the QoS requirement and is not in the coverage of the system. This is shown in Fig. 3.11.

When $M = R$, the upper bound for the maximum circular coverage range can be expressed as:

$$r_{cov} = \begin{cases} 
\alpha(u) + 2\alpha(u) \cos \theta, & \text{if } \theta < 60^\circ; \\
\alpha(u) / \sin(\theta/2), & \text{if } \theta \geq 60^\circ.
\end{cases}$$  

(3.25)
Fig. 3.11: Some area will be out of coverage if RS moves farther away ($\theta < 60^\circ$, $M = R$) where $a^{(u)}$ is the radius of the BS and RS coverage disks since they are the same. The corresponding distance $r_{\text{relay}}$ between BS and RS is

$$r_{\text{relay}} = \begin{cases} 
2a^{(u)} \cos(\theta/2), & \text{if } \theta < 60^\circ; \\
a^{(u)} \cot(\theta/2), & \text{if } \theta \geq 60^\circ. 
\end{cases} \quad (3.26)$$

When $M \neq R$, the upper bound for maximum circular coverage range can be calculated as follows according to coverage angle $\theta$

$$r_{\text{cov}} = \begin{cases} 
a^{(u)} + 2b_A^{(u)} \cos \varphi, & \text{if } \theta < 2 \arcsin \left( \frac{\sqrt{p^2 + 8 - p^2}}{4} \right); \\
b_A^{(u)} / \sin(\theta/2), & \text{if } \theta \geq 2 \arcsin \left( \frac{\sqrt{p^2 + 8 - p^2}}{4} \right).
\end{cases} \quad (3.27)$$

where $\varphi$ satisfies $b_A^{(u)} \sin \varphi = (a^{(u)} + b_A^{(u)} \cos \varphi) \tan(\theta/2)$ and $p = a^{(u)} / b_A^{(u)}$. Here $a^{(u)}$ and $b_A^{(u)}$ are the upper bounds for the radiuses of the BS and RS coverage disks, respectively. The corresponding distance between BS and RS is

$$r_{\text{relay}} = \begin{cases} 
b_A^{(u)} \sin \varphi / \sin(\theta/2), & \text{if } \theta < 2 \arcsin \left( \frac{\sqrt{p^2 + 8 - p^2}}{4} \right); \\
b_A^{(u)} \cot(\theta/2), & \text{if } \theta \geq 2 \arcsin \left( \frac{\sqrt{p^2 + 8 - p^2}}{4} \right).
\end{cases} \quad (3.28)$$

3.4.2 Lower Bound of Maximum Circular Coverage Range

In the last subsection, we first calculated an overestimate of the BS and RS coverage radiuses and then derived an upper bound for the maximum circular coverage range. Following the same idea, we can also derive an lower bound. In Fig. 3.7, user $B$ is on the other side of the relay and is much farther away from the BS than from the RS. Thus the signal contribution
from BS is much smaller than RS signal contribution at this position, i.e., $\rho \eta_0 / M \ll \rho \eta_2 / R$. We ignore the signal contribution from the BS and get the rate expression for user $B$ as

$$C \approx \frac{1}{2} \log_2 \det \left( I_N + \frac{\rho}{M} \eta_0 \cdot \bar{H}_0 \bar{H}_0^H + \frac{\rho}{R} \eta_2 \cdot \bar{H}_2 \bar{H}_2^H \right),$$

(3.29)

$$\geq \frac{1}{2} \log_2 \det \left( I_N + \frac{\rho}{R} \eta_2 \bar{H}_2 \bar{H}_2^H \right),$$

(3.30)

$$= \frac{1}{2} \sum_{i=1}^{N} \log_2 \left( 1 + \frac{\rho}{R} \eta_2 \lambda'_i \right),$$

(3.31)

$$\geq \frac{1}{2} \log_2 \left( 1 + \frac{\rho}{2R} \eta_2 \sum_{i=1}^{N} 2 \lambda'_i \right) = C^{(i)},$$

(3.32)

where $\lambda'_i$, $i = 1 \ldots N$ are the eigenvalues of $\bar{H}_2 \bar{H}_2^H$. $\sum_{i=1}^{N} 2 \lambda'_i$ is a Chi-squared random variable with $2RN$ degrees of freedom. The last inequality (3.32) follows from

$$\sum_{i=1}^{N} \log_2 (1 + x_i) = \log_2 \left( \prod_{i=1}^{N} (1 + x_i) \right) \geq \log_2 (1 + \sum_{i=1}^{N} x_i), \quad \text{for} \ x_i \geq 0.$$  

(3.33)

By using $C^{(i)}$ instead of $C$ to characterize the QoS requirement, we can derive an underestimate of the distance between RS and $B$. We have

$$\mathbb{P} \left\{ C^{(i)} \leq C_Q \right\} = F \left[ \frac{2R (2^{2C_Q} - 1)}{\rho \eta_2}, 2RN \right] = \varepsilon.$$  

(3.34)

Here $C_Q = 1\text{b/s/Hz}$ and $\varepsilon = 0.01$. So the pathloss between $B$ and RS can be calculated as

$$PL_2 = 10 \log_{10} \left\{ \frac{\rho}{R (2^{2C_Q} - 1)} \cdot G^{-1}[RN, \varepsilon] \right\}$$

$$= 35.0 \log_{10}(b^{(i)}_B) + 38.4$$

(3.35)

(3.36)

By solving the above equation, we can get the distance $b^{(i)}_B$, which is a lower bound of the radius for RS coverage disk. The inequality (3.33) should also be used to calculate a lower bound $a^{(i)}$ on the distance between $A$ and BS, which is also a lower bound on the radius of the BS coverage disk. Similarly, we can get a lower bound $b^{(i)}_A$ on the distance between RS and user $A$ using the inequality (3.33), which will be used in the next subsection.

After calculating lower bounds on the radius $a^{(i)}$ of BS coverage disk and the radius $b^{(i)}_B$ of RS coverage disk, the next step is to determine the optimum distance between BS and RS, and calculate the lower bounds of the maximum circular coverage range. This is depicted
in Fig. 3.12. Following the same discussion as in subsection 3.4.1, the lower bound for the maximum circular coverage range vs. coverage angle in such a case can be calculated as

\[
\begin{align*}
    r_{\text{cov}} &= \begin{cases} 
        a(l) + 2b(l) \cos \varphi, & \text{if } \theta < 2 \arcsin\left(\frac{\sqrt{p^2 + 8 - p^4}}{4}\right); \\
        b(l) B / \sin(\theta/2), & \text{if } 2 \arcsin\left(\frac{\sqrt{p^2 + 8 - p^4}}{4}\right) \leq \theta < 2 \arcsin\left(\frac{1}{p}\right); \\
        a(l), & \text{if } \theta \geq 2 \arcsin\left(\frac{1}{p}\right),
    \end{cases}
\end{align*}
\]

(3.37)

where \( \cos \varphi = \cos(\theta/2)\sqrt{1 - p^2 \sin^2(\theta/2) - p \sin^2(\theta/2)} \) and \( p = a(l)/b(l) \). Here \( a(l) \) and \( b(l) \) are lower bounds on the radius of BS and RS coverage disks, respectively. The optimum distance \( r_{\text{relay}} \) between BS and RS can be calculated as

\[
\begin{align*}
    r_{\text{relay}} &= \begin{cases} 
        b(l) \sin \varphi / \sin(\theta/2), & \text{if } \theta < 2 \arcsin\left(\frac{\sqrt{p^2 + 8 - p^4}}{4}\right); \\
        b(l) \cot(\theta/2), & \text{if } \theta \geq 2 \arcsin\left(\frac{\sqrt{p^2 + 8 - p^4}}{4}\right).
    \end{cases}
\end{align*}
\]

(3.38)

### 3.4.3 Heuristic Approximation for Maximum Circular Coverage Range

We derived upper and lower bounds for the maximum circular coverage range of DF relaying systems in the previous subsections. However, a designer of a real system may be more interested in an approximation for the maximum circular coverage range of the system, especially for the case of low coverage angle (e.g., below 90°). This is because usually more than four relays are expected to be used in a cell in order to get high coverage extensions. Thus we propose a heuristic approximation of the maximum circular coverage range for DF relaying systems.

As we can see from Fig. 3.7, the RS coverage is like an ellipse which has larger distance to \( A \) than to \( B \). Because the border users are in low SNR regime, \( \rho \eta_2 \lambda_i / R \) is a small number in
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We have $C \approx C^{(l)}$. As an approximation, we can average the two distances $b_A^{(l)}$ and $b_B^{(l)}$, and use it as the radius of the RS coverage disk. In addition, the radius of BS coverage disk is between the overestimate $a^{(u)}$ and the underestimate $a^{(l)}$. As an approximation, we also take the average of it. That is, we define

$$\bar{a} = \left( a^{(u)} + a^{(l)} \right) / 2 \quad (3.39)$$

$$\bar{b} = \left( b_A^{(l)} + b_B^{(l)} \right) / 2. \quad (3.40)$$

Then we substitute $\bar{a}$ and $\bar{b}$ for $a^{(l)}$ and $b_B^{(l)}$ in (3.37) and (3.38) to get the approximation expression for the maximum circular coverage range and the optimum distance between BS and RS for the coverage angles.

3.5 Simulation Results

Monte Carlo simulations are carried out to determine the 1%-outage rate for each point in a DF relaying system. We use the channel model discussed in Section 3.2.1, which reflects the fact that the RS is chosen to be placed at the positions where stable connections to the BS is established. Nevertheless, the outage at the RS is considered in our simulation results. We restrict ourselves to two extreme cases in the assumptions of CSIT: perfect CSIT and no CSIT. When perfect CSIT is available, we calculate the achievable rate of each point according to (3.11) and optimize the covariance matrices $R_1$ and $R_2$ numerically. When no CSIT is available, we choose the transmit covariance matrices to be $R_1 = I_M$ and $R_2 = I_R$. The channel knowledge at the receivers is always assumed to be perfectly available. Different antenna configurations are displayed as $M/R/N$ in the figures.

3.5.1 Analysis of Circular Coverage Range for DF Relaying with Uniform Power Allocation at Transmit Antennas

Fig. 3.13(a) depicts the upper and lower bounds for a DF relaying system with $M/R/N = 2/2/2$ antenna configuration. The simulation result and the approximation are also shown. For the coverage angle $90^\circ \leq \alpha_{cov} \leq 180^\circ$, the lower bound remains unchanged. This is because at those points, the RS coverage disk merges into the BS coverage disk. So the maximum circular coverage range equals the radius of the BS coverage disk when $90^\circ \leq \alpha_{cov} \leq 180^\circ$. As we can see, the upper and lower bounds are not tight. In a real system, it...
Fig. 3.13: Analysis of the maximum coverage angle vs. circular coverage range for DF relaying systems: uniform power allocation at transmit antennas, $M/R/N = 2/2/2$ and $4/4/2$ antenna configurations.
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Fig. 3.14: Coverage angle vs. maximum circular coverage range for DF relaying schemes: Uniform power allocation at transmit antennas. The solid lines represent the maximum circular coverage range of relaying systems, and the dashed lines represent the circular coverage range of direct transmission.

may be more interesting to consider the approximation for the maximum circular coverage range, which fits well with the simulated results for $0^\circ \leq \alpha_{cov} \leq 70^\circ$. In this range, the maximum difference between simulated and approximated circular coverage range is less than 20m. Similar observations can be obtained for $M/R/N = 4/4/2$ antenna configuration shown in Fig. 3.13(b).

3.5.2 Circular Coverage Range Improvement for DF Relaying Without CSIT

Fig. 3.14 shows the maximum circular coverage range of DF relaying schemes compared to the coverage range of direct transmission for different types of antenna configurations with uniform power allocation at transmitter antennas. Relay outage is considered. For all relaying schemes, except the 1/1/1/ antenna configuration, the maximum circular coverage ranges at $\alpha_{cov} = 180^\circ$ are similar as their corresponding direct transmission schemes. This is because border users at this coverage angle receive approximately equally strong signals from BS and RS. This SNR improvement at $\alpha_{cov} = 180^\circ$ compensates for the transmission rate loss due to two hop transmission.
For the considered uniform power allocation at transmitter cases, the maximum circular coverage ranges of the relaying systems are better than their corresponding direct transmission systems for coverage angle $\alpha_{\text{cov}} < 140^\circ$. This means $N_r = 3$ relays per cell can guarantee the circular coverage range extension. As shown in Fig. 3.14, placing more relays (lowering coverage angle) will achieve higher circular coverage range extension. For example, for a $(4/4/4)$ configuration and at coverage angle $\alpha_{\text{cov}} = 60^\circ$, which corresponds to 6 relays per cell, the DF relay achieves the maximum circular coverage range of $r_{\text{cov}} \approx 356\text{m}$. Compared to the coverage range of direct transmission ($r_{\text{cov}} \approx 216\text{m}$), this corresponds to an 65% increase in circular coverage range.

Using multiple antennas is another effective means for coverage extension. As shown in Fig. 3.14, the maximum circular coverage range of $2/2/2$ antenna configuration more than doubles the maximum circular coverage range of $1/1/1$ antenna configuration for any coverage angle. The maximum circular coverage range of $4/4/4$ relaying system is about 50% larger than that of the $2/2/2$ system. Furthermore we conclude that the maximum circular coverage range does not improve much by placing more antennas at BS if we have fixed antenna configurations $(R/N)$ at RS and MS. This can be observed from the simulation result of $8/4/2$ antenna configuration as compared to that of $4/4/2$ antenna configuration. Their maximum circular coverage ranges are nearly identical. The same is also true for the simulation result of $8/4/4$ antenna configuration as compared with that of $4/4/4$ antenna configuration. This is because the first hop channel between BS and RS is already very good and the overall transmission rate is limited by the second hop. Thus placing more antennas at BS provide no more advantages.

### 3.5.3 Circular Coverage Range Improvement for DF Relaying with Full CSIT

Fig. 3.15 shows the maximum circular coverage range of DF relaying schemes compared to direct transmission for different types of antenna configurations when channel knowledge is available at the transmitters. Using the optimum covariance matrices as discussed in Section 3.3 at the transmitters can provide surprisingly large coverage extension for MIMO DF relaying systems. For $8 \times 4$ cellular system, waterfilling at the BS can provide an additional $87\text{m}$ circular coverage range extension compared to the uniform power allocation case for direct transmission. Using the optimum signal covariance matrices can provide an additional $210\text{m}$ circular coverage range extension compared to the uniform power allocation case for DF relaying with $8/4/4$ antenna configuration at the coverage angle $60^\circ$ (i.e., using 6 relays).
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Fig. 3.15: Coverage angle vs. maximum circular coverage range for DF relaying system: full CSIT at transmitters. The solid lines represent the maximum circular coverage range of relaying systems, and the dashed lines represent the coverage range of direct transmission.

However, in order to calculate the optimum covariance matrices, the RS has to feedback the channel knowledge on $H_2$ to the BS, and the BS has to inform the RS about the calculated covariance $R_2$. This may introduce additional cost for a real system. From Fig. 3.15, we can also observe that a DF relaying system with $8/4/2$ antenna configuration has similar maximum circular coverage range as a $4/4/2$ system when full CSIT is available. The same is also true for $4/4/4$ and $8/4/4$ DF relaying systems. This is similar to what is observed in Fig. 3.14.

3.5.4 Circular Coverage Range Improvement by Using Fixed Number of Relays

In Fig. 3.16 and Fig. 3.17, we compare the absolute circular coverage range extension and the relative improvement of DF relaying schemes compared to direct transmission for 6 and 9 relays per cell. The corresponding coverage angles are $\alpha_{cov} = 60^\circ$ and $\alpha_{cov} = 40^\circ$, respectively.

In the symmetric scenarios in which BS and RS have the same number of antennas, i.e., for $2/2/2$, $4/4/2$ and $4/4/4$ antenna configurations, their relative improvement in the maximum
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Fig. 3.16: Relative circular coverage range improvement compared to direct transmission for $N_r = 6$ and $N_r = 9$ DF relaying systems. Antenna configurations from left to right: 1/1/1, 2/2/2, 4/4/2, 8/4/2, 4/4/4, 8/4/4.
circular coverage range in the case of no CSIT (i.e., the gain relative to the coverage range of the direct communication between BS and MS) do not differ much (cf. Fig. 3.16(a)). For 1/1/1 antenna configuration, its relative circular coverage range improvement is much higher than the others. This is because its coverage range is small in direct transmission, and small circular coverage range improvement in DF relaying leads to high relative circular coverage range improvement. For the asymmetric scenarios, i.e., $M > R$, the relative improvement in circular coverage range is smaller, especially when CSIT is available. This behavior is due to the fact that the direct transmission scheme improves significantly in the mentioned asymmetric scenarios, while in the DF relaying schemes the rate is limited by the second hop, and therefore the maximum circular coverage ranges in DF relaying do not improve as much as direct transmission. Note that to achieve the depicted circular coverage range extension in the case of DF without CSIT (cf. Fig. 3.17(a)) space-time coding techniques have to be used.

The use of more antennas at the BS than at the MS does not improve the performance significantly (cf. Fig. 3.17), at least in the considered scenarios, in which the link between BS and RS is stable compared to the two links BS-MS and RS-MS. Therefore, it is sufficient to use as many BS antennas as RS antennas. Additional BS antennas can be used for SDMA (space-division multiple access) techniques. For example, they can be used to transmit data to two different relays in the same cell in the same band, in order to improve the overall spectral efficiency.

To answer the question when it does pay off to use relays instead of more base stations, we calculate a rough estimate. As a fair comparison, we assume the same amount of resources and the same number of active users in both cases. Fig. 3.16 shows that DF relaying in a 4/4/4 scenario more than doubles the maximum circular coverage range if 9 relays are used (i.e., coverage angle $\alpha_{cov} = 40^\circ$), whether CSIT is available or not. Therefore, the covered area is improved by the factor of 4, which would require 3 additional base stations if no relays would be deployed. This means relaying is profitable if $9/3 = 3$ relays are cheaper than one base station in this example.

### 3.6 Chapter Summary and Conclusions

We proposed the concepts of coverage angle and circular coverage range for the analysis of coverage extension in cellular relaying networks. The upper and lower bounds for the maximum circular coverage range when uniform power is allocated at the transmitters were
Fig. 3.17: Circular coverage range extensions compared to direct transmission for $N_r = 6$ and $N_r = 9$ DF relaying systems. Antenna configurations from left to right: 1/1/1, 2/2/2, 4/4/2, 8/4/2, 4/4/4, 8/4/4.
presented. We also proposed an approximation for the maximum circular coverage range and verified our proposals by simulations. Our simulation results showed that the circular coverage range extension for MIMO relaying systems is significant compared to the conventional direct transmission, even though we have a rather high QoS requirement and require a circular cell. If CSIT is available, additional coverage range can be achieved by using the optimum transmit signal covariance matrices. We also found that if the first hop channel is already very good, as is the case for most relaying systems, placing more antennas at BS does not provide substantial additional coverage extension.
Chapter 4

Two-Way Relaying Systems With Multiple Antennas

The two-way relaying protocol provides an effective means to reduce the spectral efficiency loss in half-duplex relaying systems that is due to the two channel uses required for the transmission from the source station to the destination station. This is achieved by bidirectional simultaneous transmission of data between the two stations. In this chapter, we consider two-way relaying systems with multiple antennas equipped at each station, i.e., MIMO two-way relaying systems. Fundamental transmit and receive signal models for two-way amplify-and-forward (AF) and decode-and-forward (DF) relaying protocols are presented. In particular, we discuss in detail two practical data combining schemes at the relay for the broadcast (BRC) phase in the two-way DF relaying protocol, i.e., the superposition coding scheme and the network coding scheme. The difference of the two schemes lies in combining the decoded data at the relay on the symbol level or on the bit level. A unified view for the data combining schemes at the relay is also proposed. Furthermore, we explore how to choose the optimum transmit signal covariance matrices at the relay and characterize the achievable sum rates using the two data combining schemes for given channels. The capacity region in the BRC phase achieved by random coding approaches is also presented. In this chapter, we allocate equal time resources on the multiple access (MAC) and BRC phases. The optimum time-division strategies between the MAC and BRC phases will be discussed in Chapter 5.

4.1 Introduction

Conventional relaying schemes suffer from the half-duplex constraint, which causes the spectral efficiency loss due to the two channel uses required for the transmission from the source
to the destination. This results in the pre-log factor of $1/2$ in the corresponding rate expressions. In [192, 193], the two-way relaying protocol was proposed to recover the spectral efficiency loss in half-duplex relaying systems. The two-way relaying protocol considers the bidirectional information exchanges between two wireless stations via a relay. Conventional relaying protocols require four channel uses to exchange the data of those two stations. The two-way relaying protocol in [192, 193] only needs two phases, which represents the channel uses, to finish the information exchange. In order to distinguish the two phases, the first phase is referred to as the *multiple access* (MAC) phase, and the second phase is referred to as the *broadcast* (BRC) phase (see Chapter 2). In the MAC phase, both stations transmit their messages simultaneously to the relay. In the BRC phase, the relay combines the data from the two stations and transmits the combined data back to the two stations. Since the two stations know their own data, they can subtract the back-propagating known data, i.e., *self-interference*, and reveal the information from its partner. Both the amplify-and-forward (AF) and decode-and-forward (DF) relaying strategies were considered for the two-way relaying protocol in [192, 193], where each station is equipped with only a single antenna. The data combining scheme at the relay proposed by [192, 193] is realized on the symbol level, and it is called the *superposition coding (SPC)* scheme.

The network coding scheme was proposed in [10, 142] originally for data communication in computer networks. In [136, 260], a network coding scheme for relaying networks was considered, where two stations communicate via an access point in three time slots. In the first and second slot, the two nodes transmit their messages via orthogonal channels to the relay. The relay combines both messages on bit-level by means of the XOR operation and retransmits it to both nodes. The nodes use the XOR operation on the decoded message and the own transmitted message to obtain the message from the other node. The basic idea of the schemes in [136, 260] is also the information combining at the relay and the known information cancellation at the receiving stations. The difference to the SPC scheme is that the information combination at the relay is realized on the bit level in the network coding scheme.

The optimum random coding schemes and the capacity region in the BRC phase of two-way DF relaying systems were proposed in [170, 264] for discrete memoryless channels, and extended to multiple-input multiple-output (MIMO) Gaussian channels in [262]. The considered scenario is that the relay wants to transmit information to two stations and each station knows perfectly the information intended for the other side. Such a channel model was termed *bidirectional broadcast channel*. The interesting results showed that independent messages can be sent out to two receivers simultaneously at their respective link capacities.
by the same input at the relay using random coding approaches.

The optimum linear processing matrix at the relay that maximizes the achievable rate in MIMO unidirectional AF relaying systems can be found in [158] without considering the directlink between the transmitter and the receiver. However, for MIMO two-way AF relaying systems, finding the optimum linear processing matrix at the relay to maximize the sum rate exploiting the channel state information at the transmitter (CSIT) in the BRC phase is a non-convex optimization problem, which is difficult to solve. Recently, the authors of [139] proposed an iterative scheme to find a relay linear processing matrix aiming to maximize the sum rate for MIMO two-way AF relay systems. Such a scheme iteratively identifies a local optimal solution by deriving the gradient of the sum rate and applying the gradient descent algorithm. Linear precoder and decoder which minimize the sum of mean squared error at the two stations can be found in [141].

In this chapter, we extend the two-way AF and DF relaying protocol [193] to multiple antennas at all stations, i.e., MIMO two-way AF and DF relaying systems. We present the signal models for the MIMO two-way AF and DF relaying protocols and assume further the knowledge of transmit CSI at the DF relay. In the time-division duplex (TDD) transmission mode, the relay has to estimate the MIMO channels for decoding in the MAC anyway. So, in the BRC phase this knowledge can be used for precoding if the bursts are short enough compared to the coherence time of the MIMO channels. In the frequency-division duplex (FDD) transmission mode, the relay may require feedback of channel knowledge from the two receiving stations. Equal time (or frequency) resources are allocated to the MAC and BRC phases. We compare the two practical approaches, i.e., the SPC and the network coding schemes, for combining the information at the relay in the BRC phase of two-way DF relaying protocol. Furthermore, we also present the method of characterizing the capacity region in the MIMO bidirectional broadcast channel and calculating its maximum sum rate. We show that two-way relaying achieves a quite substantial improvement in spectral efficiency compared to conventional relaying with and without transmit CSI at the relay. We show that the difference in sum-rate compared to the case where no CSIT is used, increases with increasing ratio between number of relay antennas and number of node antennas. We further show that the network coding scheme achieves nearly the optimal sum rate when CSIT is available at the relay. When CSIT is not available at the relay, the two-way DF relaying protocol always significantly outperforms the two-way AF relaying protocol.

Our Contributions: The contributions of this chapter can be summarized as follows:

- We provide the analysis and comparison of the relaying strategies and the data combining schemes from information theoretic perspectives in MIMO two-way relaying
systems. In particular, we characterize the optimal relay transmit covariance matrices when the BRC phase CSIT is available at the relay for MIMO two-way DF relaying systems;

- We provide a unified view of the SPC and the network coding schemes;
- We propose an algorithm for characterizing the BRC phase capacity region.

This chapter is organized as follows: Section 4.2 presents the system setup for MIMO two-way relaying systems. Section 4.3 discusses the signal models in MIMO two-way AF relaying systems, where the relay linear processing matrix is chosen according to [193]. Section 4.4 presents the signal models in MIMO two-way DF relaying systems, where the two practical relay combining schemes, the SPC scheme and the network coding scheme, are discussed in detail. A unified view for the SPC scheme and the network coding scheme is also discussed. Furthermore, we present the method of characterizing the capacity region in the MIMO bidirectional broadcast channel and calculating its maximum sum rate. Comprehensive performance results are presented in Section 4.5, and this chapter is summarized in Section 4.6.

### 4.2 System Setup

A generic MIMO two-way relaying system model is shown in Fig. 4.1, where two wireless stations A and B exchange data via a relay station R. All stations are half-duplex. We refer the stations A and B collectively as user stations. We consider a discrete-time baseband transmission model. The channel is assumed to be flat-fading, which can be considered as one subcarrier in orthogonal frequency-division multiplexing (OFDM) systems. The number of antennas at Station A, the relay and Station B are denoted as $N_A$, $N_R$ and $N_B$, respectively. The transmission in two-way relaying protocols is separated in transmission phases, which represent channel uses. Each transmission phase can be a time-slot in the time division
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duplex (TDD) transmission mode or a frequency subcarrier in the frequency division duplex (FDD) transmission mode. Our discussions are based on the two-phase protocol, i.e., the data from stations A and B are exchanged in the multiple access (MAC) phase and the broadcast (BRC) phase. Since all the stations are half-duplex, the directlink has no impact on the two-phase transmission and need not to be considered. In Fig. 4.1, $G_k \in \mathbb{C}^{N_R \times N_k}$ and $H_k \in \mathbb{C}^{N_k \times N_R}$ respectively denote the channel matrices between Station $k$ and the relay in the MAC and BRC phases, where $k \in \{A, B\}$. All the channels remain constant during its corresponding transmission phase. We assume that the information generated by the two user stations are independent, and the transmission in the system is perfectly synchronized. $R_A$ denotes the information rate of the data to be transmitted from Station A to B, and $R_B$ denotes the information rate of the data to be transmitted from Station B to A.

4.3 Amplify-and-Forward Relaying

The amplify-and-forward (AF) protocol is a simple relaying protocol where the relay transmits a linearly processed version of its received signal to the destination. The two-way AF relaying protocol was proposed in [193] where each station is equipped with a single antenna. We generalized the two-way AF relaying system to the MIMO case, and present the transmission models for the scenario where multiple antennas at each station.

In the MAC phase, Station A and B transmit their data simultaneously to the relay, and the received data $y \in \mathbb{C}^{N_R \times 1}$ at the relay is

$$y = G_A x_A + G_B x_B + n$$  \hspace{1cm} (4.1)

where $x_A \in \mathbb{C}^{N_A \times 1}$ and $x_B \in \mathbb{C}^{N_B \times 1}$ denote the signal vectors transmitted by Station A and B in the MAC phase under the transmit power constraint $P_A$ and $P_B$, respectively. $n \sim \mathcal{C}\mathcal{N}(0, \sigma^2 I_{N_R})$ denotes the additive white Gaussian noise vector at the relay. We assume that stations A and B do not have channel state information at transmitters (CSIT) in the MAC phase, and equal power is allocated on each data stream. That is, we have $E\{x_A x_A^H\} = P_A / N_A \cdot I_{N_A}$ and $E\{x_B x_B^H\} = P_B / N_B \cdot I_{N_B}$.

The AF relay linearly process the received signal and transmits an amplified version of the signal vector $y$. We assume the linear processing matrix at the AF relay to be $F \in \mathbb{C}^{N_R \times N_R}$. 

The transmitted symbol at the relay in the BRC phase is then given by

\[
s_R = F y = FG_A x_A + FG_B x_B + F n. \tag{4.3}
\]

Furthermore, we require the signal vector \( s_R \) to satisfy the transmit power constraint \( P_R \) at the relay, i.e.,

\[
\text{tr} \left( E \{ s_R s_R^H \} \right) \leq P_R. \tag{4.4}
\]

We assume the relay knows the MAC phase channel matrices \( G_A \) and \( G_B \). One linear processing matrix that satisfies the transmit power constraint at the relay can be chosen as \[193\]

\[
F = \sqrt{\frac{P}{N_A} \text{tr}(G_A G_A^H) + \frac{P}{N_B} \text{tr}(G_B G_B^H) + \sigma^2 I_{N_R}} \cdot I_{N_R}. \tag{4.5}
\]

So the received signals at stations A and B can be expressed as

\[
y_A = H_A s_R + n_A \tag{4.6}
\]

\[
= H_A F y + n_A \tag{4.7}
\]

\[
= H_A F G_A x_A + H_A F G_B x_B + H_A F n + n_A \tag{4.8}
\]

\[
y_B = H_B s_R + n_B \tag{4.9}
\]

\[
= H_B F y + n_B \tag{4.10}
\]

\[
= H_B F G_A x_A + H_B F G_B x_B + H_B F n + n_B \tag{4.11}
\]

where \( n_A \sim \mathcal{CN}(0, \sigma^2_A I_{N_A}) \) and \( n_B \sim \mathcal{CN}(0, \sigma^2_B I_{N_B}) \) are the additive white Gaussian noise vectors at stations A and B, respectively. The linear processing matrix \( F \) is also known to both stations A and B. We assume that Station A knows the channel matrices \( H_A F G_A \) and \( H_A F G_B \), while Station B knows the channel matrices \( H_B F G_A \) and \( H_B F G_B \). The signal contribution of their own transmitted data symbols is called self-interference (SI) and can be canceled before decoding. Assuming that the channel matrices remain constant during their transmission phases, the information rate of the data from stations A and B can be
respectively expressed as

\[ P_{AF}^A = \frac{1}{2} \log \det \left[ I_N + \left( \frac{P_A}{N_A} H_B F G_A^H F^H H_B^H \right) \left( \sigma^2 B I_N + \sigma^2 H_B F F^H H_B^H \right)^{-1} \right] \]  
\[ P_{AF}^B = \frac{1}{2} \log \det \left[ I_N + \left( \frac{P_B}{N_B} H_A F G_B^H F^H H_A^H \right) \left( \sigma^2 A I_N + \sigma^2 H_A F F^H H_A^H \right)^{-1} \right] \]

which can be achieved by using i.i.d. Gaussian codebooks. The transmission in each direction still suffers from the pre-log factor one-half due to the two-hop transmission. However, the bidirectional information flows are established simultaneously, i.e., the sum rate of \( R_{AF}^A \) and \( R_{AF}^B \) is achieved simultaneously which roughly doubles the spectral efficiency.

Unlike the optimum linear processing matrix design problem for MIMO unidirectional AF relaying systems [158], finding the optimum linear processing matrix \( F \) exploiting CSIT on \( H_A \) and \( H_B \), which are available at the relay, to maximize the sum rate \( P_{AF}^A + P_{AF}^B \) is a non-convex optimization problem, which is difficult to solve. Simple choice of AF gain matrix can be chosen according to (4.5). Linear precoder and decoder which minimize the sum of mean squared error at the two stations can be found in [141].

### 4.4 Decode-and-Forward Relaying

The AF relaying protocol is a simple scheme that forwards the received signals only after linear processing. Compared to the AF relaying protocol, the DF relaying protocol requires the relay to decode the received signals, which is more complicated. However, the DF relaying protocol has some advantages: firstly, the DF relays do not have to store the received waveforms as AF relays do. So the DF relays may require less memory compare to the AF relays. Secondly, due to the decoding process done at the DF relays, the transmitted signal from the relays is “clean” and does not contain noise. As a result, the DF relays do not suffer from the noise amplification as AF relays do. The two-way DF relaying protocol works as follows.

Same as the two-way AF relaying protocol, the stations A and B transmit their data simultaneously to the relay in the MAC phase. The received signal \( y \in \mathbb{C}^{N_r \times 1} \) at the relay is given by

\[ y = G_A x_A + G_B x_B + n \]  

where \( x_A \in \mathbb{C}^{N_A \times 1} \) and \( x_B \in \mathbb{C}^{N_B \times 1} \) denote the signal vectors transmitted by Station A and B in the MAC phase under the transmit power constraint \( P_A \) and \( P_B \), respectively. \( n \sim \)
\( \mathcal{CN}(0, \sigma^2 I_{N_R}) \) denotes the additive white Gaussian noise vector at the relay. We assume that stations A and B do not have channel state information of \( G_A \) and \( G_B \) in the MAC phase. So equal power is allocated on the transmit data streams, i.e., \( E\{x_A x_A^H\} = P_A/N_A \cdot I_{N_A} \) and \( E\{x_B x_B^H\} = P_B/N_B \cdot I_{N_B} \).

Unlike the AF relay that simply stores and retransmits a linearly processed version of the received signal, the DF relay fully decodes the signal received in the MAC phase. The capacity region for the MAC phase channel is the closure of all the set of achievable rates \( (R_A, R_B) \) in the MAC phase. It can be described by

\[
R_A \leq I_A^{\text{MAC}} = \frac{1}{2} \log_2 \det \left( I_{N_R} + \frac{P_A}{N_A \sigma^2} G_A G_A^H \right),
\]

\[
R_B \leq I_B^{\text{MAC}} = \frac{1}{2} \log_2 \det \left( I_{N_R} + \frac{P_B}{N_B \sigma^2} G_B G_B^H \right),
\]

\[
R_A + R_B \leq I_{\text{sum}}^{\text{MAC}} = \frac{1}{2} \log_2 \det \left( I_{N_R} + \frac{P_A}{N_A \sigma^2} G_A G_A^H + \frac{P_B}{N_B \sigma^2} G_B G_B^H \right),
\]

The MAC phase capacity region can be achieved by i.i.d. Gaussian codebooks [49].

In the BRC phase, the relay re-encodes the information and broadcasts the combined information to both stations on the same time or frequency channel. We denote the data bits contained in the MAC phase transmit symbols \( \{x_A\} \) and \( \{x_B\} \) as \( \{b_A\} \) and \( \{b_B\} \), respectively. The transmit signal of the relay \( s_R \) is determined by the decoded bit-sequences of the MAC phase, i.e.,

\[
(\{b_A\} , \{b_B\} ) \xrightarrow{\text{mod}} \{s_R\}.
\]

Since both stations A and B respectively knows the bit sequence information \( \{b_A\} \) and \( \{b_B\} \) that have been transmitted in the MAC phase, they can cancel this contribution and reveal the information from their partners after receiving the signals transmitted from the relay.

There are two basic approaches for combining the information from the stations A and B at the relay in the two-way DF relaying protocol. The first is based on superposition coding (SPC) scheme as in [192], whereas the second approach is based on the networking coding scheme as in [260]. Their difference lies in that the SPC scheme combines the decoded data from the stations A and B on the symbol level, while the network coding scheme combines two sets of data on the bit level.
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4.4.1 Superposition Coding Scheme

In the SPC scheme, the two sets of decoded bit sequences \{b_A\} and \{b_B\} are re-encoded separately and respectively mapped to the transmit symbol vectors s_A and s_B, i.e., \(b_A \xrightarrow{\text{mod}} s_A\) and \(b_B \xrightarrow{\text{mod}} s_B\). Note that the encoding and mapping methods of s_A and s_B can differ from those of x_A and x_B used in the MAC phase, and those methods have to be known to the receivers of the stations A and B, which may be agreed upon \textit{a priori} within the two-way DF relaying protocol. The transmit signal vector in the BRC phase is given by

\[
s_R = s_A + s_B = \beta \frac{P_R}{N_R} \tilde{s}_A + (1 - \beta) \frac{P_R}{N_R} \tilde{s}_B. \tag{4.18}
\]

Here s_A and s_B contain the same data as x_A and x_B. \(\tilde{s}_A\) and \(\tilde{s}_B\) denote the normalized transmit signal vectors. \(P_R\) denotes the transmit power constraint at the relay. \(\beta\) and \(1 - \beta\) respectively denote the power allocation for symbol s_A and s_B, where \(0 < \beta < 1\). We denote the transmit signal covariance matrices as \(\Omega_A = E\{\tilde{s}_A \tilde{s}_A^H\}\) and \(\Omega_B = E\{\tilde{s}_B \tilde{s}_B^H\}\). In order to satisfy the transmit power constraint, we require \(\text{tr}(\Omega_A) \leq N_R\) and \(\text{tr}(\Omega_B) \leq N_R\). Here we assume the relay knows the channel of \(H_A\) and \(H_B\) in the BRC phase. In the TDD transmission mode, the CSIT can be obtained by assuming channel reciprocity, since the channel knowledge is anyway required to be available at the relay receiver for decoding in the MAC phase. In the FDD transmission mode, the CSIT on \(H_A\) and \(H_B\) may be obtained by the feedback from the stations A and B.

The received signals at stations A and B can be expressed as

\[
y_A = H_A s_A + H_A s_B + n_A \tag{4.20}
\]
\[
y_A = \beta \frac{P_R}{N_R} H_A \tilde{s}_A + (1 - \beta) \frac{P_R}{N_R} H_A \tilde{s}_B + n_A \tag{4.21}
\]
\[
y_B = H_B s_A + H_B s_B + n_B \tag{4.22}
\]
\[
y_B = \beta \frac{P_R}{N_R} H_B \tilde{s}_A + (1 - \beta) \frac{P_R}{N_R} H_B \tilde{s}_B + n_B \tag{4.23}
\]

where \(n_A \sim \mathcal{CN}(0, \sigma_A^2 I_{N_A})\) and \(n_B \sim \mathcal{CN}(0, \sigma_B^2 I_{N_A})\) denote the additive white Gaussian noise at stations A and B, respectively. Since each station knows its own transmitted data, the back-propagating SI can be subtracted at the receivers before decoding the data symbols from the partner station. This requires the knowledge of the MIMO channel from the relay to the receivers to be available at the corresponding receivers. The coding and modulation schemes
for constructing the symbol vectors $s_A$ and $s_B$ also needs to be known to both the stations A and B. With this interference cancellation technique we essentially have an interference-free reception at each receiving station, which results in two equivalent point-to-point single-user channels. It follows that the achievable rates in the BRC phase using the SPC scheme have to fulfill the constraints

\begin{align}
R_A &\leq I_A^{SPC} = \frac{1}{2} \log \left( I_{N_b} + \frac{\beta P_R}{N_R \sigma_B^2} H_B \Omega_A H_B^H \right), \\
R_B &\leq I_B^{SPC} = \frac{1}{2} \log \left( I_{N_a} + \frac{(1-\beta) P_R}{N_R \sigma_A^2} H_A \Omega_B H_A^H \right).
\end{align}

The rate expressions in (4.24) and (4.25) are only coupled via the transmit power constraint $P_R$ at the relay. For a given power allocation $\beta$, the transmit signal covariance matrices $\Omega_A$ and $\Omega_B$ can be chosen separately. In this case, the maximum information rate transmitted to station A and B in the BRC phase can be calculated according to the point-to-point single-user MIMO channel capacity with the transmit power constraint $\beta P_R$ and $(1-\beta) P_R$, respectively. They can be expressed as

\begin{align}
I_A^{SPC,*}(\beta) &= \max_{\text{tr}(\Omega_A) \leq N_A, \Omega_A \succeq 0} \frac{1}{2} \log \left( I_{N_b} + \frac{\beta P_R}{N_R \sigma_B^2} H_B \Omega_A H_B^H \right), \\
I_B^{SPC,*}(1-\beta) &= \max_{\text{tr}(\Omega_B) \leq N_B, \Omega_B \succeq 0} \frac{1}{2} \log \left( I_{N_a} + \frac{(1-\beta) P_R}{N_R \sigma_A^2} H_A \Omega_B H_A^H \right),
\end{align}

where $\Omega_A \succeq 0$ and $\Omega_B \succeq 0$ denote that they are positive semidefinite matrices. For each given value of $\beta$, the optimum covariance matrices $\Omega_A$ and $\Omega_B$ in (4.26) and (4.27) can be calculated via the waterfilling algorithm [49] as described in Section 2.1.3.

**Maximizing the Sum Rate:** The set of achievable rate pairs $(R_A, R_B)$ for the data from station A and B have to satisfy the MAC phase constraints (4.15)–(4.17) and the BRC phase constraints (4.24)–(4.25) simultaneously. Unlike the AF case, the achievable rates not only depend on the given channel but also depends on the power allocation $\beta$, i.e., the expressions of (4.24) and (4.25) are coupled by the transmit power constraint at the relay. For the given channel and the given power allocation $\beta$, the overall rate region of the two-way DF relaying system with SPC scheme can be expressed as

\begin{align}
R_A &\leq \min \left( I_A^{MAC}, I_A^{SPC,*}(\beta) \right) \\
R_B &\leq \min \left( I_B^{MAC}, I_B^{SPC,*}(1-\beta) \right) \\
R_A + R_B &\leq I_{sum}^{MAC},
\end{align}
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Fig. 4.2: Superposition Coding (SPC): Sum-rate and user rates for a specific realization of $H_A, H_B$ vs. $\beta$.

where $R_A$ and $R_B$ denote the achievable information rates from station A to station B and from station B to station A, respectively. The maximum sum-rate of the two-way DF relaying protocol using the SPC scheme is thus given by

$$ R_{\text{sum}} = R_A + R_B $$

$$ = \min \left\{ \min (I_{A}^{\text{MAC}}, I_{A}^{\text{SPC,\star}}(\beta)) + \min (I_{B}^{\text{MAC}}, I_{B}^{\text{SPC,\star}}(1 - \beta)), I_{\text{sum}}^{\text{MAC}} \right\}. \quad (4.31) $$

Because the transmit signal covariance matrices $\Omega_A$ and $\Omega_B$ in (4.26) and (4.27) can be optimized individually when the power allocation $\beta$ is given, the maximization of (4.31) can be reduced to the problem of finding the optimum value of $\beta$. Fig. 4.2 shows an example of the rates changing over $\beta$ for a specific realization of $H_A$ and $H_B$. Here the sum-rate (4.31) is not limited by $I_{\text{sum}}^{\text{MAC}}$ in (4.17), and there exists a unique $\beta^*$ which maximizes (4.31), $\beta^* = 0.07$ in Fig. 4.2. For this $\beta^*$ only one pair of possible $R_A$ and $R_B$ exists. However, if the sum-rate is limited by $I_{\text{sum}}^{\text{MAC}}$, $R_{\text{sum}}$ is constant over a certain range of $\beta$. In this case, multiple choices of the user rates are possible. Since the maximization of the sum rate in (4.31) over the whole achievable rate region of the two-way DF relaying system using the SPC scheme only depends on the choice of one variable $\beta$, the maximization of $R_{\text{sum}}$ can be calculated using the golden section search algorithm as described in Algorithm 1.
Algorithm 1 Maximizing $R_{\text{sum}}$ for two-way DF relaying systems using SPC scheme

Initialize $\beta_{\text{min}} = 0$, $\beta_{\text{max}} = 1$.

\[
\beta_{\text{mid}} = \beta_{\text{min}} + 0.618(\beta_{\text{max}} - \beta_{\text{min}}) \quad \text{and} \quad \beta = \beta_{\text{min}} + 0.618(\beta_{\text{mid}} - \beta_{\text{min}}). 
\]

repeat

Calculate $R_{\text{sum}}(\beta_{\text{min}})$, $R_{\text{sum}}(\beta_{\text{max}})$, $R_{\text{sum}}(\beta_{\text{mid}})$ and $R_{\text{sum}}(\beta)$ in (4.31) using the water-filling algorithm [49].

if $R_{\text{sum}}(\beta) < R_{\text{sum}}(\beta_{\text{mid}})$ then

$\beta_{\text{min}} = \beta$;

$\beta_{\text{max}}$ and $\beta_{\text{mid}}$ unchanged;

$\beta = \beta_{\text{min}} + 0.618(\beta_{\text{max}} - \beta_{\text{min}})$;

else

$\beta_{\text{max}} = \beta_{\text{mid}}$;

$\beta_{\text{min}}$ and $\beta_{\text{mid}}$ unchanged;

$\beta = \beta_{\text{min}} + 0.382(\beta_{\text{max}} - \beta_{\text{min}})$;

end if

until $|R_{\text{sum}}(\beta) - R_{\text{sum}}(\beta_{\text{mid}})| < \epsilon$ or $|\beta_{\text{max}} - \beta_{\text{min}}| < \zeta$

return $R_{\text{sum}}(\beta)$.

4.4.2 Network Coding Scheme

In the two-way DF relaying protocol, the binary information bit sequences $\{b_A\}$ and $\{b_B\}$ are both available at the relay after the decoding in the MAC phase. Another practical scheme for processing the data at the relay is the network coding scheme [260]. The basic idea is that the relay combines the decoded bit sequences $\{b_A\}$ and $\{b_B\}$ on the bit level prior to re-encoding. Specially the relay applies the bitwise XOR operation on the decoded bit sequences $\{b_A\}$ and $\{b_B\}$, and remodulates the combined bit sequence $\{b_R\}$ into transmit symbol sequence $\mathbf{s}_R$, i.e.,

\[
\{b_A \oplus b_B\} = \{b_R\} \quad \text{mod} \rightarrow \{\mathbf{s}_R\}. \quad (4.32)
\]

where $\mathbf{s}_R \in \mathbb{C}^{N_R \times 1}$ denotes the transmit symbol vector at the relay. The encoding and modulation schemes for the bit sequence $\{b_R\}$ and $\mathbf{s}_R$ can be different compared to those used at the stations A and B in the MAC phase, but they have to be known at the two stations for decoding in the BRC phase. By using the XOR operation, the decoded two bit sequences are combined into one. As a consequence, lower data rate is required to be transmitted from the relay. Compared to the SPC scheme, the transmit energy per bit is increased in the network coding scheme, and the network coding scheme may have advantages in the transmit SNR.
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where \( \tilde{s}_R \) denotes the normalized transmit signal vector. The transmit signal covariance matrix of the transmit signal in (4.34) and (4.36) is defined as \( \Omega = \mathbb{E}\{\tilde{s}_R\tilde{s}_R^H\} \), where \( \text{tr}(\Omega) \leq N_R \) satisfies the transmit power constraint. \( n_A \sim \mathcal{CN}(0, \sigma_A^2) \) and \( n_B \sim \mathcal{CN}(0, \sigma_B^2) \) are the additive Gaussian noise vectors at stations A and B in the BRC phase, respectively. Upon receiving the signals, the two stations first demodulate the received signals and convert the received signals into the binary information bit sequence, i.e.,

\[
s_R^{\text{demod}} \rightarrow \{\hat{b}_R\}.
\]

Then the stations reveal the unknown data bits by XOR-ing the decoded data \( \{\hat{b}_R\} \) with their own transmitted data on the bit level. Here, the SI cancellation is accomplished after demodulation using the XOR operation again. That is,

\[
\{\hat{b}_B\} = \{\hat{b}_R \oplus b_A\}, \quad \text{at Station A};
\]

\[
\{\hat{b}_A\} = \{\hat{b}_R \oplus b_B\}, \quad \text{at Station B}.
\]

An example of encoding and decoding procedure for the network coding scheme is shown in Fig. 4.3 and Fig. 4.4. The decoded bit sequences \( \{b_A\} \) and \( \{b_B\} \) at the relay in the MAC phase is \( \{b_A\} = 0110 \) and \( \{b_B\} = 0001 \). The relay first combines the two bit sequences using
the XOR operation and obtains \( \{ \hat{b}_R \} = \{ b_A \oplus b_B \} = 0111 \). Then the relay modulates the combined bit sequence \( \{ b_R \} \) to the transmit symbol vector \( s_R \) on the its antennas as shown in Fig. 4.3. We assume that the relay is equipped with two antennas and we use the 4QAM constellation with Gray labeling to map the bit sequences to the transmit symbols on the transmit antennas. The first two bits of \( \{ b_R \} \), i.e., 01, is mapped to the symbol on the first antenna; the last two bits of \( \{ b_R \} \), i.e., 11, is mapped to the symbol on the second antenna, which is shown in Fig. 4.3.

After receiving the signals \( y_A \) and \( y_B \) as in (4.34) and (4.36), the stations A and B demodulate the received signals in the BRC phase and obtain the demodulated bit sequence \( \{ \hat{b}_R \} = 0111 \). Since the bit sequence \( \{ \hat{b}_A \} \) and \( \{ b_B \} \) is already respectively known at the stations A and B, station A can reveal the bit sequence \( \{ \hat{b}_B \} \) transmitted from station B by using the XOR operation, i.e.,

\[
\{ \hat{b}_B \} = \{ \hat{b}_R \oplus b_A \} = 0111 \oplus 0110 = 0001,
\]

and the same is done at station B, i.e.,

\[
\{ \hat{b}_A \} = \{ \hat{b}_R \oplus b_B \} = 0111 \oplus 0001 = 0110
\]

as shown in Fig. 4.4. In this way, both receivers obtain the bit sequence information from the other side.

In the network coding scheme, two different sets of information bits \( \{ b_A \} \) and \( \{ b_B \} \) are
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combined in the same transmit symbol \(\{s_R\}\). The relay broadcasts the common information, i.e., \(s_R\), to both station A and B, and both stations have to be able to decode \(s_R\). For the given transmit signal covariance matrix \(\Omega\), the information rate transmitted from the relay to the stations A and B in the BRC phase with the network coding scheme is given by

\[
I_{\text{XOR}} = \min \{I_{\text{BRC}}^A, I_{\text{BRC}}^B\},
\]

(4.38)
i.e., \(R_A \leq I_{\text{XOR}}^A\) and \(R_B \leq I_{\text{XOR}}^B\), with

\[
I_{\text{BRC}}^A = \frac{1}{2} \log \left( I_{N_R} + \frac{P_R}{N_R \sigma^2_B} H_B \Omega H_B^H \right)
\]

(4.39)

\[
I_{\text{BRC}}^B = \frac{1}{2} \log \left( I_{N_R} + \frac{P_R}{N_R \sigma^2_A} H_A \Omega H_A^H \right).
\]

(4.40)

The choice of the transmit signal covariance matrix determines the achievable rates in the BRC phase using the network coding scheme.

\(I_{\text{XOR}}\) in (4.38) is the minimum of the mutual information between the relay and both stations subject to the transmit power constraint of the relay. The maximum value of the information rates, i.e., \(I_{\text{XOR}}^*\) can be obtained by solving

\[
\begin{align*}
\text{maximize} & \quad \min \{I_{\text{BRC}}^A, I_{\text{BRC}}^B\} \\
\text{subject to} & \quad \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0 \\
\text{variable} & \quad \Omega
\end{align*}
\]

(4.41)

where \(\succeq\) denotes the positive semidefinite generalized inequality. This problem can be converted into the following convex optimization problem by introducing a slack variable \(\tau\):

\[
\begin{align*}
\text{maximize} & \quad \tau \\
\text{subject to} & \quad I_{\text{BRC}}^A \geq \tau; \quad I_{\text{BRC}}^B \geq \tau \\
\text{variable} & \quad \Omega
\end{align*}
\]

(4.42)

This optimization problem is equivalent to the problem to determine the capacity of a Gaussian broadcast channel with common information [123], which is also denoted as multicast scenario. It can be seen that different to the superposition coding scheme we have to find one covariance matrix for two links, instead of one matrix for each link. The optimization problem (4.42) can be solved by semidefinite programming techniques [218, 237].

Since both receiving stations have to decode the data contained in the symbol \(s_R\), tradi-
tional network coding scheme let the relay transmit at a data rate that can be supported by both links, which sacrifices the stronger link. Compared to the superposition coding scheme, an advantage of the network coding scheme is that it does not suffer from the loss in transmit power when the same amount of information bits are contained in the symbol.

Maximizing the Sum Rate: For the given channel realization, the set of achievable rate pair for the two-way DF relaying system using the network coding scheme must satisfy both the MAC phase and the BRC phase constraints. However, once the maximum achievable rate for the BRC phase, i.e., $I_{XOR^*}$ is calculated, those constraint becomes linear, and the maximum sum rate can be obtained as

$$R_{sum} = R_A + R_B = \min \{ \min(I_{MAC}^A, I_{XOR^*}), \min(I_{MAC}^B, I_{XOR^*}), I_{MAC}^{sum} \}.$$  \hspace{1cm} (4.43)

4.4.3 A Unified View of Superposition Coding and Network Coding Schemes

For two-way DF relaying schemes, the SPC scheme operates on the symbol level and the network coding scheme operates on the bit level. However, they have one thing in common, i.e., the relay introduces a binary operation to combine two elements each chosen from a set. Based on the result after the binary operation and one of the elements, the other element can be uniquely determined. Thus we introduce the following concept of quasigroup to unify the data combining schemes at the relay for two-way relaying schemes. A quasigroup is an algebraic structure resembling a group in the sense that “division” is always possible. Quasigroups differ from groups mainly in that they need not be associative.

**Definition 4.1.** A quasigroup $(Q, \ast)$ is a set $Q$ with a binary operation $\ast$ (that is, a magma), such that for each $a$ and $b$ in $Q$, there exist unique elements $x$ and $y$ in $Q$ such that:

$$a \ast x = b;$$

$$y \ast a = b.$$  

The unique solutions to these equations are written $x = a \backslash b$ and $y = b / a$. “$\backslash$” and “/” denote, respectively, the defined binary operations of left and right division (sometimes called parastrophe).

For the SPC scheme, the set $Q$ is chosen as complex symbol space $\mathbb{C}$ or $\mathbb{C}^{N_R}$ and the
magma operation is the linear sum “+”. For the network coding scheme, \( Q \) is chosen as binary set \( \{0, 1\} \) and the magma operation is the XOR operation “\( \oplus \)”.

Actually, any combining scheme that obeys the definition of the quasigroup can be applied to the two-way relaying protocol. However, the SPC scheme and the network coding scheme are the two most widely used ones up to now.

### 4.4.4 Capacity Region of Bidirectional Broadcast Channel

In the MAC phase of a two-way DF relaying system, we have a classical multiple access channel. The optimal coding strategies for the multiple access channel and its capacity region have been characterized in [9, 148], which has been shown in (4.15)–(4.17). In the BRC phase of a two-way DF relaying system, the relay combines the information decoded from the two stations and sends the combined information back to the two stations, where the receiver of each station decodes the unknown information based on the received signal and its known information transmitted to its partner. Such a channel model is different from the broadcast channel in information theory. We use the definition of [170] and call it bidirectional broadcast channel. The capacity region and its optimal coding strategies have been proposed in [170, 261, 264]. Here we summarize the definitions for the Gaussian MIMO bidirectional broadcast channel and its capacity region.

The Gaussian MIMO bidirectional broadcast channel consists of the transmitting relay station and two receiving stations \( A \) and \( B \), where the signal model is defined in (4.33)–(4.36). At any time instant \( t = 1, 2, \cdots \), the transmitter sends the transmit symbol \( s_R(t) \in \mathcal{S}_R \subset \mathbb{C}^{N_R \times 1} \). Here \( \mathcal{S}_R \) denotes the transmit symbol set. The transmit signal sequence must satisfy the relay transmit power constraint, i.e., for a transmit signal sequence of length \( N \) we have \( \frac{1}{N} \sum_{t=1}^{N} s_R(t)^H s_R(t) \leq P_R \). Equivalently, the transmit signal normalized with respect to the power constraint is defined as \( \tilde{s}_R = \sqrt{\frac{N}{P_R}} s_R \). The transmit signal covariance matrix is defined as \( \Omega = \mathbb{E}\{\tilde{s}_R \tilde{s}_R^H\} \). In order to satisfy the transmit power constraint, we require \( \text{tr}(\Omega) \leq N_R \).

We denote \( w_A \) and \( w_B \) as the independent information messages at the stations \( A \) and \( B \), respectively, which are also known at the relay station. The transmit data symbol for time instant 1 to \( N \) at the relay encoder is chosen according to the messages \( w_A \in \mathcal{W}_A \) and \( w_B \in \mathcal{W}_B \) jointly, i.e.,

\[
\mathcal{S}_R^N : \mathcal{W}_A \times \mathcal{W}_B \mapsto \mathcal{S}_R^N.
\] (4.44)

\( \mathcal{W}_A \) and \( \mathcal{W}_B \) denote the message sets for the information from Station \( A \) and \( B \), respectively.
The relay wants to send the message $w_A$ to station B and the message $w_B$ to station A simultaneously. Each receiver $i \in \{A, B\}$ decodes based on $y_i(1), \ldots, y_i(N)$ and the message of its own $w_i \in W_i$. That is, the decoders at stations A and B work as follows

$$g_A : Y^N_A \times W_A \mapsto W_B, \quad (4.45)$$
$$g_B : Y^N_B \times W_B \mapsto W_A. \quad (4.46)$$

For the given message set $v = [w_A, w_B]$, the receiver of station A is in error if $g(y^N_A, w_A) \neq w_B$. The probability of error event at the receiver of station A is defined as

$$\lambda_A(v) = P[g(y^N_A, w_A) \neq w_B | s^N_R(v) \text{ sent}] \quad (4.47)$$

Accordingly, we denote the probability that the receiver of station B is in error by

$$\lambda_B(v) = P[g(y^N_B, w_B) \neq w_A | s^N_R(v) \text{ sent}] \quad (4.48)$$

Now, we able to introduce the notation for the average probability of error for the station $i$, where $i \in \{A, B\}$

$$\mu_i^{(N)} = \frac{1}{|\mathcal{V}|} \sum_{v \in \mathcal{V}} \lambda_i(v) \quad (4.49)$$

where $\mathcal{V}$ is defined as the overall message set $\mathcal{V} = W_A \times W_B$.

A rate pair $R_A, R_B$ is achievable for the Gaussian MIMO bidirectional broadcast channel with the transmit power constraint $P_R$ if for any $\delta > 0$ there exists an $N(\delta) \in \mathbb{N}$ and a sequence of codes $s^N_R$ satisfying the power constraint such that for all $N \geq N(\delta)$ we have

$$\frac{\log |W_A|}{N} \geq R_B - \delta \quad \text{and} \quad \frac{\log |W_B|}{N} \geq R_A - \delta \quad \text{while} \quad \mu_A^{(N)}, \mu_B^{(N)} \to 0 \quad \text{as} \quad N \to \infty.$$

The capacity region describes the transmission rate pairs $R_A, R_B$ that are simultaneously achievable by terminals A and B under certain channel conditions, i.e., $C = \{[R_A, R_B] \in \mathbb{R}_+^2 : [R_A, R_B] \text{ is achievable}\}$. Its capacity region is described by the following theorem

**Theorem 4.4.1 ([262]).** For given covariance matrix $\Omega \succeq 0$ with $\text{tr}(\Omega) \leq N_R$ satisfying the power constraint, the rate pairs $R_A, R_B$ satisfying the following inequalities are achievable

$$R_A \leq I_A^{\text{BRC}}(\Omega) = \frac{1}{2} \log \left( I_{N_B} + \frac{P_R}{N_B \sigma^2_B} H_B \Omega H_B^H \right), \quad (4.50)$$
$$R_B \leq I_B^{\text{BRC}}(\Omega) = \frac{1}{2} \log \left( I_{N_A} + \frac{P_R}{N_A \sigma^2_A} H_A \Omega H_A^H \right). \quad (4.51)$$
4.4 Decode-and-Forward Relaying

Here the pre-log factor \(1/2\) is due to two channel uses (MAC and BRC phases) in the two-way DF relaying protocol. The capacity region of the Gaussian MIMO bidirectional broadcast channel is given by

\[
C = \bigcup_{\text{tr}(\Omega) \leq P_R, \Omega \succeq 0} \text{conv}[I^BRC_A(\Omega), I^BRC_B(\Omega)]
\]  

(4.52)

The technique to prove the capacity region is random binning (random coding approaches). Note Theorem 4.4.1 has an interesting implication that if both terminals have perfect information about the messages that is intended for the other side, they can decode the messages transmitted by the relay as if the other side does not exist.

**Characterizing the Capacity Region:** The capacity region of the BRC phase bidirectional broadcast channel is convex. One method to characterize the capacity region by its boundary is to calculate the weighted sum rate optimal rate pairs. That is, for the given weighting coefficient \(0 < w < 1\), the aim is to find the optimal covariance matrix that maximizes the weighted sum rate:

\[
\begin{align*}
\text{maximize} & \quad w I^BRC_A(\Omega) + (1-w) I^BRC_B(\Omega) \\
\text{subject to} & \quad \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0 \\
\text{variable} & \quad \Omega
\end{align*}
\]  

(4.53)

After the weighting factor \(w\) is taken all the values from 0 to 1, we can characterize all the boundary points for the capacity region.

Another method to determine the boundary of the BRC phase bidirectional broadcast channel capacity region is to solve the following convex optimization problem:

\[
\begin{align*}
\text{maximize} & \quad I^BRC_A(\Omega) \\
\text{subject to} & \quad I^BRC_B(\Omega) \geq q \\
& \quad \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0 \\
\text{variable} & \quad \Omega
\end{align*}
\]  

(4.54)

where \(q\) takes the value from 0 to \(\max_{\text{tr}(\Omega) \leq N_R, \Omega \succeq 0} I^BRC_B(\Omega)\).

**Maximizing the Sum Rate:** The overall achievable rate region of the MIMO two-way DF relaying system must satisfy both the MAC phase capacity region described by (4.15)–(4.17) and the BRC phase capacity region (4.50)–(4.51). Since we assume the stations A and B do not have the channel knowledge on \(G_A\) and \(G_B\) in the MAC and equal power is allocated to the data streams in \(x_A\) and \(x_B\), \(I^\text{MAC}_A\), \(I^\text{MAC}_B\) and \(I^\text{MAC}_\text{sum}\) in (4.15)–(4.17) are constants for given channels \(G_A\) and \(G_B\). However, we assume the relay has the channel knowledge of
depends on the transmit signal covariance matrix. In this case, the points that achieve the maximum sum rate only depends on the transmit signal covariance matrix \( \Omega \).

First of all, the point \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) that maximizes the BRC phase capacity region can be calculated by solving the following convex optimization problem:

\[
\begin{align*}
\text{maximize} \quad & I^A_{BRC}(\Omega) + I^B_{BRC}(\Omega) \\
\text{subject to} \quad & \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0
\end{align*}
\]

(4.55)

The optimum transmit covariance matrix that solves the problem (4.55) is denoted as \( \Omega^* \). By comparing \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) with \(I^A_{MAC}\) and \(I^B_{BRC}\) in (4.15) and (4.16), we can obtain the following four cases as shown in Fig. 4.5:

1. \(I^A_{MAC} \geq I^A_{BRC}(\Omega^*)\) and \(I^B_{MAC} \geq I^B_{BRC}(\Omega^*)\): In this case, the maximum achievable sum rate is \(\min\{I^A_{MAC}, I^B_{MAC}\}\).

If \(I^A_{MAC} \geq I^A_{BRC}(\Omega^*) + I^B_{BRC}(\Omega^*)\), the point \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) is also located within the MAC phase capacity region. Since the overall achievable rate region is the intersection of the MAC phase and BRC phase capacity regions, it can be no larger than either of them. Thus the point \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) achieves the maximum sum rate in the overall achievable rate region and the maximum sum rate is \(I^A_{BRC}(\Omega^*) + I^B_{BRC}(\Omega^*)\).

If \(I^A_{MAC} \leq I^A_{BRC}(\Omega^*) + I^B_{BRC}(\Omega^*)\), at least one point within the region \(R_A \leq I^A_{BRC}(\Omega^*)\) and \(R_B \leq I^B_{BRC}(\Omega^*)\) achieves the sum rate \(I^A_{MAC}\). This is because the region \(R_A \leq I^A_{BRC}(\Omega^*)\) and \(R_B \leq I^B_{BRC}(\Omega^*)\) is continuous. The sum rate of the point \((0,0)\) is smaller than \(I^A_{MAC}\), while the sum rate of the point \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) is larger. So there exist one point in the region that achieves the sum rate \(I^A_{MAC}\). Since \(I^A_{MAC}\) is the maximum sum rate achievable in the MAC phase capacity region, it is thus also the maximum sum rate in the overall achievable rate region.

2. \(I^A_{MAC} \leq I^A_{BRC}(\Omega^*)\) and \(I^B_{MAC} \leq I^B_{BRC}(\Omega^*)\): In this case, the maximum achievable sum rate is \(I^A_{MAC}\). This is because the MAC phase capacity region is inside the BRC phase capacity region in this case.

3. \(I^A_{MAC} \geq I^A_{BRC}(\Omega^*)\) and \(I^B_{MAC} \leq I^B_{BRC}(\Omega^*)\): In this case, the point \((I^A_{BRC}(\Omega^*), I^B_{BRC}(\Omega^*))\) is outside the MAC phase capacity region and we have to solve
Fig. 4.5: Four cases depicting the capacity regions of the MAC and BRC phases.
the following convex optimization problem

\[
\begin{align*}
\text{maximize} & \quad I^\text{BRC}_A(\Omega) \\
\text{subject to} & \quad I^\text{BRC}_B(\Omega) \geq I^\text{MAC}_B \\
& \quad \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0
\end{align*}
\]  

(4.56)

variable \( \Omega \)

The optimum value of the objective function in (4.56) is denoted as \( p^* \). In this case, the maximum sum rate is \( \min\{I^\text{MAC}_\text{sum}, p^* + I^\text{MAC}_B\} \) following similar discussion as in Case 1.

4. \( I^\text{MAC}_A \leq I^\text{BRC}_A(\Omega^*) \) and \( I^\text{MAC}_B \geq I^\text{BRC}_B(\Omega^*) \): This case is similar to Case 3. We have to first solve the following convex optimization problem

\[
\begin{align*}
\text{maximize} & \quad I^\text{BRC}_B(\Omega) \\
\text{subject to} & \quad I^\text{BRC}_A(\Omega) \geq I^\text{MAC}_A \\
& \quad \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0
\end{align*}
\]  

(4.57)

variable \( \Omega \)

The optimum value of the objective function in (4.57) is denoted as \( p^*_2 \). In this case, the maximum sum rate is \( \min\{I^\text{MAC}_\text{sum}, p^*_2 + I^\text{MAC}_A\} \) following similar discussion as in Case 3.

The algorithm for calculating the maximum sum rate considering the MAC phase and the BRC phase capacity region can be described by Algorithm 2

**Algorithm 2**

Maximizing \( R^\text{sum} \) for two-way DF relaying systems considering the MAC and BRC phase capacity region

Find the point \((I^\text{BRC}_A(\Omega^*), I^\text{BRC}_B(\Omega^*))\) that solves the convex optimization problem (4.55)

if \( I^\text{MAC}_A \geq I^\text{BRC}_A(\Omega^*) \) and \( I^\text{MAC}_B \geq I^\text{BRC}_B(\Omega^*) \) then

\[ R^\text{sum} = \min\{I^\text{MAC}_\text{sum}, I^\text{BRC}_A(\Omega^*) + I^\text{BRC}_B(\Omega^*)\}; \]

else if \( I^\text{MAC}_A \leq I^\text{BRC}_A(\Omega^*) \) and \( I^\text{MAC}_B \leq I^\text{BRC}_B(\Omega^*) \) then

\[ R^\text{sum} = I^\text{MAC}_\text{sum}; \]

else if \( I^\text{MAC}_A \geq I^\text{BRC}_A(\Omega^*) \) and \( I^\text{MAC}_B \leq I^\text{BRC}_B(\Omega^*) \) then

The optimum value of the objective function in (4.56) is denoted as \( p^* \);

\[ R^\text{sum} = \min\{I^\text{MAC}_\text{sum}, p^* + I^\text{MAC}_B\}; \]

else

The optimum value of the objective function in (4.57) is denoted as \( p^*_2 \);

\[ R^\text{sum} = \min\{I^\text{MAC}_\text{sum}, p^*_2 + I^\text{MAC}_A\}. \]

end if

return \( R^\text{sum} \).
4.5 Performance Results

The achievable rate regions using the SPC scheme and the network coding scheme in the BRC phase of two-way DF relaying systems for a given channel realization are shown in Fig. 4.6, and they are compared with the capacity region according to Theorem 4.4.1. Here \( N_A = N_R = N_B = 4, \) \( P_R/\sigma_A^2 = P_R/\sigma_B^2 = 1. \) The channel realization \( H_A \) and \( H_B \) are chosen as follows

\[
H_A = \begin{bmatrix} -0.31 + 0.75i & -0.81 + 0.21i & 0.23 - 0.49i & -0.42 - 1.02i \\ -1.18 + 0.04i & 0.84 - 0.94i & 0.12 + 0.61i & 1.54 + 0.40i \\ 0.09 - 0.07i & 0.84 + 0.51i & -0.13 + 0.89i & -0.10 - 0.28i \\ 0.20 - 0.59i & -0.03 + 1.15i & 0.51 - 1.13i & 0.08 + 0.49i \end{bmatrix} \tag{4.58}
\]

\[
H_B = \begin{bmatrix} 0.58 - 1.53i & 0.84 + 0.36i & -1.13 + 0.27i & -0.57 + 0.00i \\ 0.50 - 0.04i & -0.85 + 1.20i & 0.18 - 0.71i & 0.37 - 0.22i \\ 0.91 - 0.71i & -0.01 + 0.42i & -0.75 - 0.01i & 0.16 + 0.77i \\ 0.47 + 0.43i & -0.11 - 0.46i & 1.00 - 0.03i & -0.65 - 1.33i \end{bmatrix} \tag{4.59}
\]

It can be seen from Fig. 4.6 that the maximum achievable sum rate of the SPC scheme is lower than that of the network coding scheme. This is because the SPC scheme modulates the two sets of decoded data bits separately and each set of data consumes part of the transmit power, whereas the network coding scheme combines the two sets of data into one and does...
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Fig. 4.7: Average sum rates with and without CSIT with respect to the number of relay antennas \( N_R \). The considered schemes are: BRC phase capacity region according to Theorem 4.4.1, network coding scheme, SPC scheme and AF. The AF relay linear processing matrix is calculated according to (4.5).

not split the power. However, the SPC scheme can easily transmit different data rates to the two stations in the BRC phase. The network coding scheme achieves the point that is the intersection of the bisector of the first quadrant and the capacity region boundary. In such a symmetric channel condition, i.e., the channel to both stations are equally strong, the network coding scheme achieves most of the internal area of the capacity region.

Fig. 4.7 shows the average sum rates with and without CSIT for two-way relaying systems with respect to the number of relay antennas \( N_R \). Here the sum rates consider the achievable rates after both the MAC phase and the BRC phase. We consider frequency-flat block fading channels between all stations; the elements of the channel matrices \( G_A, G_B, H_A \) and \( H_B \) are i.i.d. \( \mathcal{CN}(0, 1) \) random variables. We assume the channels to be constant over the two phases of the two-way relaying scheme. The noise vectors at the relay and the stations are circular symmetric complex Gaussian noise vectors with zero mean. Furthermore, we define \( \text{SNR}_A = \frac{P_A}{\sigma^2} = \frac{P_R}{\sigma_A^2} \) and \( \text{SNR}_B = \frac{P_B}{\sigma^2} = \frac{P_R}{\sigma_B^2} \). In Fig. 4.7, the number of antennas at the stations A and B is fixed to \( N_A = N_B = 2 \) and the SNR for the channel between the station A, B and the relay is \( \text{SNR}_A = \text{SNR}_B = 20 \text{dB} \). When \( N_R = 2 \), i.e., all the three stations have two antennas, there is no significant difference in the sum rates for all the considered schemes, neither with nor without CSIT. This is mainly due to the fact that the sum rate for
the $N_A = N_B = N_R = 2$ case is limited by the MAC phase constraint $I_{\text{sum}}^{\text{MAC}}$ (4.17) compared to the curve of $I_{\text{sum}}^{\text{MAC}}$. For $N_R = 4$ antennas at the relay the SPC scheme without CSIT shows a significantly lower sum rate than the other schemes. This is due to the fact that in this case $\beta = 1/2$ is chosen, i.e. power $P_R/2$ is used for $s_A$ and $P_R/2$ for $s_B$. Since the network coding scheme combines the two decoded information bits and transmits the combined bits using the total power $P_R$, the network coding scheme has 3dB power gain compared to the SPC scheme when no CSIT is available. The maximum achievable sum rate using random coding according to Theorem 4.4.1 is approximately the same as the network coding case when CSIT is available. When no CSIT is available, the gain in the maximum sum rate using random coding according to Theorem 4.4.1 compared to the the network coding scheme is marginal. When no CSIT is available, the maximum achievable sum rates for all the considered schemes show almost no increase with the number of the relay antennas $N_R$ when $N_R$ is large, i.e., $N_R \geq 6$. However, when CSIT is available at the relay, the maximum achievable sum rates increase linearly with the number of relay antennas $N_R$ when $N_R$ is large, i.e., $N_R \geq 6$. As a result, the difference between the maximum achievable sum rates with and without CSIT cases increases with the increase of the number of relay antennas $N_R$. Another observation of in Fig. 4.7 is that the maximum achievable sum rate of two-way AF relaying scheme is significantly lower than that of the DF relaying scheme, when the relay linear processing matrix is calculated according to (4.5).
In Fig. 4.8 and Fig. 4.9, we study the impact of unbalanced link quality, i.e. $\text{SNR}_A = 20\text{dB}$ and $0\text{dB} \leq \text{SNR}_B \leq 40\text{dB}$. The average sum-rates are given for a scenario with $N_A = N_B = 2$ antennas at the nodes A and B and $N_R = 4$ antennas at the relay. The elements of the channel matrices $G_A$, $G_B$, $H_A$ and $H_B$ are i.i.d. $CN(0,1)$ random variables, and the channels remain constant over their corresponding phases of the two-way relaying scheme. Fig. 4.8 shows the average sum rate when CSIT is available at the relay. We consider the random coding scheme that achieves the capacity region in the BRC phase, the network coding scheme and the SPC scheme for the two-way DF relaying protocol, as well as the one-way DF relaying protocol. The sum-rate of the one-way DF relaying scheme is calculated by averaging over four hops: from node A over the relay to node B and vice versa. When the random coding scheme that achieves the capacity region in the BRC phase is applied, it achieves approximately the same average sum rate as the network coding scheme, and shows marginal advantage over the SPC scheme for the two-way DF relaying protocol. When there is no CSIT available as shown in Fig. 4.9, the difference between the three schemes increases. Without CSIT, the network coding scheme shows an advantage for $13\text{dB} \leq \text{SNR}_2 \leq 27\text{dB}$ compared to the SPC scheme. Generally, all two-way relaying schemes with CSIT or without almost double the average sum rate of the one-way DF relaying scheme in those scenario.
Fig. 4.10: Average user rates for two-way DF relaying protocol using the SPC scheme compared to the sum rate for one-way DF relaying.

In Fig. 4.9, it is also shown that the two-way DF relaying protocol outperforms the two-way AF relaying protocol in the average sum rate when CSIT is not available at the relay.

Fig. 4.10 shows for the same scenario as Fig. 4.8 where a comparison of the user rates in the SPC scheme and the average sum rate of one-way DF relaying is presented. In addition, $I_A^{MAC}$ and $I_B^{MAC}$ defined in (4.15) and (4.16) are shown, too. In the considered scenario the user rates differ only slightly; the second interesting observation is that both SPC user rates are not far from the sum rate of the one-way DF protocol.

4.6 Chapter Summary and Conclusions

In this chapter, we extended the two-way AF and DF relaying protocol [193] to multiple antennas at all stations, i.e., MIMO two-way AF and DF relaying systems. We presented the signal models for the MIMO two-way AF and DF relaying protocols and assume further the knowledge of transmit CSI at the DF relay. In the TDD transmission mode, the relay has to estimate the MIMO channels for decoding in the MAC anyway. So, in the BRC phase this knowledge can be used for precoding if the bursts are short enough compared to the coherence time of the MIMO channels. In the FDD transmission mode, the relay may require feedback of channel knowledge from the two receiving stations. Equal time (or frequency)
resources were allocated to the MAC and BRC phases. We compared the two practical approaches, i.e., the SPC and the network coding schemes, for combining the information at the relay in the BRC phase of two-way DF relaying protocol. Furthermore, we also presented the method of characterizing the capacity region in the MIMO bidirectional broadcast channel and calculating its maximum sum rate. We showed that two-way relaying achieves a quite substantial improvement in spectral efficiency compared to conventional relaying with and without transmit CSI at the relay. We showed that the difference in sum-rate compared to the case where no CSIT is used, increases with increasing ratio between number of relay antennas and number of node antennas. We further showed that the network coding scheme achieves nearly the optimal sum rate when CSIT is available at the relay. When CSIT is not available at the relay, the two-way DF relaying protocol always significantly outperforms the two-way AF relaying protocol.
Chapter 5

Optimum Time-Division in Two-Way Relaying Systems

The capacity region of a general two-way relay channel is still an open problem up to now. The optimal relaying strategy is therefore also unknown. However, specific relaying strategies, such as amplify-and-forward (AF), compress-and-forward (CF) and decode-and-forward (DF), have been proposed for the two-way relay channel. Among them, the two-way DF relaying scheme is of particular interest due to its practical applicability in real-world systems. We consider two-phase two-way relaying protocols, i.e., we divide the two-way communication into the multiple access (MAC) phase and the broadcast (BRC) phase in accordance with other papers. Under such a assumption, the rate region of the two-way DF relaying system depends on the time-division (TD) between the MAC and BRC phases, i.e., the temporal or spectral resources allocated to the two phases. In Chapter 4, we only considered equal TD and no power scaling. In this chapter, we discuss the achievable rate regions in two-way DF relaying systems with optimum TD strategies between the MAC phase and the BRC phase and provide practical algorithms for characterizing them, which is especially complex for multiple-input multiple-output (MIMO) systems. Both peak power constraint and average power constraint are considered. We show that by optimizing the TD strategies, the achievable rate regions of the two-way DF relaying system can be significantly enhanced. Using those methods, we also compare the ergodic sum rates of the system and the average achievable rates of one user given the minimum quality-of-service (QoS) requirement of the other in different scenarios.
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5.1 Introduction

After the proposal of the two-way DF relaying protocol [193], people are looking for the optimal transmission schemes that maximize the achievable rate region. The MAC phase in the two-way DF relaying protocol represents a conventional multiple access channel. Its capacity region and optimal coding schemes have been summarized in [78]. The encoding schemes at the relay in the BRC phase has aroused much research interest in recent years. Practical encoding schemes, such as the superposition coding (SPC) scheme [193] and the networking coding scheme [260], have been proposed (see Chapter 4). The difference between the two schemes lies in combining the data at the relay on the symbol level or on the bit level. From the information theoretic perspective, the BRC phase in the two-way DF relaying protocol represents a two-user broadcast scenario where both receiving stations have perfect side information about the messages intended for its partner. This channel model is called bidirectional broadcast channel and its optimal coding strategies have recently been characterized in [262, 264].

Even though the optimal coding schemes and the rate regions for the MAC phase and the BRC phase in the two-way DF relaying system can be separately characterized according to those in the multiple access channel and the broadcast channel, the achievable rate region of the two-way DF relaying system also depends on the “coupling” between the two phases. This is because the MAC and BRC phases have to be separated either in time (time-division duplex, TDD) or in frequency (frequency-division duplex, FDD) due to the half-duplex constraint of relaying systems. The total time or frequency resources can not be spent solely on the MAC or the BRC phase. We call this coupling the time-division (TD) between the MAC and the BRC phases. Note that the name “time-division” does not imply it is only valid for TDD relaying systems. The same discussions can be applied to the FDD systems as well. Many papers, such as [239], allocate equal time or frequency resources to the MAC and BRC phases. The author of [169] considered the problem of finding the optimum TD strategies between the two phases when the SPC scheme is applied in the BRC phase. The authors of [263] considered the optimal TD strategies between the MAC and BRC phases for two-way DF relaying system with multiple antennas at the relay and single antenna at user stations. They characterized the overall achievable rate regions using the optimum coding strategies for the MAC and BRC phases separately, and compared it with the rate regions when the SPC scheme and the network coding scheme are applied in the BRC phase. In [171], the authors presented the method to characterized the overall achievable rate regions using the optimum coding strategies for the MAC and BRC phases for the same system model as in [263], i.e., multiple antennas are equipped at the relay and each user
station only has a single antenna. They showed that the achievable rate region using optimal
TD strategies is convex and no additional time-sharing within the rate region is necessary.
In [168], the optimum TD strategy for single antenna two-way DF relaying system, i.e., each
station including the relay is equipped with a single antenna, was discussed in detail. However,
how to determine the optimum TD strategies for such a system with multiple antennas,
so that the achievable rate region is maximized, has not yet been solved. In this case, both
the TD strategies and the transmit signal covariance matrices have to be optimized if all the
stations have channel knowledge.

In this chapter, we require the relay to fully decode the data from the two transmitting
stations in the MAC phase and propose algorithms for calculating the achievable rate regions
with optimum TD strategies between the MAC and BRC phases for the following two cases:
One is under the peak power constraint and the other is under the average power constraint.
Here peak power constraint means that the transmit power at each station cannot exceed cer-
tain constraints at any given time. In this case, TD strategies only affect the pre-log factor in
the rate expression, and the rate regions of the MAC phase or the BRC phase are scaled by
the TD factor. Average power constraint means that the transmit power at the stations can
be varied if the transmit power averaged over the whole time period does not exceed certain
constraints. In this case, both the pre-log factor and the transmit power inside the rate expres-
sions are affected by the TD strategies. For both power constraints, we present optimization
methods to characterize their achievable rate regions considering both the MAC phase and
the BRC phase rate constraints. The increase of the achievable rate regions compared to the
equal TD case is shown. Using the proposed methods, we also compare the average achievable rates of one user station given the minimum quality-of-service (QoS) requirement of the
other under different scenarios. To the best of our knowledge, the proposed method achieves
the largest rate region for the MIMO two-way DF relaying protocol up to now.

Our Contributions: The contributions of this chapter are summarized as follows:

• We characterize the optimal TD strategies in MIMO two-way DF relaying systems
using convex optimization methods. The optimal transmit covariance matrices at the
MIMO user stations and the relay station under the optimal TD strategies are deter-
mined as well.

• The ergodic sum rate and the average achievable rates of one user station given the
minimum quality-of-service (QoS) requirement of the other are presented. Insights
are provided for the results under different system setups.

This chapter is organized as follows: The system model and the capacity regions of the
MAC and BRC phases are shown in Section 5.2. An algorithm to find the optimum TD
strategy under the peak power constraint is presented in Section 5.3. Section 5.4 presents an algorithm to find the optimum TD strategy under the average power constraint. Comprehensive simulation results are presented in Section 5.5, where the achievable rate regions and the ergodic sum rates of two-way relaying systems with optimum TD strategies are compared to those with equal TD strategy. Furthermore, we also show the average achievable rate of one user given the QoS requirement of the other. After that, conclusions are drawn in Section 5.6.

5.2 System Model

We consider a two-way DF relaying system as shown in Fig. 5.1, where the number of antennas at station $A$, the relay and station $B$ are denoted as $N_A$, $N_R$ and $N_B$, respectively. Each station operates in time division duplex (TDD) mode, i.e., it transmits and receives data consecutively in time. $G_k \in \mathbb{C}^{N_R \times N_k}$ and $H_k \in \mathbb{C}^{N_k \times N_n}$, where $k \in \{A, B\}$, denote the channel matrices between station $k$ and the relay in the MAC and BRC phases, respectively. All the channels are frequency-flat and remain constant during its corresponding transmission phase. Both the transmitters and receivers have their corresponding channel knowledge. We define the time-division (TD) factor $\alpha$ as the portion of the total transmission time assigned to the MAC phase as shown in Fig. 5.2, where $0 \leq \alpha \leq 1$. The BRC phase occupies $1 - \alpha$ portion of the total transmission time. The transmit power constraints at station $A$, the relay and station $B$ are $P_A$, $P_R$ and $P_B$, respectively. We distinguish between the following two cases: One is peak power constraint where the actual transmit power in the MAC and BRC phases cannot exceed $P_k$, $k \in \{A, B, R\}$; the other is average power constraint where the transmitter $k$ can vary its actual transmit power in the MAC and BRC phases according to $\alpha$ if the transmit power averaged over the whole relaying process does not exceed $P_k$, $k \in \{A, B, R\}$. We use $P_k^*$ to denote the actual transmit power in the MAC or BRC phase for transmitter $k$. $R_A$ denotes the information rate of the data to be transmitted from station $A$ to $B$, and $R_B$.
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denotes the information rate of the data to be transmitted from station B to A.

In the MAC phase, station A and B transmit their data simultaneously to the relay, and the relay decodes the received data. The received signal $y \in \mathbb{C}^{N_R \times 1}$ at the relay in the MAC phase is

$$y = G_A x_A + G_B x_B + n$$

$$= \sqrt{\frac{P^*_A}{N_A}} G_A \tilde{x}_A + \sqrt{\frac{P^*_B}{N_B}} G_B \tilde{x}_B + n,$$

where $P^*_k = P_k$ under the peak power constraint and $P^*_k = P_k / \alpha$ under the average power constraint for $k \in \{A, B\}$. $\tilde{x}_A \in \mathbb{C}^{N_A \times 1}$ and $\tilde{x}_B \in \mathbb{C}^{N_B \times 1}$ denotes the normalized transmit signal vectors at station A and B in the MAC phase, respectively. The transmit signal covariance matrices are defined as $\Omega_A = E(\tilde{x}_A \tilde{x}_A^H)$ and $\Omega_B = E(\tilde{x}_B \tilde{x}_B^H)$. In order to satisfy the power constraint, we have $\text{tr}(\Omega_A) \leq N_A$ and $\text{tr}(\Omega_B) \leq N_B$. $n \sim \mathcal{CN}(0, \sigma^2 I_{N_R})$ is the additive white Gaussian noise (AWGN) at the relay in the MAC phase.

Given the TD factor $\alpha$, the MAC phase capacity region $C_{MAC}(\alpha) = (R_A, R_B)$ can be characterized as [78]

$$R_A \leq \alpha \log_2 \det \left( I_{N_R} + \frac{P^*_A}{N_A \sigma^2} G_A \Omega_A G_A^H \right),$$

$$R_B \leq \alpha \log_2 \det \left( I_{N_R} + \frac{P^*_B}{N_B \sigma^2} G_B \Omega_B G_B^H \right),$$

$$\sum_{k \in \{A, B\}} R_k \leq \alpha \log_2 \det \left( I_{N_R} + \sum_{k \in \{A, B\}} \frac{P^*_k}{N_k \sigma^2} G_k \Omega_k G_k^H \right),$$

where $\text{tr}(\Omega_k) \leq N_k$ and $\Omega_k \succeq 0$ for $k \in \{A, B\}$. For simplicity reasons, we denote the special case $C_{MAC}(\alpha = 1)$ as $C_{MAC}(1)$.

In the BRC phase, the relay combines the decoded data into the data symbol vector $x \in \mathbb{C}^{N_r \times 1}$ and sends it to the two stations. The received signal vectors at station A and B are $y_A \in \mathbb{C}^{N_A \times 1}$ and $y_B \in \mathbb{C}^{N_B \times 1}$, respectively. We have

$$y_A = H_A x + n_A$$

$$= \sqrt{\frac{P^*_A}{N_R}} H_A \tilde{x} + n_A,$$

$$y_B = H_B x + n_B$$

$$= \sqrt{\frac{P^*_B}{N_R}} H_B \tilde{x} + n_B,$$
where $P^*_R = P_R$ under the peak power constraint and $P^*_R = P_R/(1 - \alpha)$ under the average power constraint. $\mathbf{n}_A \sim \mathcal{CN}(0, \sigma^2_A I_{N_A})$ and $\mathbf{n}_B \sim \mathcal{CN}(0, \sigma^2_B I_{N_B})$ are the AWGN at the receivers of station A and B, respectively. $\bar{\mathbf{x}}$ denotes the normalized transmit signal vector at the relay, and its covariance matrix is defined as $\mathbf{\Omega} = \mathbb{E}(\bar{\mathbf{x}}\bar{\mathbf{x}}^H)$. Furthermore, we require $\text{tr}(\mathbf{\Omega}) \leq N_R$ in order to satisfy the power constraint at the relay. Assuming both stations A and B have perfect side information about the messages intended for the other station, the capacity region of the BRC phase $\mathcal{C}_{BRC}(\alpha) = (R_A, R_B)$ can be characterized as [262]

$$R_A \leq (1 - \alpha) \log_2 \det \left( I_{N_A} + \frac{P^*_R}{N_R \sigma^2_B} \mathbf{H}_B \mathbf{\Omega} \mathbf{H}_B^H \right), \quad (5.10)$$

$$R_B \leq (1 - \alpha) \log_2 \det \left( I_{N_A} + \frac{P^*_R}{N_R \sigma^2_A} \mathbf{H}_A \mathbf{\Omega} \mathbf{H}_A^H \right), \quad (5.11)$$

where $\text{tr}(\mathbf{\Omega}) \leq N_R$ and $\mathbf{\Omega} \succeq 0$. For simplicity reasons, we denote the special case $\mathcal{C}_{BRC}(\alpha = 0)$ as $\mathcal{C}_{BRC}(0)$.

$\mathcal{C}_{MAC}(\alpha) \cap \mathcal{C}_{BRC}(\alpha)$ depicts the achievable rate region of the two-way relaying system for the given TD factor $\alpha$. Considering all possible TD factors, we have the following achievable rate region of the two-way relaying system

$$\mathcal{R}_{OPT} = \bigcup_{0 \leq \alpha \leq 1} \left( \mathcal{C}_{MAC}(\alpha) \cap \mathcal{C}_{BRC}(\alpha) \right). \quad (5.12)$$

Here we restrict ourselves to the case that the transmit signal covariance matrices $\mathbf{\Omega}_A$, $\mathbf{\Omega}_B$ and $\mathbf{\Omega}$ remain unchanged in their corresponding transmission phase. Furthermore, we have the following conjecture:

**Conjecture 5.2.1.** $\mathcal{R}_{OPT}$ is always convex for Gaussian multiple-input multiple-output (MIMO) two-way relaying channels.

It has been proved in [168] that $\mathcal{R}_{OPT}$ is always convex for two-way relaying systems with only single-antenna stations and relay under both peak and average power constraints. Recently, the authors of [171] proved that $\mathcal{R}_{OPT}$ is convex when A and B each has single antenna and R has multiple antennas. Whether $\mathcal{R}_{OPT}$ is always convex in general MIMO...
5.3 Optimum Time-Division Under Peak Power Constraint

Under the peak power constraint, we have $P_k^* = P_k$ for $k \in \{A, R, B\}$ in (5.3)–(5.5) and (5.10)–(5.11). Fig. 5.3 shows the capacity regions $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$ of a two-way relaying system. For a given TD factor $\alpha$, the boundary points of $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$ are scaled respectively by the factors of $\alpha$ and $1 - \alpha$ along the line through the origin to get
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Fig. 5.4: Finding the point $P$ where the ray $\theta$ intersects with the capacity region $C$'s boundary

the boundary points of $C_{\text{MAC}}(\alpha)$ and $C_{\text{BRC}}(\alpha)$. We can write $C_{\text{MAC}}(\alpha) = \alpha C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(\alpha) = (1 - \alpha)C_{\text{BRC}}(0)$. It is more convenient for us to use polar coordinates to represent the rate pair $(R_A, R_B)$ in our discussions of this section.

The algorithm to characterize the boundary points of the achievable rate region $\mathcal{R}_{\text{OPT}}$ under the peak power constraint consists of the following two steps: Firstly, for a given angle $\theta$, we determine the two intersection points $P_1(\rho_1, \theta)$ and $P_2(\rho_2, \theta)$ on the boundaries of $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$ as shown in Fig. 5.3, where they are indicated by polar coordinates. Secondly, we calculate the optimum TD factor $\alpha^*$ between $P_1$ and $P_2$, and get the boundary point on $\mathcal{R}_{\text{OPT}}$ for the given angle $\theta$. The first step will be discussed in Section 5.3.1, and the second step will be discussed in Section 5.3.2. Without causing confusions, we use $\theta$ to denote both the angle and the ray that forms the angle with the $R_A$-axis.

5.3.1 Boundary Point on Capacity Regions for Given $\theta$

The capacity regions $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$ are both convex. Efficient algorithms for calculating the maximum weighted sum rate $\sum_k \mu_k R_k$, $k \in \{A, B\}$, for the MAC phase $C_{\text{MAC}}(1)$ are available in e.g., [149, 242]. Here $\mu_k$, $k \in \{A, B\}$ are non-negative weighting constants. Similar algorithms can be applied to calculate the maximum weighted sum rate for the BRC phase $C_{\text{BRC}}(0)$ (see Appendix 5.7.2). Let $C$ represent the capacity region $C_{\text{MAC}}(1)$ or $C_{\text{BRC}}(0)$. For a given angle $0 \leq \theta \leq \pi/2$ as shown in Fig. 5.4, we denote the intersection point of the ray $\theta$ with the boundary of the capacity region $C$ as $P$. Since $C$ is convex, there is only one intersection point. Furthermore, the following lemma can be utilized to determine the intersection point $P$.

Lemma 5.3.1 ([138]). Let $w$ denote the weighting factor, where $0 \leq w \leq 1$. The intersection
point \( P = (R_A^*, R_B^*) \) of the ray \( \theta \) with the boundary of the capacity region \( C \) satisfies

\[
R_A^* = \frac{R_B^*}{\tan \theta} 
\]

(5.13)

\[
= \max_{(R_A, R_B) \in C} \min \left( \frac{R_A}{\tan \theta}, \frac{R_B}{\tan \theta} \right) 
\]

(5.14)

\[
= \max_{(R_A, R_B) \in C} \min_{0 \leq w \leq 1} \left( w R_A + (1 - w) \frac{R_B}{\tan \theta} \right) 
\]

(5.15)

\[
= \min_{0 \leq w \leq 1} \max_{(R_A, R_B) \in C} \left( w R_A + (1 - w) \frac{R_B}{\tan \theta} \right) 
\]

(5.16)

Furthermore, we have

\[
w R_A^* + (1 - w) \frac{R_B^*}{\tan \theta} = R_A^* = \frac{R_B^*}{\tan \theta}, \forall w. 
\]

(5.17)

**Proof.** Equation (5.13) is because the point \( P = (R_A^*, R_B^*) \) is on the ray \( \theta \). Equation (5.14) is due to the fact that the ray \( \theta \) divides the first quadrant into two sectors. In Sector 1 that is below the ray \( \theta \), \( R_B/R_A \leq \tan \theta \) and thus \( R_B/\tan \theta \leq R_A \). In Sector 1, \( \min(R_A, R_B/\tan \theta) = R_B/\tan \theta \) and (5.14) is equivalent to maximizing \( R_B \), which is achieved by the intersection point \( P = (R_A^*, R_B^*) \). The same argument also applies to Sector 2. Equation (5.15) follows from the fact that \( wx + (1 - w)y \geq (w + 1 - w) \min(x, y) = \min(x, y) \), \( \forall x, y \geq 0 \) and \( 0 \leq w \leq 1 \). The equality is achieved when

\[
w = \begin{cases} 
1 & \text{if } x \leq y \\
0 & \text{if } x > y.
\end{cases}
\]

Thus \( \min_{0 \leq w \leq 1} [wx + (1 - w)y] = \min(x, y) \). Equation (5.16) follows from Fan’s Minimax Theorem [63] (see Appendix 5.7.3). This is because the capacity region \( C \) and the set \( \mathcal{W} = \{ w | 0 \leq w \leq 1 \} \) are both convex and compact. Moreover, the function \( f(w, R_A, R_B) = w R_A + (1 - w) R_B / \tan \theta \) is continuous and linear on the set \( \mathcal{W} \) and \( C \). So the strong max-min property holds. \( \square \)

The algorithm to determine the intersection point of the given ray \( \theta \) with the boundary of the capacity region \( C \) is presented in Algorithm 3. Here we utilize the bisection method [23] to determine the optimum weighting factor \( w \).
Chapter 5  Optimum Time-Division in Two-Way Relaying Systems

Algorithm 3  Calculating the intersection point \( P = (R^*_A, R^*_B) \) for the given ray \( \theta \)

Initialize \( w^{\min} = 0, w^{\max} = 1 \) and \( w = (w^{\max} + w^{\min})/2 \).

repeat
  Determine the rate pair \( (R_A, R_B) \in C \) that maximizes the weighted sum rate using the algorithms described in [149, 242], i.e., determine
  \[
  (R_A(w), R_B(w)) = \arg \max_{(R_A, R_B) \in C} w R_A + (1 - w) \frac{R_B}{\tan \theta}.
  \]

  if \( R_A(w) < R_B(w)/\tan \theta \) then
    \( w^{\min} = w; w^{\max} \) unchanged; \( w = (w^{\max} + w^{\min})/2 \);
  else if \( R_A(w) > R_B(w)/\tan \theta \) then
    \( w^{\max} = w; w^{\min} \) unchanged; \( w = (w^{\max} + w^{\min})/2 \);
  end if
until \( |R_A - R_B/\tan \theta| < \epsilon \) or \( |w^{\max} - w^{\min}| < \zeta \)
return \( R^*_A = w R_A(w) + (1 - w) R_B(w)/\tan \theta, R^*_B = R^*_A \tan \theta \).

5.3.2  Calculating the Optimum Time-Division Factor

For a given angle \( \theta \), Algorithm 3 can determine the intersection points \( P_1 = (R^*_{A_1}, R^*_B) \) and \( P_2 = (R^*_{A_2}, R^*_B) \) of the ray \( \theta \) with the capacity region boundaries \( C_{MAC}(1) \) and \( C_{BRC}(0) \). In order to calculate the optimum TD factor between \( P_1 \) and \( P_2 \), we first convert them into polar coordinate representations \( P_1(\rho_1, \theta) \) and \( P_2(\rho_2, \theta) \) as shown in Fig. 5.3. The following lemma can be utilized to determine the optimum TD factor \( \alpha^* \) between \( P_1 \) and \( P_2 \):

Lemma 5.3.2. We assume the ray \( \theta \) intersects with the boundaries of \( C_{MAC}(1) \) and \( C_{BRC}(0) \) respectively on \( P_1(\rho_1, \theta) \) and \( P_2(\rho_2, \theta) \). The point \( (\rho^*, \theta) \) in polar coordinates is on the boundary of \( R_{OPT} \) with optimum TD factor \( \alpha^* \), where

\[
\rho^* = \frac{\rho_1 \rho_2}{\rho_1 + \rho_2},
\]

\[
\alpha^* = \frac{\rho_2}{\rho_1 + \rho_2}.
\]

The transmit covariance matrices of the MAC and BRC phases for that point are the corresponding ones obtained for the points \( P_1 \) and \( P_2 \), respectively.

Proof. For a given TD factor \( \alpha \), the point \( Q(\rho(\alpha), \theta) \) represented in polar coordinates is on the boundary of the rate region \( C_{MAC}(\alpha) \sqcap C_{BRC}(\alpha) \), where \( \rho(\alpha) = \min(\alpha \rho_1, (1 - \alpha) \rho_2) \). \( \rho(\alpha) \) is maximized when \( \alpha^* \rho_1 = (1 - \alpha^*) \rho_2 \), i.e., when \( \alpha^* = \rho_2/(\rho_1 + \rho_2) \). The same result is obtained for two-way relaying systems with single antenna [168]. When we choose that
TD factor $\alpha^*$, the corresponding $\rho(\alpha^*) = \rho_1 \rho_2 / (\rho_1 + \rho_2)$, which is the maximum value that $\rho(\alpha)$ can achieve for $0 \leq \alpha \leq 1$. 

In summary, we have Algorithm 4 to calculate the boundary point of $R_{\text{OPT}}$ for the given angle $\theta$. Evaluating every boundary point of $R_{\text{OPT}}$ for $0 \leq \theta \leq \pi / 2$ yields the whole boundary of the achievable rate region $R_{\text{OPT}}$ under the peak power constraint.

**Algorithm 4** Calculating the boundary point of $R_{\text{OPT}}$ for the given angle $\theta$

1: For given $\theta$, Use Algorithm 3 to determine the intersection points of the ray $\theta$ with $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$;
2: Use (5.18) and (5.19) to determine the boundary point in polar coordinate $(\rho^*, \theta)$.

### 5.4 Optimum Time-Division Under Average Power Constraint

Under the average power constraint, $C_{\text{MAC}}(\alpha)$ and $C_{\text{BRC}}(\alpha)$ are not simply the scaled versions of $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$. In order to find the optimum TD strategies under the average power constraint, we first prove the following lemma:

**Lemma 5.4.1.** For any given covariance matrices $\Omega_A$, $\Omega_B$ and $\Omega$, the right-hand sides (RHS) of (5.3)–(5.5) are monotonically increasing functions of $\alpha$, and the RHS of (5.10)–(5.11) are monotonically decreasing functions of $\alpha$.

**Proof.** For any given transmit signal covariance matrix $\Omega_A$, the RHS of (5.3) under the average power constraint can be written as

$$\alpha \log_2 \det \left( I_{N_A} + \frac{P_A}{\alpha N_A \sigma^2} G_A \Omega_A G_A^H \right) = \sum_{i=1}^{N_R} \alpha \log_2 \left( 1 + \frac{\lambda_i}{\alpha} \right), \quad (5.20)$$

where $\lambda_i \geq 0$, $i = 1, \cdots, N_R$, denote the eigenvalues of $\frac{P_A}{\alpha N_A \sigma^2} G_A \Omega_A G_A^H$. All $\lambda_i \geq 0$, $f(\alpha) = \alpha \log_2 \left( 1 + \frac{\lambda_i}{\alpha} \right)$ is a monotonically increasing function of $\alpha$ when $0 \leq \alpha \leq 1$. Thus (5.20) is a monotonically increasing function of $\alpha$. The same discussion also applies to (5.4)–(5.5). Since the RHS of (5.10)–(5.11) are monotonically increasing functions of $1 - \alpha$, they are monotonically decreasing functions of $\alpha$. 

141
For a given value $q$ and TD factor $\alpha$, calculate the value $p(\alpha)$ such that $(p(\alpha), q)$ is on the boundary of $C_{MAC}(\alpha)$. Decreasing $\alpha$ expands $C_{BRC}(\alpha)$ and shrinks $C_{MAC}(\alpha)$.

This lemma implies that the region $C_{MAC}(\alpha)$ swells, while the region $C_{BRC}(\alpha)$ diminishes as $\alpha$ increases. In this section, we propose an algorithm to determine the boundary points of $R_{OPT}$ under the average power constraint. We first define

$$q_{max} = \max_{\text{tr}(\Omega) \leq N_R, \Omega \succeq 0} \log_2 \det \left( I_{N_A} + \frac{P_R}{N_R \sigma_A^2} H_A \Omega H_A^H \right),$$

where $q_{max}$ is the maximum possible value of $R_B$ in the BRC phase. For a given value $q$, where $0 \leq q \leq q_{max}$, the proposed algorithm finds the optimum value $p^*$ and $\alpha^*$ such that $(p^*, q)$ is on the boundary of $R_{OPT}$ under the average power constraint, and the TD factor for that point is $\alpha^*$, i.e., $(p^*, q) \in C_{MAC}(\alpha^*) \cap C_{BRC}(\alpha^*)$. The idea of the algorithm is shown in Fig. 5.5. For each value of the TD factor $\alpha$, we can determine the point $(p(\alpha), q)$ on the boundary of $C_{BRC}(\alpha)$ for the given value $q$, and $(p(\alpha), q) \in C_{BRC}(\alpha)$ is satisfied. $p^*$ is the largest achievable value of $p(\alpha)$, i.e.,

$$p^* = \max_{0 \leq \alpha \leq 1} \{p(\alpha) | (p(\alpha), q) \in C_{MAC}(\alpha) \}. \quad (5.21)$$

For the given value of $\alpha$, we can determine whether $(p(\alpha), q) \in C_{MAC}(\alpha)$. If $(p(\alpha), q) \in C_{MAC}(\alpha)$, a smaller TD factor $\beta$, where $\beta \leq \alpha$, can be chosen with increased $p(\beta)$ while still keeping the point $(p(\beta), q)$ to be inside $C_{MAC}(\beta)$. Otherwise, the present value of $\alpha$ is too small and should be increased. The fact that decreasing the TD factor $\alpha$ expands $C_{BRC}(\alpha)$ and shrinks $C_{MAC}(\alpha)$ is due to Lemma 5.4.1.

The details of the algorithm work as follows: For a given value $q$, where $0 \leq q \leq q_{max}$, we first choose an initial value of $\alpha$, where $0 \leq \alpha \leq 1$. For the given value $q$ and the TD
factor $\alpha$, the point $(p(\alpha), q)$ on the boundary of $C_{\text{BRC}}(\alpha)$ under the average power constraint can be calculated by solving the following convex optimization problem:

\[
\begin{align*}
\text{maximize} & \quad (1 - \alpha) \log_2 \det \left( I_{N_B} + \frac{P^*_B}{N_B \sigma_B^2} H_B \Omega_B H_B^H \right) \\
\text{subject to} & \quad (1 - \alpha) \log_2 \det \left( I_{N_A} + \frac{P^*_A}{N_A \sigma_A^2} H_A \Omega_A H_A^H \right) \geq q \\
& \quad \text{variable} \quad \Omega \\
\end{align*}
\]

where $P^*_B = P_B / (1 - \alpha)$. The maximum value of the objective function in (5.22) is $p(\alpha)$. Secondly, we can check whether $(p(\alpha), q) \in C_{\text{MAC}}(\alpha)$ with the TD factor $\alpha$ under the average power constraint. That is, we solve the following convex feasibility problem:

\[
\begin{align*}
\text{find} \quad & \Omega_A, \Omega_B \\
\text{subject to} & \quad \alpha \log_2 \det \left( I_{N_R} + \frac{P^*_A}{N_A \sigma_A^2} G_A \Omega_A G_A^H \right) \geq p(\alpha) \\
& \quad \alpha \log_2 \det \left( I_{N_R} + \frac{P^*_B}{N_B \sigma_B^2} G_B \Omega_B G_B^H \right) \geq q \\
& \quad \alpha \log_2 \det \left( I_{N_R} + \sum_{k \in \{A, B\}} \frac{P^*_k}{N_k \sigma_k^2} G_k \Omega_k G_k^H \right) \geq p(\alpha) + q \\
& \quad \text{tr}(\Omega_A) \leq N_A, \quad \Omega_A \succeq 0 \\
& \quad \text{tr}(\Omega_B) \leq N_B, \quad \Omega_B \succeq 0.
\end{align*}
\]

where $P^*_A = P_A / \alpha$ and $P^*_B = P_B / \alpha$. By solving the problem (5.23), we get a feasibility certificate to show whether suitable matrices $\Omega_A$ and $\Omega_B$ can be found satisfying the constraints. If suitable covariance matrices $\Omega_A$ and $\Omega_B$ can be found satisfying the constraints of (5.23), then $(p(\alpha), q) \in C_{\text{MAC}}(\alpha)$. This indicates that $\alpha \geq \alpha^*$ and the present choice of TD factor should be decreased; if no suitable covariance matrices $\Omega_A$ and $\Omega_B$ can be found, then $(p(\alpha), q) \notin C_{\text{MAC}}(\alpha)$, which indicates that $\alpha < \alpha^*$ and the present choice of TD factor should be increased. Here we utilized Lemma 5.4.1. This feasibility certificate can be considered as a subgradient [23] for finding the optimum factor $\alpha^*$. This process repeats until $\alpha$ converges. This algorithm is summarized in Algorithm 5.

We get the corresponding $\Omega$, $\Omega_A$ and $\Omega_B$ when we solve (5.22) and (5.23). Evaluation for every point of $0 \leq q \leq q_{\text{max}}$ yields the boundary of the whole achievable rate region $R_{\text{OPT}}$ under the average power constraint.
Algorithm 5 Bisection method to determine the boundary point \((p^\star, q)\) on \(R_{\text{OPT}}\) and the optimum TD factor \(\alpha^\star\) for given QoS requirement \(R_B = q\).

Initialize \(\alpha_{\text{min}} = 0\), \(\alpha_{\text{max}} = 1\) and \(\alpha = (\alpha_{\text{min}} + \alpha_{\text{max}})/2\).  

while \(\alpha_{\text{max}} - \alpha_{\text{min}} > \epsilon\) do 

Solve \((p(\alpha), q)\) for the convex optimization problem (5.22); 

Check the feasibility of \((p(\alpha), q)\) in the feasibility check problem (5.23); 

if \((p(\alpha), q)\) is feasible then 

\(\alpha_{\text{max}} = \alpha; \alpha_{\text{min}}\) unchanged; \(\alpha = (\alpha_{\text{max}} + \alpha_{\text{min}})/2\)

else 

\(\alpha_{\text{min}} = \alpha; \alpha_{\text{max}}\) unchanged; \(\alpha = (\alpha_{\text{max}} + \alpha_{\text{min}})/2\)

end if

end while

return \(p^\star = p(\alpha), \alpha^\star = \alpha\).

5.5 Simulation Results

Using the methods proposed in Section 5.3 and Section 5.4, we can characterize the achievable rate regions with optimum TD strategies for given channels. In a real mobile system, the channel knowledge may not always be available to the transmitters. So we also show the rate regions when there is no channel state information at the transmitters (CSIT). In such a case, the transmit covariance matrices are chosen as \(\Omega_A = I_{N_A}\), \(\Omega_B = I_{N_B}\) and \(\Omega = I_{N_R}\). As stated in Appendix 5.7.1, the rate region under the peak power constraint can be characterized using linear programming for no CSIT case, while its rate region under the average power constraint is calculated using Algorithm 5 in the simulations.

5.5.1 Achievable Rate Region \(R_{\text{OPT}}\) for Static Channels

The achievable rate regions \(R_{\text{OPT}}\) with optimum TD strategies for static channels with full CSIT and no CSIT are shown in Fig. 5.6 and Fig. 5.7, respectively. Both peak and average power constraints are considered. The channel matrices are randomly generated as follows

\[
G_A = \begin{bmatrix} -1.30 - 0.45i & -0.60 + 0.13i \\ -1.88 + 0.33i & 0.34 + 0.66i \end{bmatrix} \quad (5.24)
\]

\[
G_B = \begin{bmatrix} -0.05 - 0.45i & -0.55 + 0.19i \\ 0.60 - 0.99i & 1.13 - 0.01i \end{bmatrix} \quad (5.25)
\]

\[H_A = G_A^T, \quad H_B = G_B^T. \quad (5.26)\]
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Fig. 5.6: Achievable rate regions under peak and average power constraints. “MAC region 1/2” and “BRC region 1/2” correspond to $\frac{1}{2}C_{\text{MAC}}(1)$ and $\frac{1}{2}C_{\text{BRC}}(0)$, respectively. Their intersection region is the achievable rate region with equal TD under the peak power constraint.

Fig. 5.7: Achievable rate regions under peak and average power constraints for no CSIT case. “MAC region 1/2” and “BRC region 1/2” correspond to $\frac{1}{2}C_{\text{MAC}}(1)$ and $\frac{1}{2}C_{\text{BRC}}(0)$, respectively. Their intersection region is the achievable rate region with equal TD under the peak power constraint.
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Fig. 5.8: Ergodic sum rate under peak and average power constraints, $N_A/N_R/N_B = 2/2/2$, $\text{SNR}_A = 20\text{dB}$

The channels remain constant during their corresponding transmission phase. Furthermore, we have $P_k/\sigma^2 = 1$, where $k \in \{A, B, R\}$. Given $R_B = 0.5 \text{ bits/s/Hz}$, the maximum achievable rate of $R_A$ is shown in Table 5.1. The gain of the achievable rate $R_A$ in optimum TD case is significant compared to equal TD case. For average power constraint, the actual transmit power $P_k^*$ is larger than $P_k$. Due to power scaling, the achievable rate region under the average power constraint is also larger than that under the peak power constraint.

Table 5.1: Maximum Achievable Rate of $R_A$ for Given QoS Requirement $R_B = 0.5 \text{ bits/s/Hz}$

<table>
<thead>
<tr>
<th></th>
<th>Equal TD</th>
<th>Optimum TD</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Power Constraint (CSIT)</td>
<td>0.93 bits/s/Hz</td>
<td>1.12 bits/s/Hz</td>
<td>20.43%</td>
</tr>
<tr>
<td>Average Power Constraint (CSIT)</td>
<td>1.33 bits/s/Hz</td>
<td>1.51 bits/s/Hz</td>
<td>13.53%</td>
</tr>
<tr>
<td>Peak Power Constraint (no CSIT)</td>
<td>0.77 bits/s/Hz</td>
<td>0.87 bits/s/Hz</td>
<td>13.19%</td>
</tr>
<tr>
<td>Average Power Constraint (no CSIT)</td>
<td>1.23 bits/s/Hz</td>
<td>1.35 bits/s/Hz</td>
<td>9.43%</td>
</tr>
</tbody>
</table>

5.5.2 Ergodic Sum Rate in Rayleigh Fading Channels

Fig. 5.8–Fig. 5.11 show the ergodic sum rate of a two-way relaying system in Rayleigh fading channels for different antenna configurations with and without CSIT. Each entry in $G_A$, $G_B$, $H_A$ and $H_B$ are $\mathcal{CN}(0, 1)$ random variables. We have $\text{SNR}_A = P_A/\sigma^2 = P_R/\sigma^2_A = 20\text{dB}$,
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Fig. 5.9: Ergodic sum rate under peak and average power constraints, $N_A/N_R/N_B = 2/4/2$, $\text{SNR}_A = 20\text{dB}$

Fig. 5.10: Ergodic sum rate under peak and average power constraints (no CSIT case), $N_A/N_R/N_B = 2/2/2$, $\text{SNR}_A = 20\text{dB}$
which means that the distance between station A and the relay is fixed. We also define
$\text{SNR}_B = \frac{P_B}{\sigma^2} = \frac{P_R}{\sigma^2_B}$, which is shown as the $x$-axis in the figure. In Fig. 5.8, the number of antennas at station A, the relay and station B are $N_A = N_R = N_B = 2$. Fig. 5.8 shows that the optimum TD strategies do not gain in the ergodic sum rate when $\text{SNR}_B$ is below 8dB. Since $\text{SNR}_A$ is high, the weak link, i.e., the link between the relay and station B, determines the achievable rate region when $\text{SNR}_B$ is low. By choosing different TD factors, we can increase either $R_A$ or $R_B$, but at the price of the other. In this case, optimum TD strategies do not increase the sum rate of the system. However, when $\text{SNR}_B = 20$dB, optimum TD strategies increase the sum rate by 1.2 bits/s/Hz and 1.5 bits/s/Hz compared to equal TD case under the peak power constraint and average power constraint, respectively. This is because the relay has only two antennas. When $\text{SNR}_B$ is high, the MAC phase becomes the bottleneck of the system. By increasing the duration of the MAC phase, more data from station A and B can be decoded at the relay. Those data can still be retransmitted back to the two stations in the BRC phase even though the duration of the BRC phase is shorter now. By choosing the optimum TD strategies, the sum rate can be increased. On the other hand, optimum TD strategies do not increase the sum rate much when the number of antennas is increased to $N_R = 4$ as shown in Fig. 5.9. In this case, the MAC phase is not a constraint of the system any more. By increasing the duration of the MAC phase, more data from station A and B can be decoded at the relay. However, those data cannot be transmitted to the two

Fig. 5.11: Ergodic sum rate under peak and average power constraints (no CSIT case), $N_A/N_R/N_B = 2/4/2, \text{SNR}_A = 20$dB
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Fig. 5.12: Average achievable rate of \( R_A \) for given QoS requirement \( R_B \geq 1 \text{bit/s/Hz}, N_A/N_R/N_B = 2/4/2, \text{SNR}_A = 20 \text{dB} \)

stations in the BRC phase due to its shorter duration. By comparing Fig. 5.9 and Fig. 5.8, we can observe that by increasing the number of antennas \( N_R \) at the relay, the sum rates have been improved by about 1 bits/s/Hz both under peak and average power constraints. Similar observations can be found for no CSIT case in Fig. 5.10 and Fig. 5.11.

5.5.3 Average Achievable Rate \( R_A \) for Given QoS Requirement in \( R_B \)

The maximum achievable ergodic sum rate does not consider the QoS for individual users, and is only one out of many figures of merit for communication systems. In some systems, especially cellular communication networks, the data traffic is asymmetric: the data rate transmitted by one user (e.g., the uplink data rate) is limited, while the data rate transmitted by the other user (e.g., the downlink data rate) should be increased as large as possible. This motivates us to consider the following problem: Given the setup of a two-way relaying system and the QoS requirement in \( R_B \), what is the maximum average achievable rate \( R_A \) if optimum TD strategy is applied. We apply Algorithm 5 to answer this problem.

We consider the antenna configuration that \( N_A = N_B = 2 \) and \( N_R = 4 \), where it has been shown in Section 5.5.2 that optimum TD strategy does not improve the ergodic sum rate much. The setup is similar to Section 5.5.2, where \( \text{SNR}_A = P_A/\sigma^2 = P_R/\sigma^2_A = 20 \text{dB} \) and \( \text{SNR}_B = P_B/\sigma^2 = P_R/\sigma^2_B \). We consider a Ricean fading channel, where the \( K \)-factor
between A and R is $K_A = 5$ (i.e., 7dB) and the $K$-factor between B and R is $K_B = 1$ (i.e., 0dB). We choose a Ricean fading channel model since we do not want the channel to be frequently in outage. The QoS requirement for the data rate transmitted from Station B is $R_B \geq 1$ bit/s/Hz.

Fig. 5.12 and Fig. 5.13 show the average achievable rate $R_A$ for given QoS requirement $R_B \geq 1$ bit/s/Hz for full CSIT and no CSIT cases, respectively. When $R_B$ is in outage for the given channel, $R_A$ is set to be 0. We can observe that the optimum TD strategy increases the average achievable rate of $R_A$ by about 1 bit/s/Hz under peak or average power constraint when $\text{SNR}_B = 10$ dB, no matter whether CSIT is available. Combined with the results obtained in Section 5.5.1, we can see that using the optimum TD strategies can increase the achievable rates of one user given the QoS requirement of its partner not only in static channels but also in fading channels. In Fig. 5.12 and Fig. 5.13, we can observe that curve of the average rate $R_A$ with peak power constraint is almost parallel to that with average power constraint in both the optimum TD strategies and the equal TD strategy. This is true no matter whether the CSIT is available or not. Another observation is that the gain using optimum TD strategies compared to the equal TD strategy decreases when $\text{SNR}_B$ is high at around 18dB.
5.6 Chapter Summary and Conclusions

We proposed two methods for characterizing the achievable rate regions with optimum TD strategies for two-way DF relaying systems with multiple antennas. Both peak power constraint and average power constraint were considered. Simulation results showed that the achievable rate region can be further increased by choosing optimum TD strategies. At high SNR, the optimum TD strategies improve the ergodic sum rate when the MAC phase is the bottleneck of the system, e.g., when $N_A + N_B > N_R$. The gain in ergodic sum rate by using the optimum TD strategies is small when $N_A + N_B \leq N_R$. However, even when $N_A + N_B \leq N_R$, the average achievable rate of one user given the QoS requirement of the other is increased a lot by using optimum TD strategies under peak power and average power constraint.

5.7 Appendices

5.7.1 Maximum Weighted Sum Rate Calculation for $\mathcal{R}_{\text{OPT}}$

When the rate region $\mathcal{R}_{\text{OPT}}$ is convex, its boundary points can be determined by solving the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \mu R_A + (1 - \mu)R_B \\
\text{subject to} & \quad (R_A, R_B) \in \mathcal{C}_{\text{MAC}}(\alpha) \cap \mathcal{C}_{\text{BRC}}(\alpha) \\
& \quad 0 \leq \alpha \leq 1 \\
\text{variables} & \quad R_A, R_B, \alpha, \Omega_A, \Omega_B, \Omega,
\end{align*}
\]  

(5.27)

where $\mu$ is a weighting constant and $0 \leq \mu \leq 1$.

For a fixed weighting constant $\mu$, the problem (5.27) can be solved by decomposition methods [23]: Firstly, we observe that for a given TD factor $\alpha$, where $0 \leq \alpha \leq 1$, the following is a convex optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \mu R_A + (1 - \mu)R_B \\
\text{subject to} & \quad (R_A, R_B) \in \mathcal{C}_{\text{MAC}}(\alpha) \cap \mathcal{C}_{\text{BRC}}(\alpha) \\
& \quad \alpha \text{ is given} \\
\text{variables} & \quad R_A, R_B, \Omega_A, \Omega_B, \Omega.
\end{align*}
\]  

(5.28)

(5.28) is a convex optimization problem because $\mathcal{C}_{\text{MAC}}(\alpha)$ and $\mathcal{C}_{\text{BRC}}(\alpha)$ are both convex.
regions for the fixed value $\alpha$. Their intersection is thus also convex. For the fixed $\alpha$, we denote the optimum objective value of (5.28) as $r(\alpha) = \mu R^*_A(\alpha) + (1 - \mu) R^*_B(\alpha)$, and its value can be determined by convex optimization methods, e.g., interior-point methods [33]. That is, $r(\alpha)$ can be considered as a function of the TD factor $\alpha$. Secondly, we solve the following problem:

\[
\begin{align*}
\text{maximize} & \quad r(\alpha) = \mu R^*_A(\alpha) + (1 - \mu) R^*_B(\alpha) \\
\text{subject to} & \quad 0 \leq \alpha \leq 1 \\
\text{variables} & \quad \alpha.
\end{align*}
\]

Since there is only one variable $\alpha$ in (5.29), it can be solved by using the bisection method [23]. The solution $\alpha^*$ and the optimum objective value in (5.29) are also respectively the optimum TD factor and the optimum objective value of (5.27) for the given weighting constant $\mu$. In this way, the original problem (5.27) is decomposed into two subproblems (5.28) and (5.29). However, this decomposition method suffers from difficulties in implementation because it is hard for (5.28) to be converted to a second-order cone programming problem or a semidefinite programming problem and solved by standard solvers [230].

There is an exception when the transmitters do not have channel state information (CSIT) under the peak power constraint. In such a case, the transmit covariance matrices are chosen as $\Omega_A = I_{N_A}$, $\Omega_B = I_{N_B}$ and $\Omega = I_{N_R}$. Thus the problem (5.27) degenerates into a linear programming problem with variable $\alpha$ and can be solved by standard linear programming tools [69].

### 5.7.2 Maximum Weighted Sum Rate Calculation for $C_{\text{MAC}}(1)$ and $C_{\text{BRC}}(0)$

We briefly summarizes the method for calculating the maximum weighted sum rate for the MAC phase and BRC phase channels used in Section 5.3.1. The discussions follow that of [78, 242].

#### 5.7.2.1 MAC Phase Channel

The MAC phase capacity region $C_{\text{MAC}}(1)$ is convex. Given two weighting factors $\mu_A, \mu_B \geq 0$ and assuming $\mu_A \geq \mu_B$ without loss of generality, the problem of maximizing the function
\[ \mu_A R_A + \mu_B R_B \] over all rate vectors in \((R_A, R_B) \in C_{MAC}(1)\) is equivalent to [78]

\[
\begin{align*}
\text{maximize} & \quad \mu_B \log_2 \det \left( I_{N_r} + \sum_{k \in \{A, B\}} \frac{P_k}{N_k \sigma^2} G_k \Omega_k G_k^H \right) \\
& \quad + (\mu_A - \mu_B) \log_2 \det \left( I_{N_r} + \frac{P_A}{N_A \sigma^2} \Omega_A \Omega_A^H \right) \\
\text{subject to} & \quad \text{tr}(\Omega_k) \leq N_k, \quad \Omega_k \succeq 0, \quad \text{for } k \in \{A, B\} \\
\text{variables} & \quad \Omega_A, \Omega_B.
\end{align*}
\] (5.30)

The covariance matrices that maximize the objective function in (5.30) are also the corresponding optimal covariances for the maximum weighted sum rate problem. Furthermore, (5.30) is a convex optimization problem and can be solved using convex optimization tools numerically or using the following algorithm [242].

Denote the objective function of (5.30) as \(f(\Omega_A, \Omega_B)\). The gradient of the \(f(\Omega_A, \Omega_B)\) with respect to the covariance matrix \(\Omega_A\) and \(\Omega_B\) is respectively given by

\[
\nabla_A f(\Omega_A, \Omega_B) = \frac{\mu_B}{\ln 2} \left[ G_A^H \left( I_{N_r} + \sum_{k \in \{A, B\}} \frac{P_k}{N_k \sigma^2} G_k \Omega_k G_k^H \right)^{-1} G_A ight] + \frac{(\mu_A - \mu_B)}{\ln 2} \left[ G_A^H \left( I_{N_r} + \frac{P_A}{N_A \sigma^2} \Omega_A \Omega_A^H \right)^{-1} G_A \right];
\]

\[
\nabla_B f(\Omega_A, \Omega_B) = \frac{\mu_B}{\ln 2} \left[ G_B^H \left( I_{N_r} + \sum_{k \in \{A, B\}} \frac{P_k}{N_k \sigma^2} G_k \Omega_k G_k^H \right)^{-1} G_B \right].
\]

The algorithm proceeds iteratively as follows: Given the \(n\)th iterate \(\Omega_k(n), k \in \{A, B\}\), determine the principle eigenvectors \(v_k\) (of unit norm) and the corresponding principle eigenvalues \(\lambda_k\) of the gradients \(\nabla_k f(\Omega_A, \Omega_B)\) for \(k \in \{A, B\}\). Let \(j^* = \arg \max_{k \in \{A, B\}} \lambda_k\).

The \((n + 1)\)st iterate \(\Omega_k(n + 1), k \in \{A, B\}\) are updated as follows:

\[
\Omega_j(n + 1) = t^* \Omega_j(n) + (1 - t^*) N_j v_j v_j^H,
\]

\[
\Omega_i(n + 1) = t^* \Omega_i(n), \quad \text{for } i \neq j^* \quad \text{(5.34)}
\]

where \(t^*\) is the solution to the following one-dimensional optimization that can be solved through bisection

\[
t^* = \begin{cases} 
\arg \max_{0 \leq t \leq 1} f \left( t \Omega_A(n) + (1 - t) N_A v_A v_A^H, t \Omega_B(n) \right), & \text{when } j^* = A, \\
\arg \max_{0 \leq t \leq 1} f \left( t \Omega_A(n), t \Omega_B(n) + (1 - t) N_B v_B v_B^H \right), & \text{when } j^* = B.
\end{cases}
\] (5.35)

As \(n \to \infty\), the covariance matrices converge to the optimum covariance matrices. When
\( \mu_A < \mu_B \), we only need to swap the subscripts in (5.30), and the same algorithm applies.

### 5.7.2.2 BRC Phase Channel

The BRC phase capacity region \( C_{\text{BRC}}(0) \) is also convex. Given two weighting factors \( \mu_A, \mu_B \geq 0 \), the problem of maximizing the function \( \mu_A R_A + \mu_B R_B \) over all rate vectors in \( (R_A, R_B) \in C_{\text{BRC}}(0) \) is equivalent to

\[
\text{maximize } \mu_A \log_2 \det \left( I_N + \frac{P}{N R \sigma_B} H_B \Omega H_B^H \right) + \mu_B \log_2 \det \left( I_N + \frac{P}{N R \sigma_A} H_A \Omega H_A^H \right) \\
\text{subject to } \text{tr}(\Omega) \leq N_R, \quad \Omega \succeq 0 \\
\text{variables } \Omega.
\]

(5.36)

The covariance matrices that maximize the objective function in (5.36) are also the corresponding optimal covariances for the maximum weighted sum rate problem. Furthermore, (5.36) is a convex optimization problem and can be solved using convex optimization tools numerically or using the following algorithm.

We denote the objective function of (5.36) as \( g(\Omega) \). Its gradient with respect to the covariance matrix \( \Omega \) is then given by

\[
\nabla g(\Omega) = \mu_A H_B^H \left( I_N + \frac{P}{N R \sigma_B} H_B \Omega H_B^H \right)^{-1} H_B + \mu_B H_A^H \left( I_N + \frac{P}{N R \sigma_A} H_A \Omega H_A^H \right)^{-1} H_A.
\]

(5.37)

Given the \( n \)th iterate \( \Omega(n) \), determine the principle eigenvectors \( \mathbf{v} \) (of unit norm) and the corresponding principle eigenvalues \( \lambda \) of the gradients \( \nabla g(\Omega) \). The \( (n+1) \)st iterate \( \Omega(n+1) \) is updated as follows:

\[
\Omega(n+1) = t^* \Omega(n) + (1 - t^*) N_R \mathbf{v} \mathbf{v}^H
\]

(5.38)

where \( t^* \) is the solution to the following one-dimensional optimization that can be solved through bisection

\[
t^* = \arg \max_{0 \leq t \leq 1} g \left( t \Omega(n) + (1 - t) N_R \mathbf{v} \mathbf{v}^H \right).
\]

(5.39)

As \( n \to \infty \), the covariance matrices converge to the optimum covariance matrices.
5.7.3 Minimax Theorem

Theorem 5.7.1 ([63, 189]). Let $A$ and $B$ be nonempty sets and $f : A \times B \mapsto \mathbb{R}$ a function on $A \times B$. The primal problem associated with the function $f$ is given by

$$v(P) = \inf_{b \in B} \sup_{a \in A} f(a, b) \tag{5.40}$$

while the dual problem has the form

$$v(D) = \sup_{a \in A} \inf_{b \in B} f(a, b). \tag{5.41}$$

We have $v(P) = v(D)$, whenever both $A$ and $B$ are convex, $A$ is compact and $f$ is concave and upper-semicontinuous in $a$ and convex in $B$. 
Chapter 6

Self-Interference-Aided Channel Estimation in Two-Way Relaying Systems

The two-way decode-and-forward (DF) relaying protocol and its applications have been discussed in Chapter 2 and Chapter 4. The core idea of the two-way DF relaying protocol is the self-interference (SI) cancellation in the broadcast (BRC) phase. That is, the known data information transmitted from the relay does not interfere with the decoding at the receivers in the BRC phase since it can be canceled in the decoding process. However, conventional two-way relaying protocols only cancel instead of utilize the SI. In this chapter and Chapter 8, we propose practical transmission schemes that exploit the SI to provide additional benefits in two-way DF relaying protocols. In this chapter, we propose a novel approach that utilizes the SI for channel estimation in the BRC phase of MIMO two-way DF relaying system when the superposition coding (SPC) scheme is applied. In this case, the SI contains the known data symbols at the receivers, which can play a similar role as pilot sequences for the purpose of channel estimation. Firstly, we propose the SI-aided joint maximum likelihood (ML) channel estimation and data detection scheme. We show that its channel estimation performance can approach the Cramér-Rao lower bound when the signal-to-noise ratio at the receiver is high. Then we propose an SI-aided linear channel estimator in iterative receivers. Its channel estimate is achieved with lower complexity compared to the joint ML scheme. The proposed SI-aided channel estimation can be applied together with pilot sequence to improve the channel estimation accuracy. In order to make fair comparisons, we consider two types of systems in this chapter: one purely relies on SI to estimate the channel, and the other purely relies on the pilot sequences to estimate the channel. In the purely SI-aided channel estimator, higher bandwidth efficiency can be achieved since pilot sequences are no
longer transmitted. We show the conditions under which the SI-aided linear channel estimator is able to outperform the pilot-aided channel estimator. Taking into account the channel estimation errors, we propose an optimized power allocation scheme to provide fairness for the different stations. Under the same average power constraint and transmitting the same amount of data symbols, simulations show that the performance of the proposed SI-aided iterative receiver can significantly outperform that of the iterative receiver which solely relies on the pilots for channel estimation in realistic scenarios.

### 6.1 Introduction

The two-way relaying protocol [193] is applicable to systems with bidirectional information flow and recovers a significant portion of the half-duplex loss in traditional relaying systems. A large number of transmission scenarios, such as the base station communicates with a mobile user via a dedicated relay in a cellular system, or two mobile clients transmit data to each other via the access point in a wireless local area network (WLAN), is suitable for the application of the two-way relaying protocol. Compared to traditional relaying protocols that require four phases (in time or frequency) to achieve bidirectional communication between the two stations, the two-way relaying protocol only needs two phases to exchange the data, namely, the multiple access (MAC) phase and the broadcast (BRC) phase (see Chapter 2).

The two-way decode-and-forward (DF) relaying protocol is particularly interesting due to its practical applicability in real-world communication systems. The idea of the two-way DF relaying protocol is to combine the decoded data information at the relay, and send back the combined data information to the two user stations in the BRC phase. The backpropagated data information, called the self-interference (SI), can be canceled at the receiver if the channel from the relay to the receiver is known. Up to now, there are two major types of practical schemes proposed for combining the data at the relay, i.e., the superposition coding (SPC) scheme and the network coding scheme. The SPC scheme combines the decoded data information on the symbol level, whereas the network coding scheme combines the decoded data on the bit level. The comparison of the two schemes can be found in, e.g., [88, 128, 151, 193, 260] (see Chapter 4). The SI cancellation is the core idea of the two-way relaying protocol. That is, the known data information transmitted from the relay does not interfere with the decoding at the receivers in the BRC phase since it can be canceled in the decoding process. However, conventional two-way relaying protocols only cancel instead of utilize the SI. In this chapter and Chapter 8, we propose schemes that exploit the SI to provide additional benefits in two-way DF relaying protocols. In this chapter, we propose a novel
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approach that utilizes the SI for channel estimation in the BRC phase of the multiple-input multiple-output (MIMO) two-way DF relaying system when the superposition coding (SPC) scheme is applied. In this case, the SI contains the known data symbols at the receivers, which can play a similar role as pilot sequences for the purpose of channel estimation.

Future wireless communication systems are envisioned to be equipped with multiple antennas because multiple-input multiple-output (MIMO) technology can provide significant increase in channel capacity [224] and great enhancement in link reliability [221]. To obtain that advantage, channel knowledge is required at least at the receiver side. However, accurate channel estimation in MIMO systems is generally difficult. Conventional pilot-aided channel estimation schemes send orthogonal pilot sequences on different transmit antennas to estimate the channel, which wastes system resources, especially when the number of transmit antennas is large. The major algorithms for time-multiplexed pilot-aided channel estimation, i.e., the least-square (LS) algorithm and the minimum mean square error (MMSE) algorithm, are summarized in [26], where the authors also investigated the optimal choice of pilot signals. A pilot-embedding method was proposed in [103, 109] and further investigated in [100, 126, 166, 283], where low-power orthogonal pilot sequences are transmitted concurrently with the data. Such schemes trade transmit power for higher spectrum efficiency. Decision-directed iterative channel estimation can be found in, e.g., [56, 108]. All those channel estimation schemes rely on an initial estimate of the MIMO channel based on the transmission of pilot sequences.

Blind and semi-blind channel estimation are discussed in, e.g., [11, 29, 164]. The purpose is to identify the channel solely based on some known properties of the channel or data symbols. For example, the use of cyclostationary statistics to accomplish blind MIMO channel estimation has first been proposed for frequency-flat fading channels in [199], and was extended to MIMO-OFDM systems in [29], which can recover the transmitted symbol streams up to a phase rotation. A blind channel estimation approach combining different modulation schemes on adjacent subcarriers was proposed in [164] for OFDM systems. Compared to the statistically blind channel estimation approaches in [199], which have a slow convergence rate, the proposed scheme in [164] achieves fast convergence rate exploiting the specific symbol constellation of the system based on the maximum likelihood (ML) principle. A semi-blind channel estimation and data detection scheme based on the ML principle exploiting the discrete symbol constellation was proposed in [11]. The advantage of blind channel estimation is that the resources occupied by pilot sequences can be released. However, the blind channel estimation methods suffer from the ambiguity problem, i.e., the channel and data cannot be uniquely identified without transmitting additional pilots for conventional
modulation schemes. That problem is inherent in blind channel estimation schemes themselves. In order to uniquely determine the channel and data, some pilots are still required to be transmitted.

Channel estimation in relaying systems is a relatively new topic. The authors of [71] investigated the channel estimation strategies and optimal pilot sequence design for conventional unidirectional AF relaying systems with one source, one destination and multiple relays. Both the LS and the MMSE algorithms were considered. The authors investigated the linear precoding matrix design at the relays to minimize the channel estimation errors subject to the individual power constraints at each relays. The same setup is considered for DF relaying systems in [72], where the authors investigated two types of channel estimation algorithms: MMSE and ML estimation algorithms. Pilot symbol spacing in unidirectional AF relaying systems is address in [182]. Channel estimator design in a two-way AF relaying system with one source, one destination and one relay is considered in [73]. All those works only consider relaying systems with single antenna on each station.

In this chapter, we consider channel estimation in a two-way DF relaying system with multiple antennas. We propose a novel approach that exploits the known data symbols in the SI to estimate the channel for the BRC phase. We call it SI-aided channel estimation. The SI plays a similar role in the proposed scheme as the superimposed pilots in [103]. However, pilots contain no information and waste power, while the proposed approach does not suffer from the power penalty since SI is inherent in the considered scenario. Furthermore, the data contained in the SI is random and does not have the special structure as pilots in [103]. Specific problems, such as the power allocation to provide fairness for the two receivers, arise in two-way DF relaying systems. The channel estimation schemes in the MAC phase is left aside in this paper, since the channel knowledge at the relay in the MAC phase can be obtained from existing multiuser channel estimation schemes, e.g., in [240], or from the feedback of the stations. The SI-aided channel estimation approach can be used together with pilot-aided channel estimation to improve the accuracy of the estimated channel. In order to make fair comparisons, we consider two types of systems in this chapter: one purely relies on SI to estimate the channel, and the other purely relies on the pilot sequences to estimate the channel.

Our Contributions: The contributions of this chapter are summarized as follows:

- We propose the SI-aided joint maximum likelihood (ML) channel estimation and data detection scheme when no a priori knowledge of the channel is available. The problem of unique identifiability of the channel and data symbols is addressed. We observe that the SI implicitly helps to uniquely determine the channel, and channel estimates
with high precision can be obtained without using pilots. Furthermore, we show that its channel estimation performance can approach the Cramér-Rao lower bound for joint channel and data symbol estimation when the signal-to-noise ratio (SNR) at the receiver is high.

• We propose an SI-aided linear channel estimator. We provide its theoretical mean square error (MSE) performance analysis, and show the conditions under which the SI-aided linear channel estimation outperforms the pure pilot-aided channel estimation. The advantage of the proposed scheme is more conspicuous when the coherence interval in block-fading channels or the observation frame length in time-varying channels is large. In order to provide fairness for the receivers at different stations in the BRC phase, we propose an optimized power allocation at the relay taking into account the channel estimation errors.

• We show how SI-aided linear channel estimator is integrated in commonly used receivers, e.g., the iterative receiver structure for channel estimation and data detection. Considering SI, we show that only small modifications to existing receiver structures are required.

• Our proposed SI-aided channel estimation scheme can be used alone or be combined with pilot-aided channel estimation. In the purely SI-aided channel estimator, higher bandwidth efficiency in the BRC phase can be achieved since pilot sequences are no longer transmitted. Simulation results verify our conclusions and show that the performance of the SI-aided iterative receiver can greatly outperform that of the pilot-aided iterative receiver under the same average power constraint and transmitting the same amount of data. The proposed scheme is particularly interesting for multi-carrier systems because SI can track the channel in all subcarriers, and there is no need of doing interpolations in time and frequency as pilot-aided schemes.

• To the best of our knowledge, this is the first scheme that exploits the SI for channel estimation in two-way relaying systems. Prior works focus on canceling interference when it contains known data [193]. This work goes one step further and shows that SI can be utilized. Since interferences with known data is very common in cooperative communication systems, we believe more application areas can be found for them.

The following of the chapter is organized as follows: The system model is shown in Section 6.2. The SI-aided joint ML channel estimation and data detection scheme is proposed in Section 6.3. Afterwards, we consider receiver structures with separate channel estimation and data detection. In Section 6.4, we focus on the SI-aided linear channel estimator.
and provide the performance analysis. The estimated channel can serve as the initial channel estimate for the iterative receiver structure in Section 6.5, where the subsequent channel estimation and MIMO symbol demapping are discussed in detail. Comprehensive simulation results are presented in Section 6.6, where we compare the proposed schemes with the pilot-aided schemes in block-fading and time-varying channels. Conclusions are drawn in Section 6.7.

### 6.2 System Model

We consider a relaying system where two wireless stations A and B exchange data via a half-duplex relay as shown in Fig. 6.1. The number of antennas at station A, the relay and station B are denoted as $N_A$, $N_R$ and $N_B$, respectively.

The data of stations A and B are exchanged in two or three phases when the two-way relaying protocol is applied. Their difference only lies in the MAC phase and not in the BRC phase. The MAC and BRC phases can be separated in time (time-division duplex, TDD) or in frequency (frequency-division duplex, FDD). Considering the two-phase protocol, at one time slot in the MAC phase, stations A and B transmit their information-bearing data symbol vectors $x_A \in \mathbb{C}^{N_A \times 1}$ and $x_B \in \mathbb{C}^{N_B \times 1}$ simultaneously to the relay. The received signal $y_R$ at the relay can be expressed as

$$y_R = G_A x_A + G_B x_B + n_R$$  (6.1)

where $G_A \in \mathbb{C}^{N_R \times N_A}$ and $G_B \in \mathbb{C}^{N_R \times N_B}$ are the channel matrices from stations A and B to the relay, respectively. The additive noise vector at the relay is $n_R \sim \mathcal{CN}(0, \sigma^2 I_{N_R})$. The relay decodes the received signals and extracts the data bits contained in $x_A$ and $x_B$. In this multiuser detection scenario, the receiver structures for channel estimation and decoding can

---

**Fig. 6.1:** MIMO two-way DF relaying system, where the dashed arrows represent the transmission in the MAC phase, and the solid arrows represent the transmission in the BRC phase.
be found in, e.g., [120, 207, 240]. In order to guarantee the decoded data at the relay to be correct, error-detecting codes, e.g., cyclic redundancy check (CRC) codes, can be applied in the data. In the following, we focus on the BRC phase and assume the data transmitted from stations A and B in the MAC phase have already been decoded by the relay.

In the BRC phase, the decoded data from stations A and B are re-encoded and retransmitted. Fig. 6.2 shows the transmitter structure with spatial multiplexing. The bit sequences \{b_A\} and \{b_B\} respectively denote the decoded data bits from stations A and B, where each element \(b_A, b_B \in \{0, 1\}\), and their length is \(L_{b,A}\) and \(L_{b,B}\), respectively. After being processed by the convolutional encoders with coding rate \(r_A\) and \(r_B\), the output coded bit sequences are respectively denoted as \(\{d_A\}\) and \(\{d_B\}\), where each of their elements \(d_A, d_B \in \{0, 1\}\). The two sequences are bitwise interleaved to form the code sequences \(\{c_A\}\) and \(\{c_B\}\). Then the bit-interleaved codewords are respectively partitioned into groups of \(m_A\) and \(m_B\) bits. Each bit group of \(\{c_A\}\) and \(\{c_B\}\) is mapped to a complex symbol within the \(M_A\)-ary and \(M_B\)-ary quadrature amplitude modulation (QAM) or phase-shift keying (PSK) symbol alphabets, where \(M_A = 2^{m_A}\) and \(M_B = 2^{m_B}\). In order to guarantee the length of sequence \(\{s_A\}\) and \(\{s_B\}\) to be equal, we require \(L_{b,A}/(r_AM_A) = L_{b,B}/(r_BM_B)\). The two symbol sequences \(\{s_A\}\) and \(\{s_B\}\) are added together element-wise to form the symbol sequence \(\{s_R\}\), i.e., \(\{s_R\} = \{s_A + s_B\}\). The resulting complex symbol sequence is further grouped into blocks of size \(N_R\) and each block forms one transmit symbol vector \(s_R\) at the relay, namely \(s_R = [s_{R,1}, \cdots, s_{R,N_R}]^T = [s_{A,1}, \cdots, s_{A,N_R}]^T + [s_{B,1}, \cdots, s_{B,N_R}]^T = s_A + s_B\), where \(s_R, s_A, s_B \in \mathbb{C}^{N_R \times 1}\). Furthermore, we have \(E(s_As_A^H) = P_A/N_RI_{N_R}, E(s_Bs_B^H) = P_B/N_RI_{N_R}\) and \(P_A + P_B = P_R\), where \(P_R\) is the transmit power constraint at the relay in the BRC phase. Stations A and B both know the modulation schemes and the power allocation of \(s_A\) and \(s_B\).

At a given time slot \(k\) in the BRC phase, the signals received at stations A and B are

\[
y_{A,k} = H_{A,k}s_{R,k} + n_{A,k} = H_{A,k}s_{A,k} + H_{A,k}s_{B,k} + n_{A,k}, \tag{6.2}
\]

\[
y_{B,k} = H_{B,k}s_{R,k} + n_{B,k} = H_{B,k}s_{A,k} + H_{B,k}s_{B,k} + n_{B,k}, \tag{6.3}
\]
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where $H_{A,k} \in \mathbb{C}^{N_A \times N_R}$ and $H_{B,k} \in \mathbb{C}^{N_B \times N_R}$ denote the channel from the relay to stations A and B, respectively. $n_{A,k} \sim \mathcal{C}\mathcal{N}(0, \sigma^2_A I_{N_A})$ and $n_{B,k} \sim \mathcal{C}\mathcal{N}(0, \sigma^2_B I_{N_B})$ are the additive noise vectors. Since $s_{A,k}$ (resp. $s_{B,k}$) is modulated from the data of station A (resp. station B), the received signal part containing the known data is called self-interference (SI) for its receiver in (6.2) and (6.3).

If the channel knowledge from the relay to its receiver is available, the SI is “harmless” since it can be canceled at the receiver without actually degrading the system performance [193]. On the other hand, we observe that the SI also contains the channel information and can be utilized for channel estimation at the receivers. Before we discuss the details of the SI-aided channel estimation schemes, we present the channel models in Section 6.2.1 and Section 6.2.2. The discussion is based on a flat fading channel, which can be generalized to orthogonal frequency division multiplexing (OFDM) transmission systems straightforwardly. We only consider the channel $H_B$ and the receiver of station B in the following sections. The same discussions also apply to $H_A$ and the receiver of station A.

### 6.2.1 Block-Fading Channel Model

The block-fading channel model has been introduced in [25] to model the slowly varying fading in a low-mobility environment. This model is particularly relevant in wireless communication situations involving slow time-frequency hopping (e.g., Global System for Mobile Communications (GSM), Enhanced Data GSM Environment (EDGE)) or multicarrier modulation systems using OFDM. In the block-fading channel model, the channel remains constant for the coherence interval of $L$ time slots, where $L \geq N_R$. The channels in different coherence intervals are independent. We denote the transmitted symbol vectors from the relay during one coherence interval as $s_{R,1}, \cdots, s_{R,L} \in \mathbb{C}^{N_R \times 1}$. We omit the time index of the channel in the coherence interval and denote it as $H_B$. The corresponding $N_B \times L$ received signal matrix $Y_B = [y_{B,1}, \cdots, y_{B,L}]$ at station B can be expressed as

$$Y_B = H_B S_R + N_B$$

$$= H_B S_B + \underbrace{H_B S_A + N_B}_{V}$$

where $S_R = [s_{R,1}, \cdots, s_{R,L}]$, $S_A = [s_{A,1}, \cdots, s_{A,L}]$ and $S_B = [s_{B,1}, \cdots, s_{B,L}]$ are the $N_R \times L$ transmitted symbol matrices, and $N_B = [n_{B,1}, \cdots, n_{B,L}]$ is the $N_B \times L$ matrix of additive noise. The received signals except the SI is denoted as $V$ in (6.5).
6.2 System Model

The traditional way of estimating the block-fading channel is by transmitting pilot sequences as shown in Fig. 6.3. As the beginning of each coherence interval, the pilot sequences that occupy $L_p$ time slots are transmitted from the relay, where $L_p \geq N_R$. The pilot sequence matrix $P \in \mathbb{C}^{N_R \times L_p}$ is known to the receivers. The corresponding received signal matrix at Station B can be expressed as

$$Y_B^{(p)} = H_B P + N_B^{(p)} \quad (6.6)$$

The LS method estimates the channel matrix $H_B$ as

$$\hat{H}_B = Y_B^{(p)} P^\dagger \quad (6.7)$$

where $P^\dagger = P^H (P P^H)^{-1}$ is the pseudoinverse of $P$. Subject to the transmitting training power constraint:

$$\|P\|_F^2 = L_p P_R. \quad (6.8)$$

It has been shown in [26] that the optimal training matrix satisfies the following equation

$$PP^H = \frac{L_p P_R}{N_R} I_{N_R}. \quad (6.9)$$

Therefore, any training matrix with orthogonal rows of the same norm $L_p P_R/N_R$ is optimal for the LS channel estimation.

The linear MMSE channel estimate of the channel $H_B$ based on the received signal $Y_B^{(p)}$ can be expressed as

$$\hat{H}_B = Y_B^{(p)} (P^H R_H P + \sigma_B^2 N_B I_{L_p})^{-1} P^H R_H \quad (6.10)$$

where $R_H = \mathbb{E} (H_B^{H} H_B)$. The optimal training matrix for MMSE channel estimation depends on the channel correlation matrix $R_H$ and its property has been characterized in [26]. However, when the channel is uncorrelated, i.e., when $R_H$ is a scaled identity matrix, or-
orthogonal training matrices are optimal in minimizing the MSE of the channel estimation error.

### 6.2.2 Time-Varying Channel Model

In mobile communications, the channel often changes fast due to Doppler effects. The channel gains in the time-varying channel model are assumed to change in each time slot but are correlated with each other according to some statistical factors. We consider the transmission of a frame of $K$ symbol vectors: $s_{R,1}, \cdots, s_{R,K} \in \mathbb{C}^{N_R \times 1}$. The $K \times N_R K$ data matrix $S_R$ is defined as

$$
S_R = \begin{pmatrix}
    s_{R,1}^T & 0^T & \cdots & 0^T \\
    0^T & s_{R,2}^T & \cdots & 0^T \\
    \vdots & \vdots & \ddots & \vdots \\
    0^T & 0^T & \cdots & s_{R,K}^T
\end{pmatrix}.
$$

(6.11)

$$
= (S_A + S_B)
$$

(6.13)

where 0 represents an $N_R \times 1$ all-zero vector. We respectively denote the received signal matrix and the noise matrix at station $B$ as $Y_B = [y_{B,1}, \cdots, y_{B,K}]^T \in \mathbb{C}^{K \times N_B}$ and $N_B = [n_{B,1}, \cdots, n_{B,K}]^T \in \mathbb{C}^{K \times N_B}$. Furthermore, we stack the channel matrices in those $K$ time slots and define $H_B = [H_{B,1}, \cdots, H_{B,K}]^T \in \mathbb{C}^{N_R K \times N_B}$. Therefore, we can write the system model as

$$
Y_B = S_R H_B + N_B
$$

(6.14)

$$
= (S_A + S_B) H_B + N_B.
$$

(6.15)

Using pilot sequences to estimate the time-varying channel is shown in Fig. 6.4, where the pilot sequences are placed with each other for a certain distance and the estimated channel in those time slots are interpolated to get the estimate of the channel state information (CSI) at the data positions [59].
6.3 SI-Aided Joint ML Channel Estimation and Data Detection

In this section, we propose the SI-aided joint ML channel estimation and data detection scheme that determines the channel and data symbols together. Such scheme assumes that the receiver has no *a priori* knowledge about the channel. The channel estimates and the detected data are obtained solely based on the received signals with the help of the known data symbols contained in the SI. No pilots are transmitted, and this scheme exploits the property that the transmitted symbols belong to finite alphabets.

### 6.3.1 Block-Fading Channel

Since the noise term $N_B$ in (6.5) is Gaussian, the probability density function (PDF) of the received signal $Y_B$ conditioned on the channel $H_B$ and the symbol matrix $S_A$ can be written as [181]

$$p(Y_B \mid H_B, S_A) = \frac{1}{(\pi \sigma_B^2)^{N_B} L} \exp \left( -\frac{1}{\sigma_B^2} \| Y_B - H_B (S_A + S_B) \|^2_F \right). \quad (6.16)$$

The ML estimation of the channel $H_B$ and the symbol matrix $S_A$ can be obtained by maximizing $p(Y_B \mid H_B, S_A)$ over all possible $S_A$ and $H_B$ jointly. That is, we want to find the channel matrix $H_B$ and the symbol matrix $S_A$ that optimally solve the following minimization problem

$$\min_{S_A, H_B} \| Y_B - H_B (S_A + S_B) \|^2_F. \quad (6.17)$$

Since $S_A$ is the modulated transmit symbol matrix, it belongs to a finite discrete symbol space depending on its modulation scheme and the coherence interval, while the channel matrix $H_B$ is chosen by Nature and is without constraint. The problem (6.17) is a least squares problem in $H_B$ and an *integer least-squares* problem in $S_A + S_B$ [33]. Since $H_B$ and $S_A + S_B$
are independent of each other, the problem (6.17) can be equivalently expressed as [8]

$$\min_{S_A} \left\{ \min_{H_B} \| Y_B - H_B(S_A + S_B) \|_F^2 \right\}. \quad (6.18)$$

In order to solve the inner minimization, we reformulate the objective function as

$$\| Y_B - H_B(S_A + S_B) \|_F^2 = \| \text{vec}(Y_B - H_B(S_A + S_B)) \|_2^2 = \| \text{vec}(Y_B) - \left( (S_A + S_B)^T \otimes I_{N_B} \right) \text{vec}(H_B) \|_2^2, \quad (6.19)$$

For each possible $S_A$, the corresponding $\hat{H}_B$ that minimizes (6.20) is given by

$$\text{vec}(\hat{H}_B) = \left( (S_A + S_B)^T \otimes I_{N_B} \right)^\dagger \text{vec}(Y_B). \quad (6.21)$$

By enumerating all possible $S_A$ and computing the value of the objective function in (6.18) for each $S_A$ and its corresponding $\hat{H}_B$ obtained by (6.21), we can find the pair $(\hat{S}_A, \hat{H}_B)$ that jointly minimizes the objective function of (6.18). Since each entry of $S_A$ uses $M_A$-ary QAM or PSK modulation, the joint ML detector must search through all $M_A^{N_{L_{\text{R}}}}$ possible $S_A$ candidates, which grows exponentially with the coherence interval $L$. In addition, each calculation of (6.21) involves matrix manipulation of size $N_B L \times N_B N_R$. The computational complexity may be prohibitive when $L$ is large.

### 6.3.1.1 Unique Identifiability

Compared to semi-blind estimation schemes, the proposed scheme does not transmit pilots but utilizes the SI in the received signal. In traditional blind channel estimation schemes, the channel and the transmitted data symbols cannot be uniquely identified for conventional modulation schemes [11, 29], and some pilots are still required to be transmitted in order to uniquely determine the channel. For example, suppose only $S_A$ is transmitted at the relay and each element of it is modulated using BPSK modulation. For its corresponding channel estimate $\hat{H}_B$, both $(S_A, \hat{H}_B)$ and $(-S_A, -\hat{H}_B)$ are possible candidate pairs. This is because

$$\hat{H}_B S_A = (-\hat{H}_B)(-S_A) \quad (6.22)$$

and they produce the same value for the log-likelihood function $\| Y_B - \hat{H}_B S_A \|_F^2$. This ambiguity problem cannot be solved unless additional knowledge is available. Unlike those schemes, the known symbol $S_B$ contained in the SI implicitly helps to resolve the ambiguity problem, because the known data symbol $S_B$ in our proposed scheme offers the phase
reference for the data symbols to be detected. Moreover, we have the following lemma:

**Lemma 6.3.1.** The data symbol matrix $S_A$ and the corresponding channel $H_B$ are uniquely identifiable unless there exists an invertible matrix $P \in \mathbb{C}^{N_R \times N_R}$ and another data symbol matrix candidate $\tilde{S}_A$ such that $P(S_A + S_B) = \tilde{S}_A + S_B$, i.e., $(P - I_{N_R})S_B + PS_A = \tilde{S}_A$.

In some special cases, e.g., all the entries of $S_A$ contain the same data symbol and so do all the entries of $S_B$, the data symbol matrix $S_A$ is not uniquely identifiable. However, due to interleaving, the probability that such cases happen is very low when the coherence time is long enough.

### 6.3.1.2 Cramér-Rao Lower Bound for Joint Channel and Data Symbol Estimation With SI

We denote $s = \text{vec}(S_A)$ and $h = \text{vec}(H_B)$. Furthermore, we define $\theta = [s^T, h^T]^T$ as the complex random parameter vector to be estimated. The Cramér-Rao lower bound on the channel estimate MSE for unbiased estimators that jointly estimate the channel and data symbols according to the system model (6.5) is summarized by the following lemma:

**Lemma 6.3.2.** Without loss of generality, we assume the channel to be uncorrelated Rayleigh fading, i.e., each entry of $H_B$ is an independent and identically distributed (i.i.d.) $\mathcal{CN}(0, 1)$ random variable. For any unbiased joint channel and data symbol estimator with the channel output $\hat{h}$, we have

$$
\frac{\mathbb{E}\left(\|h - \hat{h}\|^2\right)}{N_B N_R} \geq \left(1 + \frac{P_R L}{N_R \sigma_B^2}\right)^{-1}.
$$

(6.23)

**Proof.** See Appendix 6.8.1.

### 6.3.2 Time-Varying Channel

Following the same discussions on the block-fading channel, we can derive the joint ML channel estimation and data detection schemes for the time-varying channel. According to (6.15), the ML estimation of the channel $H_B$ and the transmitted symbol $S_A$ can be obtained by solving the following problem

$$
\min_{S_A, H_B} \|Y_B - (S_A + S_B)H_B\|_F^2.
$$

(6.24)
The objective function of (6.24) can be written as
\[
\| \mathbf{Y}_B - \mathbf{S}_R \mathbf{H}_B \|^2_F = \| \text{vec}(\mathbf{Y}_B) - (\mathbf{I}_{N_B} \otimes (\mathbf{S}_A + \mathbf{S}_B)) \text{vec}(\mathbf{H}_B) \|^2. \tag{6.25}
\]
The difference in the expression (6.25) and (6.20) is due to the different system modeling in (6.14) and (6.4). Furthermore, the size of matrix \( \mathbf{I}_{N_B} \otimes (\mathbf{S}_A + \mathbf{S}_B) \) in (6.25) is \( N_B K \times N_B N_R K \). Since \( N_B K < N_B N_R K \), there are multiple solutions of \( \mathbf{H}_B \) that minimizes (6.25) for each given \( \mathbf{S}_A \). However, any of those solutions for the given \( \mathbf{S}_A \) produces the same value for the objective function in (6.24). So we only need to test the following solution
\[
\text{vec}(\mathbf{H}_B) = (\mathbf{I}_{N_B} \otimes (\mathbf{S}_A + \mathbf{S}_B))^{\dagger} \text{vec}(\mathbf{Y}_B). \tag{6.26}
\]
By enumerating all possible \( \mathbf{S}_A \), we can determine data symbol matrix \( \mathbf{S}_A \) that solves (6.24). The number of \( \mathbf{S}_A \) candidates is \( M_A^{N_R K} \), which grows exponentially with the frame length \( K \).

### 6.4 SI-Aided Linear Channel Estimator

If the coherence interval \( L \) or the frame length \( K \) is large, the computational complexity of the SI-aided joint ML detector proposed in Section 6.3 is prohibitive. In reality, practical receiver structures usually separate channel estimation and data detection. The most commonly used method to obtain channel knowledge is by transmitting pilots, which is called pilot-aided channel estimation. However, pilots consume system resources. In this section, we propose the SI-aided linear channel estimator that exploits SI for channel estimation without using pilots. Moreover, we provide its performance analysis, and compare it with that of the pilot-aided channel estimator. Taking into account the SI-aided channel estimation errors, we also propose an optimized power allocation of the data symbols at the relay to provide fairness for the different receiving stations in the BRC phase.

#### 6.4.1 SI-Aided Linear Channel Estimation Algorithm

Linear channel estimation is widely adopted due to its simplicity. The least square (LS) and the linear minimum mean square error (LMMSE) algorithms are the two most commonly used linear channel estimation algorithms [26]. We only discuss the LMMSE channel estimation algorithm due to its better performance. For block-fading channels, the linear
estimate of the channel based on the received signal matrix $Y_B$ in (6.5) can be obtained as

$$H_{B,\text{lin}} = Y_B W$$

(6.27)

where $W \in \mathbb{C}^{L \times N_R}$. The LMMSE channel estimator is the optimal linear estimator that minimizes the following objective function $J_{\text{mse}}$ [129]:

$$J_{\text{mse}} = E\left(\|H_B - Y_B W\|^2_F\right)$$

$$= \text{tr}(R_H) - \text{tr}(R_H S_B W) - \text{tr}(W^H S_B^H R_H) + \text{tr}(W^H (S_B^H R_H S_B + R_{HSA} + \sigma_B^2 N_B I_L) W)$$

(6.28)

where $R_H = E\left(H_B H_B^H\right)$ and $R_{HSA} = E\left(S_A^H H_B^H H_B S_A\right)$. Here we utilized the fact that $S_A$ and $N_B$ are independent with the channel $H_B$ and both have zero-mean. For spatially correlated channels, $R_H$ and $R_{HSA}$ contain the channel correlation information.

The optimum solution that minimizes $J_{\text{mse}}$ is $W^* = \arg \min_W J_{\text{mse}}$, and it can be calculated by setting $\partial J_{\text{mse}}/\partial W = 0$. The solution can be explicitly expressed as

$$W^* = (S_B^H R_H S_B + R_{HSA} + \sigma_B^2 N_B I_L)^{-1} S_B^H R_H.$$  

(6.29)

For notational coherence with following sections, the LMMSE channel estimate is denoted as

$$\hat{H}_B^{(1)} = Y_B \left(S_B^H R_H S_B + R_{HSA} + \sigma_B^2 N_B I_L\right)^{-1} S_B^H R_H.$$  

(6.30)

The LMMSE channel estimator only utilizes the first and second order statistical knowledge of the channel, where in (6.30) the second-order statistical information of $H_B$ and $H_B S_A$ is contained in $R_H$ and $R_{HSA}$, respectively.

Similarly, the SI-aided LMMSE channel estimate in time-varying channel (6.15) is obtained as

$$\hat{H}_B^{(1)} = R_{\mathcal{H}} S_B^H \left(S_B R_{\mathcal{H}} S_B^H + R_{S_A} + \sigma_B^2 N_B I_L\right)^{-1} Y_B$$

(6.31)

where $R_{\mathcal{H}} = E\left(H_B H_B^H\right)$ and $R_{S_A} = E\left(S_A^H H_B^H H_B S_A\right)$.

### 6.4.2 MSE of the Channel Estimate

The MSE is a key performance measure of channel estimates. Due to space constraints, we only discuss the MSE for block-fading channels here. We assume each element of $H_B$ to be an i.i.d. $\mathcal{CN}(0,1)$ random variable, and define $\Phi_{H_B} = E\left((\text{vec } H_B)(\text{vec } H_B)^H\right) = I_{N_R} \otimes I_{N_B}$. 
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The LMMSE channel estimation error is \( \hat{H}_B = H_B - \tilde{H}_B^{(1)} \), and the error covariance matrix is defined as \( \Phi_{\tilde{H}_B} = \mathbb{E} \left( \left( \text{vec} \left( \tilde{H}_B \right) \right) \left( \text{vec} \left( \tilde{H}_B \right) \right)^H \right) \). The MSE of the estimated channel is \( \sigma_{\tilde{H}_B}^2 = \text{tr}(\Phi_{\tilde{H}_B})/(NRNB) \).

The covariance matrix \( \Phi_{\tilde{H}_B} \) can be calculated according to [129] as

\[
\Phi_{\tilde{H}_B} = \mathbb{E}_{S_B,H_B} \left( \left( \text{vec} \left( \tilde{H}_B \right) \right) \left( \text{vec} \left( \tilde{H}_B \right) \right)^H \right) \quad (6.32)
\]

\[
= \mathbb{E}_{S_B} \left( \left( \Phi_{H_B}^{-1} + \left( S_B \otimes I_{NB} \right) \Phi_V \left( S_B^H \otimes I_{NB} \right) \right)^{-1} \right) \quad (6.33)
\]

\[
= \mathbb{E}_{S_B} \left( \left( I_{N_L} + \frac{1}{PA + \sigma_B^2} S_B S_B^H \right)^{-1} \right) \otimes I_{NB}. \quad (6.34)
\]

In (6.32), we emphasize that the expectation is taken with respect to the distribution of \( S_B \) and \( H_B \). Since they are independent, we can first take expectations with respect to \( H_B \) and obtain (6.33). To obtain (6.34), we used \( \Phi_V = \mathbb{E} \left( \left( \text{vec} \left( V \right) \right) \left( \text{vec} \left( V \right) \right)^H \right) = \mathbb{E} \left( S_A^T S_A^* \right) \otimes I_{NB} + \mathbb{E} \left( \left( \text{vec} \left( N_B \right) \right) \left( \text{vec} \left( N_B \right) \right)^H \right) = (PA + \sigma_B^2) I_L \otimes I_{NB} \) according to (6.5). In general, the covariance matrix \( \Phi_{\tilde{H}_B} \) depends on the distribution of \( S_B \), and therefore depends on the modulation schemes. However, due to interleaving, each entry of \( S_B \) is i.i.d. and has power \( PB/NR \). According to the law of large numbers [181], we have

\[
\lim_{L \to \infty} \frac{1}{L} S_B S_B^H = \frac{PB}{NR} I_{N_L}. \quad (6.35)
\]

That is, when the coherence interval \( L \) is large enough, the covariance matrix \( \Phi_{\tilde{H}_B} \) is

\[
\Phi_{\tilde{H}_B} \overset{L \to \infty}{=} \left( I_{N_L} + \frac{PB}{NR(PA + \sigma_B^2)} I_{N_L} \right)^{-1} \otimes I_{NB} = \left( 1 + \frac{PB}{NR(PA + \sigma_B^2)} \right)^{-1} I_{N_L} \otimes I_{NB}. \quad (6.36)
\]

So the MSE of the channel estimates can be expressed as

\[
\sigma_{\tilde{H}_B}^2 = \left( 1 + \frac{PB}{NR(PA + \sigma_B^2)} \right)^{-1}. \quad (6.37)
\]

Simulations in Section 6.6.1 show that the value of \( L \) does not have to be very large in order to satisfy (6.37). For realistic modulation schemes and practical values of \( L \), equation (6.37) matches well with the simulated MSE of the SI-aided LMMSE channel estimates.
6.4.3 Comparison With Pure Pilot-Aided Channel Estimation

Suppose the length of the pilot sequence is $L_p$ in each coherence interval, the MSE of the pure pilot-aided channel estimates using the LMMSE algorithm can be expressed as [26]

$$\sigma_p^2 = \left(1 + \frac{P_R L_p}{N_R \sigma_B^2}\right)^{-1}.$$  \hspace{1cm} (6.38)

The MSE of the SI-aided LMMSE channel estimates in (6.37) is smaller than that of the pilot-aided channel estimates when $\sigma^2_{\tilde{H}_B} < \sigma^2_p$. That is, when

$$L_p < \frac{P_B L}{P_R (P_A / \sigma_B^2 + 1)}.$$  \hspace{1cm} (6.39)

Interestingly, the condition (6.39) does not depend on the number of antennas $N_R$ and $N_B$, and only depends on the power allocation and coherence interval $L$. Moreover, if $L$ is long enough, the SI-aided channel estimate will eventually outperform the pure pilot-aided channel estimates.

6.4.4 Applications to Optimized Power Allocation at Relay

When the SI-aided channel estimation is applied, the power allocation $P_A$ and $P_B$ at the relay determines the decoding performance at stations A and B simultaneously. In order to find the power allocation that optimizes the decoding performance, we need to first calculate the effective SNRs at the receivers after SI cancelation.

After removing the SI from the received signal matrix, the remaining signal to be decoded can be expressed as

$$\bar{y}_B = y_B - \hat{H}_B^{(1)} s_B = \hat{H}_B^{(1)} s_A + \bar{H}_B s_B + \bar{H}_A + n_B.$$  \hspace{1cm} (6.40)

Equation (6.40) describes a system with a known channel $\hat{H}_B^{(1)}$ and noise $n$. Since $\hat{H}_B^{(1)}$ is the LMMSE estimation of the channel $H_B$, the channel estimation error $\hat{H}_B$ has zero-mean entries and is uncorrelated with $\hat{H}_B^{(1)}$. According to the orthogonality principle [129], the variance of each entry in $\hat{H}_B^{(1)}$ is $\sigma^2_{\hat{H}_B^{(1)}} = \sigma^2_{H_B} - \sigma^2_{\tilde{H}_B}$, where $\sigma^2_{H_B} = 1$ is the variance of each
entry in $H_B$. The variance of the noise term $n$ in (6.40) can be calculated as

$$\sigma_n^2 = \frac{1}{N_B} \text{tr} E(nn^H)$$

(6.41)

$$\approx \frac{1}{N_B} \text{tr} \left( E\left(\tilde{H}_B^H \tilde{H}_B\right) E(s_B s_B^H)\right) + \frac{1}{N_B} \text{tr} \left( E\left(\tilde{H}_B^H \tilde{H}_B\right) E(s_A s_A^H)\right) + \sigma_B^2$$

(6.42)

$$= (P_B + P_A) \sigma_{\tilde{H}_B}^2 + \sigma_B^2$$

(6.43)

where $\sigma_{\tilde{H}_B}^2$ in (6.43) can be calculated according to (6.37). Here we used the fact that the entries in $s_B$ and $s_A$ are uncorrelated. The approximation in (6.42) is because $s_B$ and $s_A$ contribute to the channel estimate. However, the correlation between $\tilde{H}_B$ and $s_B$ (and $s_A$) is very small when $L$ is large, so we neglect the approximation errors and treat (6.43) as the accurate value of $\sigma_n^2$ in the following derivations of the approximate effective SNR.

Treating $n$ as Gaussian noise in (6.40), the effective SNR at station B can be calculated as

$$\text{SNR}_{B, \text{eff}} = \frac{(1 - \sigma_{\tilde{H}_B}^2) P_A}{(P_B + P_A) \sigma_{\tilde{H}_B}^2 + \sigma_B^2}.$$ 

(6.44)

Similarly, the effective SNR at station A can be expressed as

$$\text{SNR}_{A, \text{eff}} = \frac{(1 - \sigma_{\tilde{H}_A}^2) P_B}{(P_B + P_A) \sigma_{\tilde{H}_A}^2 + \sigma_A^2}.$$ 

(6.45)

Since the performance at stations A and B is equally important to us, we choose fairness as the optimization criterion, i.e., we find $P_A$ and $P_B$ that maximize the minimum of the bit-error rate (BER) performance stations A and B:

$$\text{maximize} \quad \min(\text{BER}_A, \text{BER}_B)$$

subject to $P_B + P_A = P_R$ 

(6.46)

The BER performance is a monotonically decreasing function of the effective SNR, i.e., $\text{BER}_A = Q_A(\text{SNR}_{A, \text{eff}})$ and $\text{BER}_B = Q_B(\text{SNR}_{B, \text{eff}})$. This problem cannot be solved analytically due to the function $\min$ in (6.46). However, if the analytical expressions of $Q_A(\cdot)$ and $Q_B(\cdot)$ are known, numerical methods, such as bisection method [33], can be applied to solve this problem since there is actually only one variable in the optimization problem (6.46). When the same modulation and coding schemes are applied to stations A and B, we have $Q_A(\cdot) = Q_B(\cdot)$, and optimizing BER performance is equivalent to optimizing the effective SNR. The optimization problem (6.46) can be further simplified to finding the power alloc-
Fig. 6.5: Iterative receiver structure for channel estimation and data detection at station B.

6.5 SI-Aided Iterative Receiver for Channel Estimation and Data Detection

In order to approach the capacity of the MIMO channel, channel coding is an integral part of MIMO transmission systems. Joint data detection and channel decoding is computationally infeasible and has to be approximated by separate iterative MIMO symbol demapping and channel decoding [107]. When channel estimation is considered, a channel estimator must be included in the receiver structure, which, together with the MIMO demapper, forms the “inner decoder” of the receiver. When pilot-aided channel estimation is applied, the channel estimator generates the channel estimates based on the pilot symbols and the feedback from the channel decoder, and pass it on to the MIMO demapper [31]. Although an optimum receiver design requires joint channel estimation and data demapping [225], the complex-
ity of such method is very high. Compared to the separate and iterative channel estimation scheme, the joint channel estimation and data demapping scheme achieves almost the same performance unless the Doppler shift is very large [196]. Such a structure that separates channel estimation and data detection is one of the most widely used practical receiver structures [228]. Moreover, when the initial channel estimate is already available, the subsequent iterations of channel estimation and decoding is optional depending on the performance requirements at the receiver.

Similar to the pilot-aided iterative receiver structure, we can propose the SI-aided iterative receiver structure. The SI-aided iterative receiver structure for channel estimation and data detection obtains the initial channel knowledge with the assistance of the known data symbols in SI and subsequently improves the channel estimates by the decoded data. The SI-aided channel estimate obtained in Section 6.4 can be further improved utilizing the data symbol estimates fed back from the decoder. This leads to the iterative receiver structure where the SI-aided linear channel estimate serves as the initial channel estimate. The iterative receiver is composed of the channel estimator, the MIMO symbol demapper and the channel decoder. Such decomposition enables the receiver to achieve near-optimum performance [196] while allowing low-complexity implementation of each component. Corresponding to the transmitter structure in Fig. 6.2, the block diagram for the iterative receiver structure at station B is shown in Fig. 6.5. Compared to conventional iterative receivers with pilot-aided channel estimation, only minor modification is needed, except for the channel estimator, to construct the SI-aided iterative receivers. In particular, the impact of the SI has to be canceled by the MIMO demapper in the process of demapping. We consider a coded system with convolutional codes. Other channel codes can also be applied straightforwardly. In this section, we discuss each component of the iterative receiver in detail, and summarize the working process of the receiver in the end.

### 6.5.1 Channel Estimator

Since the initial SI-aided LMMSE channel estimation and its performance have been discussed in Section 6.4, we only discuss the decision-directed channel estimation in subsequent iterations. After the first iteration of decoding, the channel decoder feeds back the soft information that represents the reliability for each coded bit. Taking into account the soft feedback, the unknown data symbols can be reconstructed. Following similar discussions as in Section 6.4.1, the block-fading channel in (6.5) can be re-estimated in the $l$th iteration
for each coded bits upon receiving $y$ estimate $\hat{H}$.

### 6.5.2 SI-Aware MIMO Demapper

We denote $\{s_A\}$ the transmitted symbols at different time slots, we define $E(s_A) = \sum_{m=1}^{M} S_m P(s_A = S_m)$. The *a priori* symbol probability $P(s_A = S_m)$ is based on the feedback from the channel estimator and generates the log-likelihood ratio (LLR) values for each coded bits upon receiving $y_{B,k}$ according to (6.3). For simplicity, we omit the time-

\[
\hat{H}_B^{(l)} = Y_B \left( E\left(S_H^H R_H S_R\right) + \sigma_B^2 N_B I_L \right)^{-1} E\left(S_H^H R_H\right). \tag{6.48}
\]

Suppose each element $s_A$ of $S_A$ is modulated within the $M_A$-ary modulation constellation set $\{S_1, \ldots, S_{M_A}\}$, we define $E(s_A) = \sum_{m=1}^{M_A} S_m P(s_A = S_m)$ and $E(|s_A|^2) = \sum_{m=1}^{M_A} |S_m|^2 P(s_A = S_m)$. The *a priori* symbol probability $P(s_A = S_m)$ is based on the feedback from the channel decoder. For matrices in (6.48), $E(\cdot)$ can be calculated element-wise. Moreover, $E(S_R) = E(S_A) + S_B$, and

\[
E\left(S_H^H R_H S_R\right) = E\left(S_A + S_B\right)^H R_H \left(S_A + S_B\right)
= S_B^H R_H S_B + E\left(S_A^H R_H S_A\right) + S_B^H R_H E(S_A) + E(S_A^H R_H S_B). \tag{6.50}
\]

We denote $[X]_{i,j}$ as the entry in the $i$th row and $j$th column of the matrix $X$, and $[X]_i$ is the $i$th column of the matrix $X$. Then we have

\[
[E\left(S_A^H R_H S_A\right)]_{i,j} = \begin{cases} N_B E\left(\sum_k |[S_A]_{ki}|^2\right), & \text{for } i = j, \\ E(|[S_A]_{i,j}^H|) R_H E(|S_A|_j), & \text{for } i \neq j. \end{cases} \tag{6.51}
\]

where we utilized the fact that the transmitted symbols at different time slots are independent.

Similarly, for the time-varying channel, we can obtain the $l$th iteration channel estimate as

\[
H_B^{(l)} = R_H E(S_H) \left(E(S_R R_H S_R^H) + \sigma_B^2 N_B I_K\right)^{-1} Y_B \tag{6.52}
\]

where $l \geq 2$, and the term $E(S_R R_H S_R^H)$ can be calculated as follows:

\[
E\left(S_R^H R_H S_R\right) = S_B^H R_H S_B + E\left(S_A^H R_H S_A\right) + S_B^H R_H E(S_A) + E(S_A^H R_H S_B). \tag{6.53}
\]

The entry in the $i$th row and the $j$th column of the term $E\left(S_A^H R_H S_A\right)$ can be calculated as

\[
[E\left(S_A^H R_H S_A\right)]_{i,j} = \begin{cases} E\left(\sum_k |[S_A]_{ki}|^2\right), & \text{for } i = j, \\ E(|[S_A]_{i,j}^H|) R_H E(|S_A|_j), & \text{for } i \neq j. \end{cases} \tag{6.54}
\]

### 6.5.2 SI-Aware MIMO Demapper

In the $l$th iteration demapping ($l \geq 1$), the soft-output MIMO demapper accepts the channel estimate $\hat{H}_{B,k}$ from the channel estimator and generates the log-likelihood ratio (LLR) values on each coded bit and receives $y_{B,k}$ according to (6.3). For simplicity, we omit the time-

\[ l \geq 2 \] as:
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indices and only discuss the optimum maximum a posteriori probability (MAP) demapper in detail.

Since each entry of the symbol vector $s_A$ is modulated using $2^{m_A}$-ary QAM or PSK modulation schemes, the whole symbol vector $s_A$ can be considered as being modulated from the $m_A N_R$ coded bits $c_{A,1}, \cdots, c_{A,m_A N_R}$. For each $c_{A,i}$ of the $m_A N_R$ coded bits associated with the received signal $y_B$, the soft-output MAP demapper computes the a posteriori LLR value $\lambda_p(c_{A,i})$ as the output, which can be expressed as

$$\lambda_p(c_{A,i}) = \ln \frac{p(c_{A,i} = 1 | y_B)}{p(c_{A,i} = 0 | y_B)} = \ln \frac{\sum_{s_A \in C^1_i} f(y_B | s_A) \prod_{j=1}^{m_A N_R} P(c_{A,j} = c_j(s_A))}{\sum_{s_A \in C^0_i} f(y_B | s_A) \prod_{j=1}^{m_A N_R} P(c_{A,j} = c_j(s_A))} \quad (6.55)$$

where $C^1_i$ and $C^0_i$ represent the set of transmit symbol vectors whose $i$th bit labeling is 1 and 0, respectively. The function $c_j(s_A)$ denotes the $j$th bit associated with the labeling of $s_A$. Furthermore,

$$\ln f(y_B | s_A) = -\frac{\|y_B - \hat{H}_B^{(l)}(s_A + s_B)\|^2}{\sigma_n^2}. \quad (6.56)$$

In the calculations of (6.56), $\hat{H}_B^{(l)}$ is the $l$th iteration channel estimate from the channel estimator. In the mismatched detection, the MIMO demapper assumes the channel estimate to be perfect and $\sigma_n^2 = \sigma_B^2$. When channel estimation errors are considered, they can be treated as additional noise. Following the same derivations as (6.43), the equivalent noise variance $\sigma_n^2$ can be calculated as $\sigma_n^2 = (P_B + P_A)\sigma_{H_B}^2 + \sigma_B^2$, where $\sigma_{H_B}^2$ is given by (6.37) in the initial SI-aided LMMSE channel estimation; in the subsequent iterations, we have $\sigma_{H_B}^2 \approx (1 + (P_A + P_B) L/(N_R \sigma_B^2))^{-1}$. The probability terms in (6.55) represent the a priori probability and is calculated according to the channel decoder feedback $\{\lambda_n(c_A)\}$ as

$$P(c_{A,j} = c_j(s_A)) = \frac{\exp(c_j(s_A)\lambda_n(c_{A,j}))}{1 + \exp(\lambda_n(c_{A,j}))}. \quad (6.57)$$

The detailed calculations of the a posteriori LLR value $\lambda_p(c_{A,i})$ can be found in [107].

### 6.5.3 Convolutional Decoder

The soft-input soft-output channel decoder for convolutional codes is realized using the BCJR algorithm [14]. In every iteration, based on the output of the MIMO demapper, the channel decoder computes the a posteriori LLR values for each information bit and coded bit. Soft information on coded bits is fed back to the MIMO symbol demapper and the channel estimator. In order to avoid error propagation, the a priori information at the input of
the channel decoder is subtracted from the output, and only the extrinsic information is fed back. In the final iteration, the decoder outputs the hard decisions on the information bits.

The overall workflow of the receiver is summarized in Algorithm 6.

**Algorithm 6** Workflow of SI-aided iterative receiver

**Initialize:**
1. Obtain $H_b^{(l)}$ from (6.30) for block-fading channel or from (6.31) for time-varying channel.
2. Set $\{\lambda_a(c_A)\} = \{0\}$ and $l = 0$.

**repeat**
- Update $l = l + 1$.
  - *In the $l$th iteration ($l \geq 1$):*
    1. The MIMO demapper calculates $\{\lambda_p(c_A)\}$ from (6.55) using $H_B^{(l)}$.
    2. Calculate $\{\lambda_e(c_A)\} = \{\lambda_p(c_A) - \lambda_a(c_A)\}$, deinterleave it and obtain $\{\lambda_a(d_A)\}$.
    3. Feed $\{\lambda_a(d_A)\}$ to the channel decoder.
    4. The channel decoder computes $\lambda_p(d_A)$ using the BCJR algorithm [14].
    5. Calculate $\{\lambda_e(d_A)\} = \{\lambda_p(d_A) - \lambda_a(d_A)\}$, interleave it and obtain $\{\lambda_a(c_A)\}$.
    6. Feed $\{\lambda_a(c_A)\}$ to the MIMO demapper and the channel estimator.
    7. The channel estimator calculates $H_b^{(l+1)}$ from (6.48) for block-fading channel or from (6.52) for time-varying channel.

**until** $BER(l) - BER(l-1) \leq \epsilon$, or maximum number of iteration is reached.

### 6.6 Simulation Results

In this section, we show the performance of the proposed SI-aided channel estimation schemes in the BRC phase of two-way DF relaying systems. In particular, we compare it with the conventional pilot-aided channel estimation scheme.

#### 6.6.1 MSE Performance in Block-Fading Channel

Fig. 6.6 shows the MSE performance of channel estimation at station B in the BRC phase, where $N_A = N_B = N_R = 2$ and $P_A = P_B = P_R/2$. Every entry of $H_B$ is an i.i.d. $CN(0,1)$ random variable, and the system is uncoded. When pilot-aided channel estimation scheme is applied, orthogonal pilot sequences of length $N_R$ obtained from the columns of Hadamard matrices are transmitted at each transmit antenna of the relay, which corresponds to the minimum length pilot sequences [26]. In addition, we consider a genie-aided case, where we assume the genie at the receiver of station B knows $S_R$ perfectly and calculates the channel estimate according to $\hat{H}_B = Y_B(S_R^H R_H S_R + \sigma_B^2 N_B I_L)^{-1} S_R^H R_H$. The MSE of this genie-aided
Fig. 6.6: MSE of channel estimation at station B, $N_A = N_R = N_B = 2$ and $P_A = P_B = P_R/2$, Rayleigh block-fading channel.
channel estimation serves as a lower bound for the decision-directed channel estimation in Section 6.5.1.

Fig. 6.6(a) shows how the MSE changes with $P_R/\sigma_B^2$ when $L = 10$. Each entry in $s_A$ and $s_B$ uses 4QAM Gray modulation. The “lin. SI-aided” channel estimate corresponds to the channel obtained from (6.30), and the “ML SI-aided” channel estimate denotes the channel estimate obtained from the joint ML channel estimation and data detection scheme in Section 6.3.1. Compared with the pilot-aided scheme, the SI-aided linear channel estimate has lower MSE when $P_R/\sigma_B^2 \leq 4$ dB, but its MSE does not decrease further as $P_R/\sigma_B^2$ increases because the estimation error is mainly due to the unknown data in the received signal. The ML SI-aided channel estimate outperforms the pure pilot-aided channel estimate when $P_R/\sigma_B^2 \geq 3$ dB. It approaches the genie-aided channel estimate and the Cramér-Rao lower bound when $P_R/\sigma_B^2 \geq 15$ dB.

Fig. 6.6(b) shows how the MSE of the SI-aided linear channel estimation changes with $L$ when $P_B/\sigma_B^2 = 10$ dB. BPSK, 4QAM and 16QAM with Gray mapping are applied on the entries of $s_A$ and $s_B$. For $L \geq 16$, the simulated SI-aided linear channel estimation MSE fits quite well with the theoretical MSE (6.37). This shows it is reasonable to calculate the SI-aided linear channel estimation MSE according to (6.37) when $L$ is not too short. Furthermore, we observe that the SI-aided linear channel estimate outperforms the pilot-aided channel estimate when $L > 24$ in Fig. 6.6(b). This confirms our theoretical calculation in (6.39), which simplifies to $L > L_p (P_R/\sigma_B^2 + 2) = 24$ when $P_B = P_A = P_R/2$ and $L_p = 2$.

### 6.6.2 SI-Aided Iterative Channel Estimation in Block-Fading Channel

Fig. 6.7 shows the BER and MSE performance of the iterative receiver discussed in Section 6.5. We consider a MIMO-OFDM system with 64 subcarriers, where 50 subcarriers in each OFDM symbol transmit data and pilots. Each subcarrier corresponds to an i.i.d. Rayleigh fading channel, where the channel remains constant for $L = 32$ time slots. The transmitted bits are encoded by a rate 1/2 convolutional encoder with constraint length of 9 and a generator $(561, 753)_8$ in octal representation. The codeword length is 6400. The convolutional code is taken from the Universal Mobile Telecommunications System (UMTS) standard [62], and the coded bits are modulated to 4QAM symbols with Gray mapping. The parameters for the convolutional code and the OFDM system are summarized in Table 6.1; the length of the pilot sequences applied at each subcarrier in each coherence interval is $N_R$. This wastes $2/32 = 6.25\%$ of the bandwidth. Longer pilot sequences can obtain better estimates of the channel, but at the price of more system resources. In order to make...
Fig. 6.7: Pilot-aided and SI-aided iterative channel estimation at station B in block-fading channel under the same average power constraint and transmitting the same amount of data symbols. Coherence interval \( L = 32 \) time slots, \( N_A = N_R = N_B = 2 \) and \( P_A = P_B = P_R/2 \). The length of pilot sequences is \( N_R \).
fair comparisons between the SI-aided and the pilot-aided cases, simulations are performed under the same average transmit power constraint and transmitting the same amount of data similar to [147]. Fig. 6.7(a) shows that the BER performance of the SI-aided scheme is better than that of the pilot-aided scheme when $P_R/\sigma_B^2 < 11$ dB in the first iteration, and outperforms that of the pilot-aided scheme in the considered BER range in the sixth iteration. When BER = $10^{-5}$, the SI-aided scheme is 0.6dB better than the pilot-aided scheme and its gap to the perfect channel state information (CSI) case is only about 0.2dB. Fig. 6.7(b) shows the MSE performance of the SI-aided and the pilot-aided iterative channel estimation. We observe that the SI-aided channel estimates have lower MSE than the pilot-aided estimates when $P_R/\sigma_B^2 < 11$ dB in the first iteration. When $P_R/\sigma_B^2 > 7$ dB, the SI-aided channel estimates approach the genie-aided estimates in the sixth iteration, which shows the decoding errors do not severely affect channel estimation then. The pilot-aided scheme approaches the genie-aided estimates in the sixth iteration only when $P_R/\sigma_B^2 > 8$ dB.

### 6.6.3 Power Allocation in BRC Phase

Fig. 6.8 shows the optimized power allocation of $P_A/P_R$ in the BRC phase of two-way DF relaying systems when the SI-aided channel estimation scheme is applied. Here $P_R = 10$mW and $P_R/\sigma_A^2 = 8$dB. The power allocation of $P_A$ is obtained by solving (6.47). Fig. 6.8(a) shows the power allocation of $P_A$ when $L = 32$. The figure shows that the optimized fraction $P_A/P_R$ decreases with $P_R/\sigma_B^2$ when $P_R/\sigma_B^2 < 9$dB, and remains constant when $P_R/\sigma_B^2 > 9$dB. This is because the SI-aided linear channel estimate is not sensitive to $P_R/\sigma_B^2$ as shown in Fig. 6.6(a). When the link to station B is weak, allocating more power to $P_A$ is more effective to improve SNR$_{B,eff}$. However, when $P_R/\sigma_B^2$ and $P_R/\sigma_A^2$ are comparable, power allocation should be chosen by considering both the data power and the accuracy of channel estimate. In the symmetric scenario that $P_R/\sigma_B^2 = 8$dB, the power allocation

---

**Table 6.1: Simulation Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>convolutional coding rate</td>
<td>1/2</td>
</tr>
<tr>
<td>convolutional encoder constraint length</td>
<td>9 bits</td>
</tr>
<tr>
<td>convolutional code generator polynomial</td>
<td>(561, 753)$_8$</td>
</tr>
<tr>
<td>interleaver type</td>
<td>random</td>
</tr>
<tr>
<td>codeword length</td>
<td>6400</td>
</tr>
<tr>
<td>number of subcarriers</td>
<td>64</td>
</tr>
<tr>
<td>payload (including pilots) subcarriers</td>
<td>50</td>
</tr>
<tr>
<td>modulation scheme</td>
<td>4QAM</td>
</tr>
</tbody>
</table>
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(a) Power allocation $P_A/P_R$, $L = 32$ time slots, $P_R/\sigma_B^2 = 8$ dB.

(b) BER performance, $L = 32$ time slots, $P_R/\sigma_B^2 = 8$ dB.

Fig. 6.8: Optimized power allocation $P_A/P_R$ at the relay and the BER performance considering both stations A and B. $P_R/\sigma_A^2 = 8$ dB.
6.6 Simulation Results

Fig. 6.9: Comparison of channel estimation MSE at station B. Time-varying channel. $N_R = N_B = 2$ and $P_A = P_B = P_R/2$. $f_D T_s = 0.005$. $P_R/\sigma_B^2 = 8$dB. Distance between neighboring pilots is 15 time slots. Each pilot sequence has length $N_R$.

$P_A/P_R = 0.5$. The corresponding BER performance is shown in Fig. 6.8(b). Since we want to guarantee fairness between the two receivers, $\max(\text{BER}_A, \text{BER}_B)$ is compared between the equal power allocation case and the optimized power allocation case, and the optimized power allocation has lower $\max(\text{BER}_A, \text{BER}_B)$ in each iteration. This verifies our assumption that by optimizing the effective SNR the corresponding BER performance can also be optimized.

### 6.6.4 SI-Aided Channel Estimation in Time-Varying Channel

In the simulations for time-varying channel, we assume the channel is Rayleigh fading and follow Jakes’ two dimensional isotropic scattering model [116]. $h_{n_1,m_1,k_1}$ denotes the channel coefficient between the $m_1$th transmit antenna and the $n_1$th receive antenna at the $k_1$th time slot. The transmit and receive antennas are assumed to be spaced sufficiently far apart and the channel is uncorrelated across antennas. The channel gain temporal autocorrelation function is

$$E(h_{n_1,m_1,k_1} h^*_m,n_2,k_2) = \delta_{n_1,n_2} \delta_{m_1,m_2} J_0(2\pi f_D T_s(k_1 - k_2))$$  \hspace{1cm} (6.58)

where $\delta_{n_1,n_2} = 1$ if $n_1 = n_2$, and $\delta_{n_1,n_2} = 0$ otherwise. $J_0$ is the zeroth-order Bessel function of the first kind. $f_D$ is the maximum Doppler shift and $T_s$ is the symbol duration. The channel
gain temporal autocorrelation function depends on $f_D T_s$, which is determined by the relative velocity between the transmitter and receiver.

Fig. 6.9 compares the MSE of the SI-aided and the pilot-aided channel estimation at station B in a time-varying channel with $f_D T_s = 0.005$. In such a system, $P_R/\sigma_B^2 = 8$dB and the distance between neighboring pilots is 15 time slots if pilot-aided channel estimation is applied. Each pilot has length $N_R = 2$. Therefore, about $2/15 = 13.3\%$ of the bandwidth is wasted for transmitting pilots. An interesting observation is that the MSE of the SI-aided linear channel estimate decreases with the increase of frame length $K$. When $K = 35$, the initial SI-aided channel estimation outperforms the pilot-aided channel estimation in terms of MSE. Unlike the coherence interval in block-fading channel that is determined by the physical channel itself, the observation frame length $K$ can be chosen by the receiver. In order to obtain better SI-aided channel estimates, larger $K$ can be chosen. The price to pay is the higher computational complexity for channel estimation.

In Fig. 6.10, we show the BER performance vs. $f_D T_s$ in a system with $P_R/\sigma_B^2 = 8$dB and $K = 128$ time slots. The parameters for the OFDM system and coding have already been stated in Section 6.6.2. In the pilot-aided channel estimation scheme, pilots are placed every
16 or 17 time slots of each frame in each subcarrier. This corresponds to the optimum pilot symbol spacing for the time-varying channel with $f_D T_s = 0.005$ in the turbo-coded system of [233]. The pilots altogether occupy 18 time slots in each subcarrier, which corresponds to $18/128 = 14\%$ of the bandwidth. At the sixth iteration, the SI-aided scheme shows much better BER performance compared to the pilot-aided scheme in Fig. 6.10. For example, when $f_D T_s = 0.005$, the pilot-aided case achieves BER of $2.8 \times 10^{-5}$ and the BER for the SI-aided case is only $3.4 \times 10^{-6}$. For both schemes, the BER performance degrades when $f_D T_s$ is high because the pilots or SI is not sufficient to track the channel changes then. However, due to the error-correcting capacities of channel coding and the decision-directed channel estimation, there is no severe BER performance degradation in the sixth iteration.

### 6.7 Chapter Summary and Conclusions

We proposed two novel SI-aided channel estimation schemes for the BRC phase of the two-way DF relaying protocol. The channel estimates of the proposed schemes are obtained by exploiting the known data symbols in the SI that are inherent in the considered two-way DF relaying scenario. No pilot sequences are required to be transmitted from the relay, so the bandwidth efficiency is further improved. To the best of our knowledge, this is the first scheme that utilizes SI for channel estimation instead of simply canceling it out.

Besides proposing the ideas of exploiting SI to estimate the channel, we provided the whole SI-aided iterative receiver structure. The performance analysis and simulation results showed that when the coherence interval in block-fading channels or the observation frame length in time-varying channels is long enough, the SI-aided channel estimation can eventually outperform the pilot-aided channel estimation in many realistic scenarios. Our proposed scheme is particularly suitable for systems with large number of antennas and subcarriers or with high mobility stations, where the resource consumed by conventional pilot-aided channel estimation had been considered as a big hindrance for the practical implementation of the system.

### 6.8 Appendices

#### 6.8.1 Proof of the Cramér-Rao Bound

Since the diagonal elements of the inverse of the Fisher information matrix (FIM) correspond to the Cramér-Rao bounds of the parameters we wish to estimate, we first calculate
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the FIM. We denote \( \tilde{s} = \text{vec}(S_B) \) and \( y = \text{vec}(Y_B) \). The derivation follows that in [246]. Under the regularity conditions [129], the FIM \( J \) is defined as

\[
J = E \left\{ \frac{\partial \ln p(y, \theta)}{\partial \theta^*} \left( \frac{\partial \ln p(y, \theta)}{\partial \theta^*} \right)^H \right\} \tag{6.59}
\]

where the expectation is taken over \( p(y, \theta, \tilde{s}) \). The Fisher information matrix \( J \) can be written as

\[
J = E \left\{ \frac{\partial \ln p(y | \theta)}{\partial \theta^*} \left( \frac{\partial \ln p(y | \theta)}{\partial \theta^*} \right)^H \right\} + E \left\{ \frac{\partial p(\theta)}{\partial \theta^*} \left( \frac{\partial p(\theta)}{\partial \theta^*} \right)^H \right\}. \tag{6.60}
\]

According to (6.16), the log-likelihood function can be written as

\[
\ln p(y | \theta) = \text{Const} - \sigma_B^{-2} \| y - (I_L \otimes H_B)(s + \tilde{s}) \|^2 \tag{6.61}
\]

\[
= \text{Const} - \sigma_B^{-2} \| y - ((S_A + S_B)^T \otimes I_{R_b}) h \|^2. \tag{6.62}
\]

\( J \) can be calculated by taking partial derivatives of \( \ln p(y | \theta) \) with respect to \( s \) and \( h \) according to (6.61) and (6.62), respectively.

\[
\frac{\partial \ln p(y | \theta)}{\partial s^*} = -\sigma_B^{-2} (I_L \otimes H_B)^H (y - (I_L \otimes H_B)(s + \tilde{s})) \tag{6.63}
\]

\[
\frac{\partial \ln p(y | \theta)}{\partial h^*} = -\sigma_B^{-2} ((S_A + S_B)^T \otimes I_{N_b}) (y - ((S_A + S_B)^T \otimes I_{N_b}) h). \tag{6.64}
\]

Therefore,

\[
E \left\{ \frac{\partial \ln p(y | \theta)}{\partial s^*} \left( \frac{\partial \ln p(y | \theta)}{\partial s^*} \right)^H \right\} = E \left\{ \sigma_B^{-2} (I_L \otimes H_B)^H (I_L \otimes H_B) \right\} = \frac{N_B}{\sigma_B^2} I_{N_{R_b}N_{L_b}}. \tag{6.65}
\]

\[
E \left\{ \frac{\partial \ln p(y | \theta)}{\partial h^*} \left( \frac{\partial \ln p(y | \theta)}{\partial h^*} \right)^H \right\} = E \left\{ \sigma_B^{-2} ((S_A + S_B)^T \otimes I_{N_b})^H ((S_A + S_B)^T \otimes I_{N_b}) \right\} = \frac{P_R L}{N_R \sigma_B^2} I_{N_{R_b}N_{b}}. \tag{6.66}
\]

\[
E \left\{ \frac{\partial \ln p(y | \theta)}{\partial s^*} \left( \frac{\partial \ln p(y | \theta)}{\partial h^*} \right)^H \right\} = E \left\{ \sigma_B^{-2} (I_L \otimes H_B)^H ((S_A + S_B)^T \otimes I_{N_b}) \right\} = 0_{N_{R_b}N_{L_b} \times N_R N_{b}}. \tag{6.67}
\]
In (6.67), we utilized the fact that each entry of \(H_B\) and \((S_A + S_B)\) are independent. Furthermore, according to the independence of \(s\) and \(h\), we have \(p(\theta) = p(s)p(h)\). Since each entry of \(s\) is modulated using QAM or PSK modulation with equal probability and each entry of \(H_B\) is an i.i.d. \(CN(0, 1)\) random variable, we have \(p(s) = \text{Const}\) and \(\ln p(h) = \text{Const} - h^H h\). So we obtain

\[
E \left\{ \frac{\partial p(\theta)}{\partial \theta^*} \left( \frac{\partial p(\theta)}{\partial \theta^*} \right)^H \right\} = \begin{pmatrix} 0_{N_R L \times N_R L} & 0_{N_R L \times N_R N_B} \\ 0_{N_R N_B \times N_R L} & \text{E}(hh^H) \end{pmatrix}.
\]

(6.68)

So the FIM can be written as

\[
\mathcal{J} = \begin{pmatrix} \mathcal{J}_{1,1} & \mathcal{J}_{1,2} \\ \mathcal{J}_{1,2}^H & \mathcal{J}_{2,2} \end{pmatrix}
\]

(6.69)

where

\[
\mathcal{J}_{1,1} = \frac{N_B}{\sigma_B^2} I_{N_R L}
\]

(6.70)

\[
\mathcal{J}_{1,2} = 0_{N_R L \times N_R N_B}
\]

(6.71)

\[
\mathcal{J}_{2,2} = (1 + \frac{P_R L}{N_R \sigma_B^2}) I_{N_R N_B}.
\]

(6.72)

The diagonal elements of the inverse of \(\mathcal{J}_{1,1}\) corresponds to the Cramér-Rao bounds of data symbols \(s\), and the diagonal elements of the inverse of \(\mathcal{J}_{2,2}\) corresponds to the Cramér-Rao bounds of channel \(h\).

### 6.8.2 Calculation of a posteriori LLR Values

The a posteriori LLR value \(\lambda_p(c_{A,i})\) for \(i\)th bit \(c_{A,i}\) of the \(m_A N_R\) coded bits associated with the observation \(y_B\) of the received signal can be expressed as

\[
\lambda_p(c_{A,i}) = \ln \frac{p(c_{A,i} = 1 | y_B)}{p(c_{A,i} = 0 | y_B)}
\]

(6.73)

\[
= \ln \frac{\sum_{s_A \in C_1^i} p(s_A | y_B)}{\sum_{s_A \in C_0^i} p(s_A | y_B)}
\]

(6.74)

\[
= \ln \frac{\sum_{s_A \in C_1^i} f(y_B | s_A) P(s_A)}{\sum_{s_A \in C_0^i} f(y_B | s_A) P(s_A)}
\]

(6.75)

\[
= \ln \frac{\sum_{s_A \in C_1^i} f(y_B | s_A) \prod_{j=1}^{m_A} P(c_{A,j} = c_j(s_A))}{\sum_{s_A \in C_0^i} f(y_B | s_A) \prod_{j=1}^{m_A} P(c_{A,j} = c_j(s_A))}
\]

(6.76)
According to (6.57), the a posteriori LLR at the output of the soft demapper can be written as

\[
\lambda_p(c_{A,i}) = \ln \frac{p(c_{A,i} = 1)}{p(c_{A,i} = 0)} + \ln \frac{\sum_{s_A \in C_i^1} f(y_B|s_A) \prod_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A))}{\sum_{s_A \in C_i^0} f(y_B|s_A) \prod_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A))} \\
(6.77)
\]

\[
= \ln \frac{p(c_{A,i} = 1)}{p(c_{A,i} = 0)} + \ln \frac{\sum_{s_A \in C_i^1} f(y_B|s_A) \prod_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A))}{\sum_{s_A \in C_i^0} f(y_B|s_A) \prod_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A))} \\
= \lambda_a(c_{A,i}) + \lambda_e(c_{A,i}) \\
(6.78)
\]

where \(\lambda_a(c_{A,i})\) and \(\lambda_e(c_{A,i})\) denote the a priori information and the extrinsic information for \(c_{A,i}\), respectively. The extrinsic information \(\lambda_e(c_{A,i})\) in (6.79) can be calculated by using the max-star operator as

\[
\lambda_e(c_{A,i}) = \max^*_{s_A \in C_i^1} \left( \ln f(y_B|s_A) + \sum_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A)) \right) - \max^*_{s_A \in C_i^0} \left( \ln f(y_B|s_A) + \sum_{j=1, j\neq i}^{m_A N_R} \exp(c_j(s_A)) \right) \\
(6.80)
\]

where \(\max^*(x, y) = \max(x, y) + \ln (1 + \exp(-|x - y|))\). For multiple arguments, it follows the recursive relationship \(\max^*(x, y, z) = \max^*(\max^*(x, y), z)\).
Chapter 7

Achievable Rates of Bidirectional Broadcast Channels With Self-Interference Aided Channel Estimation

The self-interference (SI)-aided channel estimation has been proposed for the two-way decode-and-forward (DF) relaying protocol in Chapter 6, where we discussed the practical coding and modulation schemes and the transceiver structures. The SI, which contains the known data symbols at the receiving stations, is utilized to estimate the channel from the relay to its corresponding receiver in the broadcast (BRC) phase. In this way, the SI can play a similar role as the pilot sequences for channel estimation at the receiving stations. Such a SI-aided channel estimation scheme has been shown to be able to achieve excellent channel estimation performance in realistic scenarios. Compared to the pure pilot-aided channel estimation scheme, the SI is inherent in the two-way relaying protocols and does not occupy the system resources. The SI-aided channel estimation can achieve higher spectral efficiency compared to the pure pilot-aided channel estimation scheme. In order to quantify the spectral efficiency improvement in the BRC phase channel with SI-aided channel estimation compared to the conventional pure pilot-aided channel estimation, we calculate in this chapter the theoretical achievable rates of the bidirectional broadcast channel in the BRC phase of two-way DF relaying systems when the SI-aided channel estimation scheme is applied. The spectral efficiency improvement for systems employing this SI-aided channel estimation scheme is quantified by comparing its achievable rates to that of the conventional pilot-aided channel estimation scheme. Both the theoretical Gaussian codebook and the practical symbol modulation schemes, such as the quadrature amplitude modulation (QAM), are
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7.1 Introduction

The two-way decode-and-forward (DF) relaying protocol considers the scenario that two half-duplex wireless stations, A and B, exchange data via another half-duplex wireless relay R, as shown in Fig. 7.1. Compared to traditional relaying schemes that require four phases, i.e., channel uses, to achieve the bidirectional communication, the two-way relaying protocol consists of the following two phases: the multiple access (MAC) phase and the broadcast (BRC) phase, which can be separated in time (TDD) or in frequency (FDD) (see Chapter 2). The core idea of the two-way DF relaying protocol is the self-interference (SI) cancellation in the broadcast (BRC) phase. That is, the relay combines the decoded data information from the two user stations. So each receiving user station knows part of the data information in the combined data from the relay. The back-propagated known data information that was from the receiving station itself in the MAC phase is called the SI, and it does not interfere with the decoding at the receivers in the BRC phase.

When the superposition coding (SPC) scheme is applied, the relay combines the data information on the symbol level, and the SI contains the known data symbols in this case (see Chapter 4). Instead of simply canceling the SI, we proposed a practical approach to utilize the SI for channel estimation in the BRC phase of two-way DF relaying systems in Chapter 6 when the SPC scheme is applied. There, the SI plays a similar role in the process of channel estimation, and the SI-aided channel estimation scheme is shown to be able to achieve similar bit error rate (BER) performance as traditional pilot-aided channel estimation schemes in the considered scenario. Thus, the resources occupied by pilot sequences are released, and the spectral efficiency can be further improved.
In the two-way DF relaying systems, the relay fully decode the received data from the stations A and B in the MAC phase. The transmission data rate pair of station A and B is an achievable rate pair of the two-way DF relaying system if it is achievable by both the MAC and BRC phases, i.e., we can determine the achievable rate pairs of the two-way DF relaying system by determining those for the MAC and BRC phases separately. However, the MAC phase is a conventional multiple access channel, where the optimal coding schemes are known, e.g., ref. [78]. Compared to the MAC phase, the BRC phase is a new area of research. Leaving aside the constraints of the MAC phase, we assume the messages from the stations A and B have been perfectly decoded at the relay. Thus in the BRC phase, the messages at the relay to be transmitted to station A are perfectly known to station B and vice versa for the messages intended for station B. Such a channel is called the bidirectional broadcast channel [170].

As we know, channel estimation is an integral part of wireless transmission schemes and it is particularly important for systems with multiple antennas. Traditional channel estimation schemes transmit orthogonal pilot sequences on different transmit antennas before sending data. The algorithms used for traditional pilot-aided channel estimation schemes are summarized in [26], where the linear least square (LS) and minimum mean square error (MMSE) approaches are the two major algorithms. The authors of [97] computed a lower bound on the capacity of a point-to-point block-fading multiple-input multiple-output (MIMO) channel that is estimated by the pilot-aided scheme. The authors of [280] also studied the block-fading MIMO channel with coherence time $T$. However, neither the transmitter nor the receiver has the channel state information. The asymptotic capacity of this channel at high signal-to-noise ratio (SNR) is derived. Assuming that the transmitter has $M$ antennas and the receiver has $N$ antennas, the corresponding capacity gain for this noncoherent channel turns out to be $M^*(1 - M^*/T)$ bits/s/Hz for every 3-dB increase in SNR, where $M^* = \min(M, N, \lfloor T/2 \rfloor)$. Compared to the capacity gain of the coherent multiple antenna channel, which is $\min(M, N)$ bits/s/Hz for every 3-dB increase in SNR, the capacity of the noncoherent channel also depends on the coherence time. The authors of [16] considered a continuously time-varying (Rayleigh fading) channel model and computed the achievable rate for a typical coded modulation transmission system operating on flat fading MIMO channels and using a perfect interleaver to combat the bursty nature of the channel. Their derivations showed the link between the LMMSE channel estimation and the average mutual information with respect to the channel dynamics. The achievable rate of the system was also optimized with respect to the amount of training information needed.

In [282], the authors proposed to transmit low-power orthogonal pilot signals concurrently
with the data. A capacity lower bound for systems employing this pilot-embedding scheme has been shown in [45,46]. All those channel estimation schemes rely on an initial estimate of the MIMO channel, based on the transmission of pilot sequences.

The purpose of this chapter is to quantify the spectral efficiency improvement by computing achievable rates of the bidirectional broadcast channel when the SI-aided channel estimation scheme is applied. The achievable rates serve as theoretical performance limits of the system and enable quantitative comparisons to traditional pilot-aided schemes. Note that in order to calculate the achievable rates, the codes have to be decoded with error rate approaching zero. We consider a block-fading channel model for the BRC phase, i.e., the BRC phase contains a number of coherence intervals. Each coherence interval contains \( T \) time slots. The idea is to consider each time slot of the coherence interval as one use of \( T \) parallel channels with different signal-to-noise ratios (SNRs). The quality of the channel estimates determines the SNR for each of the parallel channels. Codes with different rates are allocated to those parallel channels according to the SNRs. We first exploit the SI to get an initial estimate of the channel and use it to decode the unknown data in the first \( T_s \) time slots of each coherence interval, where \( T_s \geq N_R \). After the unknown data in those time slots are fully decoded, the data-aided approach is applied, where the decoded data are utilized to re-estimate the channel and help to provide better channel estimates for the following time slots. As the channel estimation quality improves, codes with higher rates can be allocated in subsequent time slots of the coherence interval. We calculate the achievable rates for the bidirectional broadcast channel when the relay employs Gaussian codebooks or quadrature amplitude modulation (QAM) for retransmission.

**Our Contributions:** The contributions of this chapter can be summarized as follows:

- We derive of the achievable rates and present the quantification of the spectral efficiency improvement of the BRC phase channel in MIMO two-way DF relaying systems from the information theoretic perspective when the SI-aided channel estimation scheme is applied. Both theoretical Gaussian codebooks and practical QAM codebooks are considered.

The remainder of this chapter is organized as follows: in Section 7.2, we introduce the system model and briefly summarize the two-way relaying technique. The SI-aided channel estimation scheme is described in Section 7.3. The achievable rates for systems employing SI-aided channel estimation schemes are compared with systems employing traditional pilot-aided schemes, and the simulation results are presented in Section 7.4. Finally, conclusions are drawn in Section 7.5.
7.2 System Model

We consider a relaying system where two wireless stations A and B exchange data via a half-duplex DF relay. We assume that there is no direct connection between station A and B (for example, due to shadowing or too large distance between them). The number of antennas at station A, the relay R and station B are denoted as $N_A$, $N_R$ and $N_B$, respectively.

When the two-way relaying technique [193] is applied, the data of station A and B are exchanged in the MAC and BRC phases as shown in Fig. 7.1. In the MAC phase, station A and B transmit simultaneously to the relay. The data symbol vectors transmitted at station A and B in one time slot are denoted as $x_A \in \mathbb{C}^{N_A \times 1}$ and $x_B \in \mathbb{C}^{N_B \times 1}$, where $E\{x_Ax_A^H\} = Q_A/N_A I_{N_A}$ and $E\{x_Bx_B^H\} = Q_B/N_B I_{N_B}$. The received signal $y_R$ at the relay can be expressed as

$$y_R = G_A x_A + G_B x_B + v_R \quad (7.1)$$

where $G_A \in \mathbb{C}^{N_R \times N_A}$ and $G_B \in \mathbb{C}^{N_R \times N_B}$ are respectively the channel matrices from station A and B to the relay. $Q_A$ and $Q_B$ are the transmit power constraints at station A and B in the MAC phase. The additive noise vector at the relay is $v_R \sim CN(0, \sigma^2 I_{N_R})$. This is a conventional multiple access scenario. The receiver structure for decoding the data contained in $x_A$ and $x_B$ can be found in e.g., [240].

Since we focus on transmission schemes in the BRC phase, we assume the relay perfectly decodes what it receives in the MAC phase. In the BRC phase, we consider the superposition coding scheme [193]. The relay remodulates the decoded data from station A and B separately into symbol vectors $s_A \in \mathbb{C}^{N_R \times 1}$ and $s_B \in \mathbb{C}^{N_R \times 1}$, where $s_A$ and $s_B$ are the normalized transmit signal vectors at the relay that contain the same data as $x_A$ and $x_B$, respectively. Furthermore, we have $E\{s_As_A^H\} = I_{N_R}$ and $E\{s Bs_B^H\} = I_{N_R}$. Here we assume the relay does not know the channel to the two stations in the BRC phase. This is the case in FDD systems without channel feedback from the stations. The relay then adds the two symbol vectors together and retransmits the sum vector:

$$s = \sqrt{P_A/N_R} s_A + \sqrt{P_B/N_R} s_B. \quad (7.2)$$

In order to satisfy the power constraint, we require $P_A + P_B = P_R$, where $P_R$ is the transmit power constraint at the relay in the BRC phase. The modulation schemes and the power allocation of $s_A$ and $s_B$ used at the relay are known to both station A and B.

Note that $s_A$ is already known to station A, and $s_B$ is known to station B. The received signal part that contains the known data transmitted by the receiving station itself is the SI...
for the receiver. For example, the signal received at station A can be written as

\[ y_A = H_A s + v_A \]

(7.3)

\[ = \sqrt{\frac{P_A}{N_R}} H_A S_A + \sqrt{\frac{P_B}{N_R}} H_A S_B + v_A. \]

(7.4)

Similarly, the signal received at station B is

\[ y_B = H_B s + v_B \]

(7.5)

\[ = \sqrt{\frac{P_A}{N_R}} H_B S_A + \sqrt{\frac{P_B}{N_R}} H_B S_B + v_B. \]

(7.6)

Here \( H_A \in \mathbb{C}^{N_A \times N_R} \) and \( H_B \in \mathbb{C}^{N_B \times N_R} \) respectively denote the channel matrices from the relay to station A and B. \( v_A \sim \mathcal{CN}(0, \sigma^2_A I_{N_A}) \) and \( v_B \sim \mathcal{CN}(0, \sigma^2_B I_{N_B}) \) are the additive noise vectors at the receivers of station A and B, respectively.

The SI is “harmless” because it can be canceled at the receiver if the channel knowledge is available. The remaining part after canceling the SI only contains the unknown data transmitted from the other side. The decoding performance at the receivers is highly dependent on the accuracy of the channel knowledge. However, in reality the channel knowledge is not available at the receivers for free, and it has to be estimated. In traditional pilot-aided channel estimation schemes, the relay transmits orthogonal pilot sequences \( S_t \) before transmitting data as shown in Fig. 7.2a. The pilot sequences occupy \( T_t \geq N_R \) time slots, where \( S_t \in \mathbb{C}^{N_R \times T_t} \) and \( S_t S_t^H = P_R T_t / N_R I_{N_R}. \) The receiver correlates the received signals with the pilot sequences and obtains the channel estimates.

Since the pilot sequences do not carry data information, pilot-aided channel estimation schemes waste part of system resources. On the other hand, we observe that the SI also contains the information about the channel. In the following, we derive an achievable rate of the system in the BRC phase when the SI-aided channel estimation scheme is applied. We only calculate the achievable rate at the receiver of station A, while the same discussions also apply to the receiver of station B.
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We consider a block-fading channel model, i.e., the channels in the BRC phase remain constant for a coherence interval of $T$ time slots and change independently between different coherence intervals. Each entry of the channel matrices $H_A$ and $H_B$ is an i.i.d. $\mathcal{CN}(0, 1)$ random variable. We assume that the transmitted data symbols from the relay are uncorrelated in space and time. This is easily satisfied by most communication systems since the data bits are usually interleaved before transmission to break the correlations between neighboring data. The idea of the SI-aided channel estimation scheme is to exploit the SI to get an initial estimate of the channel, and use the initial channel estimate to decode the unknown data in the first $T_s$ time slots, where $T_s \geq N_R$. After the data in the first $T_s$ time slots are decoded, the decoded data are utilized to re-estimate the channel and help to provide better channel estimates for decoding the data in the following time slots. As the channel estimates improve, higher rate codes can be allocated in subsequent time slots of the coherence interval.
### 7.3.1 Initial Channel Estimate Using SI

In the SI-aided channel estimation scheme as shown in Fig. 7.2b, no pilot sequence is used. To emphasize the time reference, we rewrite the received signal at station $A$ as

$$y_{A,k} = \sqrt{\frac{P_A}{N_R}} H_A s_{A,k} + \sqrt{\frac{P_B}{N_R}} H_A s_{B,k} + v_{A,k} \quad (7.7)$$

where the index $k$ denotes the $k$th time slot, $k \leq T_s$. In order to estimate the channel $H_A$ for decoding the data $s_{B,k}$ at time slot $k$, we utilize the received signals in the remaining time slots $i \neq k, i \in \{1, \cdots, T\}$. As we will see later, estimating the channel only based on the received signals of the remaining time slots avoids the correlation between the estimated channel and the data $s_{B,k}$, which facilitates the derivation of achievable rates of the system.

The signal received in the remaining time slots, i.e., the signals of the whole coherence interval except the $k$th time slot, can be expressed as

$$\bar{Y}_A = H_A \left( \sqrt{\frac{P_A}{N_R}} S_A + \sqrt{\frac{P_B}{N_R}} S_B \right) + \bar{V}_A, \quad (7.8)$$

$$= \sqrt{\frac{P_A}{N_R}} H_A \bar{S}_A + \sqrt{\frac{P_B}{N_R}} H_A \bar{S}_B + \bar{V}_A. \quad (7.9)$$

Here $\bar{Y}_A = [y_{A,1}, \cdots, y_{A,k-1}, y_{A,k+1}, \cdots, y_{A,T}]$ is the $N_A \times (T - 1)$ received signal matrix. Similarly, $\bar{S}_A, \bar{S}_B$ and $\bar{V}_A$ are $N_R \times (T - 1)$ matrices denoting the signals transmitted from the relay and the noise matrices at station $A$ in the whole coherence interval except the $k$th time slot, respectively.

In (7.9), $\bar{S}_A$ and $\bar{Y}_A$ are both known to the receiver of station $A$. Also based on the statistics of $W$, we can get a first estimate of $H_A$ and use it for decoding $s_{B,k}$ in (7.7). By treating the unknown noisy symbol matrix $W$ as noise and using the Bayesian Gauss-Markov Theorem in [129] (see Appendix 7.6.1), we can obtain a linear minimum mean square error (LMMSE) estimate of the channel as

$$\bar{H}_A = \bar{Y}_A \left[ \frac{P_A}{N_R} \bar{S}_A^H R_h \bar{S}_A + R_w \right]^{-1} \left( \sqrt{\frac{P_A}{N_R}} \bar{S}_A^H \right) R_h$$

$$= \sqrt{\frac{N_R}{P_A}} \bar{Y}_A \left[ \bar{S}_A^H \bar{S}_A + \frac{N_R (P_B + \sigma_A^2)}{P_A} I_{T-1} \right]^{-1} \bar{S}_A^H. \quad (7.10)$$

Here we have $R_h = E \{ h h^H \} = I_{N_h}$ and $R_w = E \{ w w^H \} = (P_B + \sigma_A^2) I_{T-1}$, where $h^H$
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and \( w^H \) represent the rows of \( H_A \) and \( W \), respectively. In (7.10), we used the property that \( H_A \) and \( \bar{S}_B \) are independent. In addition, we denote the estimation error as \( \tilde{H}_A = H_A - \bar{H}_A \). Let \( \tilde{h}^H \) denote the rows of \( \tilde{H}_A \). The covariance matrix of \( \tilde{h} \) is

\[
R_{\tilde{h}} = E_{H_A, \bar{S}_A} \left\{ \tilde{h}\tilde{h}^H \right\} = E_{\bar{S}_A} \left\{ R_{\tilde{h}}^{-1} + \frac{P_A}{N_R} \bar{S}_A R_w \bar{S}_A^H \right\}^{-1} = E_{\bar{S}_A} \left\{ I_N + \frac{P_A}{N_R(\sigma_A^2)} \bar{S}_A \bar{S}_A^H \right\}^{-1}.
\]

(7.11)

(7.12)

(7.13)

The mean square error (MSE) of the estimated channel is \( \sigma_{\tilde{H}_A}^2 = \text{tr} R_{\tilde{h}} / N_R \). When the entries of \( \bar{S}_A \) and \( \bar{S}_B \) are i.i.d. Gaussian, i.e., when we use a Gaussian codebook for transmitting data symbols, the MSE of the channel estimate can be expressed as

\[
\sigma_{\tilde{H}_A}^2 = \frac{1}{N_R} \text{tr} R_{\tilde{h}} = \frac{1}{N_R} \int_0^\infty \left[ 1 + \frac{P_A}{N_R(\sigma_A^2)} x \right]^{-1} \times \sum_{k=0}^{N_R-1} k! \left[ L_k^T - N_k(x) \right] x^{T-1-N_k} e^{-x} dx \quad \text{(7.14)}
\]

where \( L_k^T(x) \) are the associated Laguerre polynomials.

After we get the channel estimate \( \tilde{H}_A \), we remove the SI from the received signal matrix as if the channel estimate \( \tilde{H}_A \) is the real channel matrix. The remaining signal at time slot \( k \) can be expressed as

\[
\tilde{y}_{A,k} = y_{A,k} - \sqrt{\frac{P_A}{N_R}} \tilde{H}_A s_{A,k}
\]

\[
= \sqrt{\frac{P_B}{N_R}} \tilde{H}_A s_{B,k} + \sqrt{\frac{P_A}{N_R}} \tilde{H}_A s_{A,k} + \sqrt{\frac{P_B}{N_R}} \tilde{H}_A s_{B,k} + v_{A,k}.
\]

(7.15)

(7.16)

Since \( \tilde{H}_A \) is the LMMSE estimation of the channel \( H \), the channel estimation error \( \tilde{H}_A \) has zero-mean entries and is uncorrelated with \( \tilde{H}_A \) and \( s_{B,k} \). Thus, the noise term \( \nu \) in (7.16) is uncorrelated with the data \( s_{B,k} \) and has zero-mean entries. The noise variance at time slot \( k \)
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is

\[ \sigma_n^2 = \frac{1}{N_A} \text{tr} \{ \mathbf{n} \mathbf{n}^H \} \]

\[ = \frac{1}{N_A} \text{tr} \left[ \frac{P_A}{N_R} \mathbf{H}_{\tilde{A}} \mathbf{H}_{\tilde{A}}^H \mathbf{s}_{A,k} \mathbf{s}_{A,k}^H \right] + \frac{1}{N_A} \text{tr} \left[ \frac{P_B}{N_R} \mathbf{H}_{\tilde{A}} \mathbf{H}_{\tilde{A}}^H \mathbf{s}_{B,k} \mathbf{s}_{B,k}^H \right] + \frac{1}{N_A} \text{tr} \left[ \mathbf{v}_{A,k} \mathbf{v}_{A,k}^H \right] \]

\[ = \frac{P_A}{N_A N_R} \text{tr} \left[ E \left( \mathbf{H}_{\tilde{A}}^H \mathbf{H}_{\tilde{A}} \right) E \left( \mathbf{s}_{A,k} \mathbf{s}_{A,k}^H \right) \right] + \frac{P_B}{N_A N_R} \text{tr} \left[ E \left( \mathbf{H}_{\tilde{A}}^H \mathbf{H}_{\tilde{A}} \right) E \left( \mathbf{s}_{B,k} \mathbf{s}_{B,k}^H \right) \right] + \sigma_n^2 \]

\[ = (P_A + P_B) \sigma_{H_{\tilde{A}}}^2 + \sigma_n^2. \] (7.17)

Here we used the fact that the entries in \( \mathbf{s}_{A,k} \) and \( \mathbf{s}_{B,k} \) are uncorrelated and also \( \mathbf{H}_{\tilde{A}} \) is uncorrelated with \( \mathbf{s}_{A,k} \) and \( \mathbf{s}_{B,k} \). This is because \( \mathbf{H}_{\tilde{A}} \) is obtained using the received signals in time slots \( i \neq k, i \in \{1, \ldots, T\} \). Eq. (7.16) describes a system with a known channel \( \mathbf{H}_{\tilde{A}} \) and noise \( \mathbf{n} \) with variance \( \sigma_n^2 \). According to [97, Theorem 1] (see Appendix 7.6.2), the worst case noise \( \mathbf{n} \) has a zero-mean Gaussian distribution. An achievable rate of such a system can be calculated by substituting \( \mathbf{n} \) with a Gaussian noise with the same variance \( \sigma_n^2 \).

### 7.3.2 Improving Channel Estimation by Data-Aided Approach

The initial channel estimation using SI is subject to the residual error due to the unknown data part \( \mathbf{S}_{\tilde{B}} \). Thus the MSE of the channel estimate \( \mathbf{H}_{\tilde{A}} \) can still be high. On the other hand, after decoding the symbols in the first several time slots, we can re-estimate the channel by exploiting the decoded data. This is the commonly used data-aided approach. Note that the data-aided approach can only be started after the unknown data in the first \( T_s \geq N_R \) time slots have been decoded. An initial channel estimate is indispensable to the data-aided approach.

Suppose the data in the first \( k - 1 \) time slots have been decoded. Let

\[ \mathbf{S} = \sqrt{\frac{P_A}{N_R}} \mathbf{S}_{A[k-1]} + \sqrt{\frac{P_B}{N_R}} \mathbf{S}_{B[k-1]} \] (7.18)

where \( \mathbf{S}_{A[k-1]} = [\mathbf{s}_{A,1}, \ldots, \mathbf{s}_{A,k-1}] \) and \( \mathbf{S}_{B[k-1]} = [\mathbf{s}_{B,1}, \ldots, \mathbf{s}_{B,k-1}] \) denote the matrices composed of the transmitted signals in the first \( k - 1 \) time slots. The received signal matrix in the first \( k - 1 \) time slots is denoted as \( \mathbf{Y} = [\mathbf{y}_{A,1}, \ldots, \mathbf{y}_{A,k-1}] \). The MMSE channel estimate based on \( \mathbf{S} \) and \( \mathbf{Y} \) can be written as

\[ \mathbf{H}_{\tilde{A}} = \mathbf{Y} \left( \sigma_{H_{\tilde{A}}}^2 \mathbf{I}_{k-1} + \mathbf{S}^H \mathbf{S} \right)^{-1} \mathbf{S}^H. \] (7.19)

We also define the channel estimation error as \( \mathbf{H}_{\tilde{A}} = \mathbf{H}_{\tilde{A}} - \mathbf{H}_{\tilde{A}} \). Let \( \mathbf{h}^H \) denote the rows of
\( \hat{H}_A \). The covariance matrix \( R_{\hat{h}} \) of \( \hat{h} \) is

\[
R_{\hat{h}} = E \{ \hat{h}\hat{h}^H \} = E \left\{ \left( I_{N_R} + \frac{1}{\sigma_A^2} S S^H \right)^{-1} \right\} \tag{7.20}
\]

where we used the property that each entry in \( S_{A[k-1]} \) and \( S_{B[k-1]} \) is uncorrelated in space and time. So the MSE of the channel estimation error is

\[
\sigma_{\hat{h}_A}^2 = \frac{1}{N_R} \text{tr} E \{ \hat{h}\hat{h}^H \}. \tag{7.21}
\]

After canceling the SI, the received signal vector at time slot \( k \) is

\[
\hat{y}_{A,k} = \sqrt{\frac{P_B}{N_R}} \hat{H}_{ASB,k} + \sqrt{\frac{P_A}{N_R}} \hat{H}_{ASA,k} + \sqrt{\frac{P_B}{N_R}} \hat{H}_{ASB,k} + \nu_{A,k}. \tag{7.22}
\]

This describes a system with known channel \( \hat{H}_A \) and noise term \( \tilde{n} \). We have the covariance matrix of the noise vector \( \tilde{n} \) as

\[
E \{ \tilde{n}\tilde{n}^H \} = \left[ (P_A + P_B) \sigma_{\tilde{H}_A}^2 + \sigma_A^2 \right] I_{N_A}. \tag{7.23}
\]

So the noise variance is

\[
\sigma_{\tilde{n}}^2 = (P_A + P_B) \sigma_{\tilde{H}_A}^2 + \sigma_A^2. \tag{7.24}
\]

Again, for a system described in (7.22), the worst case for noise term \( \tilde{n} \) is when \( \tilde{n} \) is Gaussian. An achievable rate can be calculated by assuming \( \tilde{n} \sim CN(0, \sigma_{\tilde{n}}^2 I_{N_A}) \).

### 7.3.3 Achievable Rates of Bidirectional Broadcast Channel

In this section, we derive achievable rates of the bidirectional broadcast channel when the SI-aided channel estimation scheme is applied. The idea is that we can allocate codes with different rates on different time slots of the coherence intervals, as shown in Fig. 7.3. Each time slot of a coherence interval can be considered as one use of \( T \) parallel channels with different SNRs. At the beginning of each coherence interval, only SI is available for channel estimation and the system model is shown in (7.16). Here the effective SNR is low. Low rate codes are allocated at those time slots so that they can be fully decoded after many channel uses, i.e., coherence intervals. After the data at the beginning time slots of each coherence interval are decoded, the data-aided approach can be used to improve the channel
Fig. 7.3: Rate allocation in the time slots. Different hatching represents different code rate. Note coding is spread across many different coherence intervals.
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estimation and the effective SNR, where the system model is shown in (7.22). Thus higher rate codes can be allocated at those time slots. Since we assume the channel changes independently between different coherence intervals, each coherence interval can be considered as a realization of the $T$ parallel channels. According to channel coding theorem in a fast fading channel, those codes can be decoded without error after many independent realizations of those parallel channels. This method is also used in [46] to derive an achievable rate of the pilot-embedding schemes when data-aided approach is applied. Note this decoding scheme is different from [279], where we were interested in a practical scheme for improving the BER performance and the coded bits were spread across the whole coherence interval. There we utilized the error-correcting capability of convolutional codes in each iteration to correct the errors contained in the unknown data, and the decoded data might contain errors in each iteration.

Assuming the initial SI estimated channel $\bar{H}_A$ is used to decode the data in the first $T_s$ time slots, the following expression gives an average achievable rate expression for the data decoded at station $A$ in the BRC phase

$$C_A = \frac{0.5}{T} \left\{ \sum_{k=1}^{T_s} I(y_{A,k}; s_{B,k}|H_A) + \sum_{k=T_s+1}^{T} I(y_{A,k}; s_{B,k}|\hat{H}_A) \right\}$$

where the factor 0.5 is due to the fact that the rate can only be achieved after both the MAC and BRC phases, and the length of the two phases are equal. In the expression of $C_A$, the first term is the mutual information conveyed by the data symbols decoded by using the channel estimated purely by SI, and the second term represents the mutual information conveyed by the data symbols decoded by using the data-aided approach. When a Gaussian codebook is used, we can write

$$C_A^{Gau} = \frac{0.5T_s}{T} E \log \det \left( I_{N_A} + \rho_0 \frac{H_A H_A^H}{N_R} \right) + \frac{0.5}{T} \sum_{k=T_s+1}^{T} E \log \det \left( I_{N_A} + \rho_k \frac{\hat{H}_A \hat{H}_A^H}{N_R} \right)$$ (7.25)

where $\rho_0 = P_B / \sigma_n^2$ and $\rho_k = P_B / \sigma_\tilde{n}^2$ according to (7.17) and (7.24). However, the optimum choice of codebook of $s_{A,k}$ and $s_{B,k}$ is still an open question. This is because Gaussian codebooks maximize the mutual information only if the channel is perfectly known at the receiver. When the channel has to be estimated, Gaussian codebooks do not necessarily lead to the lowest $\sigma_{\tilde{H}_A}^2$ in the channel estimation in (7.16).

For QAM modulations, no explicit expression for mutual information is available. How-
ever, it can be obtained by Monte Carlo simulations by using the following expression
\[
C_A^{QAM} = 0.5 \frac{T}{T} \sum_{s_{B,k}} \mathbb{E} \left\{ \log \frac{p(y_{A,k}|s_{B,k}, \hat{H}_A)}{\sum_{s_{B,k}} p(y_{A,k}|s_{B,k}, \hat{H}_A) \cdot \rho(s_{B,k})} \right\}
+ 0.5 \frac{T}{T} \sum_{k=T+1}^{T} \mathbb{E} \left\{ \log \frac{p(y_{A,k}|s_{B,k}, \hat{H}_A)}{\sum_{s_{B,k}} p(y_{A,k}|s_{B,k}, \hat{H}_A) \cdot \rho(s_{B,k})} \right\}.
\]

Here it is assumed that \( s_{B,k} \) is chosen from a QAM constellation with equal probabilities.

According to (7.16) and (7.22), we have
\[
p(y_{A,k}|s_{B,k}, \hat{H}_A) = \frac{1}{(\pi \sigma_n^2)^{N_A}} \exp \left( -\frac{1}{\sigma_n^2} ||y_{A,k} - \hat{H}_A s_{B,k}||^2 \right),
\]
\[
p(y_{A,k}|s_{B,k}, \bar{H}_A) = \frac{1}{(\pi \sigma_n^2)^{N_A}} \exp \left( -\frac{1}{\sigma_n^2} ||y_{A,k} - \bar{H}_A s_{B,k}||^2 \right).
\]

Here we choose the noise vectors \( n \sim \mathcal{CN}(0, \sigma_n^2) \) and \( \bar{n} \sim \mathcal{CN}(0, \sigma_n^2) \) in order to calculate the achievable rates following the discussions in Section 7.3.

### 7.4 Simulation Results

In this section, we compare the average achievable rates of the SI-aided channel estimation scheme with that of the traditional pilot-aided channel estimation scheme by using Monte Carlo simulations. The data-aided approach is utilized to improve the channel estimation in both cases. We consider a two-way relaying system where \( N_A = N_R = N_B = 2 \). We only consider the BRC phase and equal power is allocated for transmission to station \( A \) and \( B \), i.e., \( P_A = P_B = P_R/2 \). The first \( N_R \) rows of the Hadamard matrix are taken as the pilot sequences in the pilot-aided scheme. In Fig. 7.4, \( \text{SNR} = P_R/\sigma_A^2 = P_R/\sigma_B^2 = 10 \text{dB} \), and we plot the average sum rate of station \( A \) and \( B \). We can observe that the achievable rate increases with the coherence time. On the one hand, this is because the initial channel estimate gets better in the SI-aided channel estimation when the coherence interval gets longer; on the other hand, better channel estimate can be obtained at the end of each coherence interval in the data-aided approach as the coherence time increases. In Fig. 7.5, we show how the average achievable rate changes with the SNR for \( T = 30 \), where \( \text{SNR} = P_R/\sigma_A^2 = P_R/\sigma_B^2 \). We can observe that the gains of the SI-aided channel estimation scheme remain nearly as constants in the considered SNR range. This is due to the fact that the received power of both SI and the noise term \( W \) in (7.9) increase as SNR increases. In 4QAM modulations, we can also observe that the SI-aided channel estimation can achieve nearly the same rates at high SNR.
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**Fig. 7.4:** Average achievable sum rates in the BRC phase of two-way relaying systems \((N_A = N_R = N_B = 2, \text{ SNR} = P_R/\sigma^2 = P_R/\sigma^2_B = 10\text{dB})\). “PA” and “SIA” denote pilot-aided and SI-aided channel estimation, respectively.

**Fig. 7.5:** Average achievable sum rates in the BRC phase of two-way relaying systems \((N_A = N_R = N_B = 2, \text{ the coherence time } T = 30\text{). “Per” denotes the achievable rates when channel knowledge is perfectly available at the receivers.}

as when perfect channel knowledge is available at the receivers.
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7.5 Chapter Summary and Conclusions

We derived achievable rate expressions for bidirectional broadcast channels of two-way relaying systems when the SI-aided channel estimation scheme is applied. This scheme utilizes the SI to obtain an initial estimate of the channel and use data-aided approaches to improve the channel estimates. Simulation results showed that our scheme can achieve higher rates compared to traditional pilot-aided channel estimation schemes. The gain is relatively high in the low SNR regime. In high SNR regime, the performance of the SI-aided channel estimation scheme for 4QAM modulations is nearly as good as when perfect channel knowledge is available at the receivers.

7.6 Appendices

7.6.1 Bayesian Gauss-Markov Theorem

Theorem 7.6.1 ([129] P391). If the data are described by the Bayesian linear model from

\[ x = H\theta + w \]  

(7.26)

where \( x \) is an \( N \times 1 \) data vector, \( H \) is a known \( N \times p \) observation matrix, \( \theta \) is a \( p \times 1 \) random vector of parameters whose realization is to be estimated and has mean \( E\{\theta\} \) and covariance matrix \( C_{\theta\theta} \), and \( w \) is an \( N \times 1 \) random vector with zero mean and covariance matrix \( C_w \) and is uncorrelated with \( \theta \) (the joint PDF \( p(w, \theta) \) is otherwise arbitrary), then the LMMSE estimator of \( \theta \) is

\[
\hat{\theta} = E\{\theta\} + C_{\theta\theta}H^T(HC_{\theta\theta}H^T + C_w)^{-1}(x - HE\{\theta\}) \quad (7.27)
\]

(7.28)

The performance of the estimator is measured by the error \( \epsilon = \theta - \hat{\theta} \) whose mean is zero and whose covariance matrix is

\[
C_\epsilon = E_{x,\theta}(\epsilon\epsilon^T) = C_{\theta\theta} - C_{\theta\theta}H^T(HC_{\theta\theta}H^T + C_w)^{-1}HC_{\theta\theta} \quad (7.30)
\]

(7.31)
The error covariance matrix is also the minimum MSE matrix $M_{\hat{\theta}}$ whose diagonal elements yield the minimum Bayesian MSE

$$[M_{\hat{\theta}}]_{ii} = [C_\epsilon]_{ii} = \text{Bmse}(\hat{\theta}_i).$$

### 7.6.2 Worst-Case Uncorrelated Additive Noise

**Theorem 7.6.2** ([97]). Consider the matrix-valued additive noise known channel

$$x = \sqrt{\frac{\rho}{M}}sH + v,$$

where $H \in \mathbb{C}^{M \times N}$ is the known channel, and where the signal $s \in \mathbb{C}^{1 \times M}$ and the additive noise $v \in \mathbb{C}^{1 \times N}$ satisfy the power constraints

$$E\left\{\frac{1}{M}ss^H\right\} = 1$$

and are uncorrelated:

$$E\left\{s^Hv\right\} = 0_{M \times N}.$$

Let $R_v = E\left\{v^Hv\right\}$ and $R_s = E\left\{s^Hs\right\}$. Then the worst-case noise has a zero-mean Gaussian distribution, $v \sim \mathcal{CN}(0, R_{v,\text{opt}})$, where $R_{v,\text{opt}}$ is the minimizing noise covariance in

$$C_{\text{worst}} = \min_{R_v, \text{tr}(R_v) = N} \max_{R_s, \text{tr}(R_s) = M} E \log_2 \det \left( I_N + \frac{\rho}{M} R_v^{-1}H^H R_s H \right).$$

We also have the minimax property

$$I_{v \sim \mathcal{CN}(0, R_{v,\text{opt}}), s}(x; s) \leq I_{v \sim \mathcal{CN}(0, R_{v,\text{opt}}), s \sim \mathcal{CN}(0, R_{s,\text{opt}})}(x; s) = C_{\text{worst}} \leq I_{v, s \sim \mathcal{CN}(0, R_{s,\text{opt}})}(x; s),$$

where $R_{s,\text{opt}}$ is the maximizing signal covariance matrix in (7.37). When the distribution on $H$ is left rotationally invariant, i.e., when $p(\Theta H) = p(H)$ for all $\Theta$ such that $\Theta \Theta^H = \Theta^H \Theta = I_M$, then

$$R_{s,\text{opt}} = I_M.$$
When the distribution on $\mathbf{H}$ is right rotationally invariant, i.e. when $p(\mathbf{H}\Theta) = p(\mathbf{H})$ for all $\Theta$ such that $\Theta\Theta^H = \Theta^H\Theta = \mathbf{I}_N$, then

$$R_{v,\text{opt}} = \mathbf{I}_N.$$  \hfill (7.40)
Chapter 8

Asymmetric Data Rate Transmission in Two-Way Relaying Systems With Network Coding

In two-way decode-and-forward (DF) relaying systems, the major problem faced by the network coding scheme is how to transmit with asymmetric data rates to the user stations according to their individual link qualities in the broadcast (BRC) phase. This chapter proposes a novel transmission strategy to solve this problem. The idea is to utilize the bit-level self-interference (SI) when the network coding scheme is applied. In the proposed scheme, the weaker link receiver exploits the a priori bit information in each received data symbol, so that it only needs to decode on a subset of the signal constellation. Subject to the same bit error rate constraint, the weaker link receiver can decode at lower signal-to-noise ratio (SNR) compared to the stronger link. The signal labeling used for mapping bits to symbols at the relay is shown to be crucial for the performance at the receivers, and we provide the criteria and methods for finding the optimized signal labeling schemes. Simulations show that the proposed transmission scheme can be applied to practical scenarios with asymmetric channel qualities, and the optimized labeling schemes are able to significantly outperform conventional ones at both receivers.

8.1 Introduction

The two-way relaying protocol [193] considers the scenario that two half-duplex wireless stations exchange data via another half-duplex wireless relay. Such a relaying protocol has been shown to be able to compensate for a large portion of the spectral efficiency loss that
is due to the half-duplex constraint of practical relays. We consider two-way decode-and-forward (DF) relaying systems in this chapter, where the data from the two stations are exchanged in two phases: the multiple-access (MAC) phase and the broadcast (BRC) phase. In the MAC phase, the two stations transmit their data to the relay and the relay decodes the received signal; the decoded data are combined at the relay and are retransmitted to the two stations in the BRC phase (see Chapter 2). The basic idea of the two-way relaying protocol is that the back-propagated known data in the received signals at the user stations, which is called self-interference (SI), can be canceled and does not degrade the decoding performance at the receivers. There are two major practical data-combining schemes, i.e., the superposition coding (SPC) scheme [193] and the network coding scheme [260]. The SPC scheme combines the decoded data on the symbol level at the relay, and the network coding scheme combines the decoded data on the bit level (see Chapter 4). Traditional two-way relaying schemes simply cancel the SI instead of utilize it. In Chapter 6, we proposed a channel estimation scheme to utilize the SI when the SPC scheme is applied in two-way DF relaying systems, where we showed that the SI can play a similar role as pilot sequences for channel estimation. In the SPC scheme, the SI is on the symbol level. How to utilize the bit-level SI when the network coding scheme is applied at the relay is the topic of this chapter.

When the network coding scheme is applied in the BRC phase of two-way DF relaying systems, the relay combines the data on the bit level using the XOR operation before modulation. Compared to the SPC scheme, the network coding scheme does not split the power for transmitting the two sets of data, which avoids the signal-to-noise ratio (SNR) degradation after the SI cancellation [88]. However, the network coding scheme requires that both receiving stations decode the combined data bits from the same transmit symbols in the BRC phase. It was shown in [170] that network coding is optimal for transmitting the same amount of data to both stations in symmetric channel conditions, i.e., when the channel qualities from the relay to the two stations are equal. However, asymmetric channel conditions are very common in reality, where the channel quality from the relay to one user station is much better than the channel to the other. In such a situation, it is not preferable for the relay to transmit at a data rate according to the weak link channel since it sacrifices the strong link user. When the channel qualities to the two stations are asymmetric, how to transmit data, so that the data rates from the relay are not limited by the weaker link of the two stations, is an important problem for practical systems. From the information theoretic aspects, it was shown in [170] and [264] that by using random coding approaches, it is possible for the relay to transmit information rates equal to the individual link capacities simultaneously to
the two receiving stations. Moreover, the authors of [265] and [15] respectively proposed schemes of combining channel coding for binary transmission and lattice coding with network coding in two-way relaying systems and derived the achievable rate regions for each case. However, real-world applications call for practical and low-complexity transmission schemes, especially for multi-antenna systems.

On the other hand, the data traffic in real-world two-way relaying systems may not always be symmetric. For example, consider a scenario that a dedicated relay station facilitates the exchange of data between a base station and a mobile station in a cellular system. Usually the mobile station has less data to transmit to the base station in the uplink than the base station has for the downlink. In this case, combining equal amount of data at the relay is not preferable in practice either.

In this chapter, we propose a novel transmission scheme for the BRC phase of two-way DF relaying systems when network coding is applied. In the proposed scheme, the data rates transmitted by the relay to the two receiving stations can be adjusted according to their individual link qualities subject to certain criterion, such as the bit error rate (BER) constraints. We call it asymmetric data rate transmission. The proposed scheme has low complexity and can be applied to systems with single or multiple antennas. The core idea is to utilize the bit-level SI when the network coding scheme is applied. In the proposed scheme, the relay combines the data in such a way that some bits in each transmit symbol are a priori known to the weaker link receiver. That receiver can hence exploit the known bits and only needs to decode on a subset of the transmit signal constellation. Therefore, the a priori bit information is translated into the coding gain, and enables the weaker link receiver to achieve the same decoding performance as the stronger link. We show that the signal labeling at the relay, i.e., the assignment of bit patterns to each symbol in the signal constellation, plays an important role in the system performance. The criteria and methods for finding the optimized labeling schemes are also proposed. Furthermore, we show an example of systems with 8PSK constellation on each transmit antenna. The optimization criteria are the mutual information and the error floor when the received SNR is high. We provide the optimized labeling schemes with their performance results. To the best of our knowledge, this is the first scheme that exploits the a priori bit information on the symbol level for network coding schemes in two-way DF relaying systems.

**Our Contributions:** The contributions of this chapter can be summarized as follows.

- We propose a practical coding and modulation scheme for the BRC phase transmission in two-way DF relaying systems when the network coding scheme is applied at the relay. The proposed scheme is able to transmit with asymmetric data rates from the
Fig. 8.1: Two-way DF relaying system. The dashed arrows represent the transmission in the MAC phase, and the solid arrows represent the transmission in the BRC phase.

relay to the receivers according to their individual link qualities. It overcomes the traditional problem that the transmission rates of the network coding scheme is limited by the weakest link.

- We provide the criteria and methods for finding the optimized signal labeling schemes that map bits to symbols at the relay, which is crucial for the performance of the proposed scheme.
- To the best of our knowledge, this is the first scheme that exploits the bit-level SI for network coding schemes in two-way DF relaying systems.

The rest of this chapter is organized as follows: the two-way DF relaying protocol with network coding is recapitulated in Section 8.2. The details of the proposed transmission scheme are discussed in Section 8.3, where we provide the transceiver structures and show how they work. The criterion and method for designing optimized labeling schemes are discussed in Section 8.4. Simulation results that compare the decoding performance of the optimized labeling with that of conventional ones are presented in Section 8.5. Conclusions are drawn in Section 8.6.

8.2 System Model

We consider a relaying system where two wireless stations A and B exchange data via a half-duplex relay as shown in Fig. 8.1. We assume that there is no direct connection between stations A and B (e.g., due to shadowing). The number of antennas at station A, the relay R and station B are $N_A$, $N_R$ and $N_B$, respectively. $G_A \in \mathbb{C}^{N_R \times N_A}$ and $G_B \in \mathbb{C}^{N_R \times N_B}$ respectively denote the channel matrices from stations A and B to the relay in the MAC phase. $H_A \in \mathbb{C}^{N_A \times N_R}$ and $H_B \in \mathbb{C}^{N_B \times N_R}$ denote the channel matrices from the relay to stations A and B in the BRC phase, respectively. Station A wants to send the bit sequence $\{b_A\}$ to station B, and station B wants to send the bit sequence $\{b_B\}$ to station A.
When the two-way DF relaying protocol is applied, the bit sequences \( \{b_A\} \) and \( \{b_B\} \) are respectively modulated and transmitted to the relay by stations A and B in the MAC phase. The receiver structure at the relay can be found in, e.g., [240]. In the following, we focus on the BRC phase and assume the MAC phase has been completed, i.e., the bit sequences \( \{b_A\} \) and \( \{b_B\} \) have already been transmitted to the relay.

In the BRC phase, we apply network coding [260] at the relay to retransmit the data. The basic idea is that the relay combines the decoded bit sequences on the bit level using the XOR operation, and remodulates the combined bit sequence into transmit symbols, i.e.,

\[
\{b_A \oplus b_B\} = \{b_R\} \mapsto \{s_R\}.
\]  

(8.1)

At one time slot, the received signals at station A and B are

\[
y_A = H_A s_R + n_A
\]
\[
y_B = H_B s_R + n_B
\]

(8.2)  
(8.3)

where \( n_A \sim \mathcal{CN}(0, \sigma_A^2 I_{N_A}) \) and \( n_B \sim \mathcal{CN}(0, \sigma_B^2 I_{N_B}) \) are the additive noise vectors at stations A and B, respectively. The two stations demodulate the received signals and reveal the unknown data bits by XOR-ing the decoded data \( \hat{b}_R \) with their own transmitted data on the bit level. That is,

\[
\{\hat{b}_B\} = \{\hat{b}_R \oplus b_A\}, \quad \text{at station A};
\]
\[
\{\hat{b}_A\} = \{\hat{b}_R \oplus b_B\}, \quad \text{at station B}.
\]

Since both receiving stations have to decode the data contained in the symbol \( s_R \), it was conventionally thought that the relay must transmit at a data rate that can be supported by both links. This sacrifices the stronger link, and is not desirable in practice. In the following, we propose a practical scheme that can transmit with asymmetric data rates simultaneously from the relay to the two stations according to their individual link qualities in the BRC phase.
Fig. 8.2: Transmitter and receiver diagrams for asymmetric data rate transmission in the BRC phase. The box-plus “⊞” module at the receiver side is defined in (8.13).
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The transmitter and receiver diagrams of the proposed scheme are shown in Fig. 8.2. We assume the link from the relay to station A has better channel quality, e.g., higher signal-to-noise ratio (SNR), than the link to station B in the BRC phase. The aim of the proposed scheme is to utilize the stronger link to transmit more data bits per channel use to station A, while at the same time transmitting to station B at a data rate that can be supported by its link. We assume the channel matrices $H_A$ and $H_B$ are respectively known to stations A and B. The relay only knows the receive SNRs at the two stations. The system diagram in Fig. 8.2 applies bit-interleaved coded modulation with iterative decoding (BICM-ID). However, the proposed idea can actually be applied to both coded and uncoded systems.

8.3.1 Transmission Strategy at the Relay

Fig. 8.2(a) shows the proposed transmitter structure at the relay $R$. The information bit sequences $\{b_A\}$ and $\{b_B\}$ decoded in the MAC phase are encoded individually by a convolutional encoder with coding rate $r$. Here we assume the two sequences are encoded by the same encoder for ease of implementation at the relay. Without loss of generality, we consider a spatial-multiplexing structure with $N_R$ independent data streams. Similar discussions apply to less data streams, e.g., transmitting $\min(N_R, N_A, N_B)$ streams to enable efficient decoding. In each transmission, the relay sends $r \cdot mN_R$ information bits to station A and $r \cdot nN_R$ information bits to station B simultaneously, where $n < m$. The relay determines $m$ and $n$ according to the knowledge of the average receive SNRs at A and B. The transmit symbol on each relay antenna belongs to the $M$-ary QAM or PSK symbol alphabets, where $M = 2^m$.

The transmitter works as follows: the output bits of the convolutional encoders are bitwise interleaved to form the code sequences $\{c_A\}$ and $\{c_B\}$, where $c_A, c_B \in \{0, 1\}$. Then the bit-interleaved codewords are respectively partitioned into groups of $nN_R$ and $mN_R$ bits. Each pair of the two corresponding bit groups is denoted as $c_A = [c_A^{N_R}, \ldots, c_A^1]^T$ and $c_B = \ldots$.

---

1 A simpler, albeit suboptimal, approach is to transmit $\{b_A\}$ and $\{b_B\}$ separately to the relay as in [260].
2 This requires more data bits $\{d_B\}$ to be available at the relay for the BRC phase transmission. Hence, it may require station B to use more temporal or spectral resources, e.g., more subcarriers in OFDMA systems, to transmit those data bits to the relay in the MAC phase. This can be motivated by e.g., the relay has a buffer and accumulated the data decoded from the MS. Another way to motivate this is that in a OFDMA system, the MS use more subcarriers to transmit to the relay while the BS use less subcarriers to transmit to the relay in the MAC phase.
[c_B^{mN_R}, \ldots, c_B^{1}]^T$, respectively. For each $c_A$, we insert $(m - n)N_R$ dummy zeros in it and obtain
\[
\tilde{c}_A = [0, \ldots, 0, c_A^{N_R}, \ldots, c_A^{1}]^T.
\]
Those dummy zeros contain no information. Their positions are fixed and known to both stations $A$ and $B$. After inserting zeros, the corresponding bits of $\tilde{c}_A$ and $c_B$ are combined into $c_R = [c_R^{mN_R}, \ldots, c_R^{1}]^T$ using the XOR operation, i.e.,
\[
c_R = c_B \oplus \tilde{c}_A
\]
\[
= [c_B^{mN_R}, \ldots, c_B^{nN_R+1}, c_B^{nN_R} \oplus c_A^{N_R}, \ldots, c_B^{1} \oplus c_A^{1}]^T.
\]
Due to the dummy zeros in $\tilde{c}_A$, $[c_B^{mN_R}, \ldots, c_B^{nN_R+1}]$ are kept unchanged after the XOR operation when $c_R$ is generated, and those bits are known to station $B$.

Each of the combined bit group $c_R$ is mapped to an $N_R$ dimensional complex symbol vector $s_R = [s_{R,1}, \ldots, s_{R,N_R}]^T = \mu(c_R)$ on the relay antennas by the mapper, where $\mu(\cdot)$ denotes the mapping function. Each element $s_{R,i}, i \in \{1, \ldots, N_R\}$, belongs to the $M$-ary QAM or PSK symbol alphabets $\mathcal{A} = \{a_1, \ldots, a_M\}$, where $M = 2^m$. The $N_R$ dimensional signal constellation is denoted as $\mathcal{X}$, i.e.,
\[
\mathcal{X} = \{s \mid s = \mu(c), \forall c \in \{0, 1\}^{mN_R}\} = \mathcal{A}^{N_R}
\]
and $|\mathcal{X}| = 2^{mN_R}$. Furthermore, $E(s_R s_R^H) = P_R/N_R \mathbf{I}_{N_R}$, where $P_R$ is the average transmit power constraint at the relay in the BRC phase. Here we allocate equal power on each data symbol at the relay antennas. Both the encoding scheme and the mapping scheme $\mu(\cdot)$ at the relay are known to stations $A$ and $B$. Note we only require there to be one-to-one mapping between each bit block $c \in \{0, 1\}^{mN_R}$ and the symbol vector $s \in \mathcal{X}$, which is different from the usual schemes that map bits separately to symbols on each antenna.

8.3.2 Decoding Strategies at the Receivers

Upon receiving $y_A$ and $y_B$ as in (8.2) and (8.3), stations $A$ and $B$ demodulate the received signals, and reveal the unknown data based on the bits contained in $s_R$ and their own data bits. The receiver structures are shown in Fig. 8.2(b) and Fig. 8.2(c). There are two important issues in the design of the receivers: firstly, in order to make it possible for the weaker link receiver $B$ to decode at lower SNR, we must exploit its a priori known bits contained in $c_R$ in
the demapping process; secondly, we use the box-plus “⊞” module defined in Section 8.3.2.2 to convert the log-likelihood ratios (LLRs) of \( \{c_R\} \) to that of \( \{c_A\} \) or \( \{c_B\} \) between the demapper and the channel decoder, so that the reliability information for the decoded bits is kept intact in the iterative process.

### 8.3.2.1 Exploiting a priori bit information at station B

The transmit symbol vector \( s_R \) contains different useful bits for stations A and B: in order to obtain \( c_B \), every bit \( c^i_R, \forall i \in \{1, \ldots, mN_R\} \), is useful for station A according to (8.5) and needs to be decoded, whereas the useful bits for station B are \( c^i_R, i \in \{1, \ldots, nN_R\} \), because the \( (m - n)N_R \) bits \( [c^{mN_R}_B, \ldots, c^{nN_R+1}_B] \) in (8.5) are a priori known at its receiver. Instead of decoding every bit in \( c_R \) and discarding the known bits, we propose to exploit this a priori bit information, so that the receiver B only needs to demap on the subset of the transmit signal constellation whose labels contain \( [c^{mN_R}_B, \ldots, c^{nN_R+1}_B] \) at the corresponding positions.

An motivating example with 8PSK \((m = 3)\) transmission is given in Fig. 8.3, where \( N_R = 1 \) and two labeling schemes for the transmit symbol \( s_R \) are shown: the Gray labeling in Fig. 8.3(a) and the set partitioning (SP) labeling \([231]\) in Fig. 8.3(b). We assume \( n = 2 \) and \( c^3_B = 0 \). Since station B knows \( c^3_B = 0 \), it only needs to consider the symbols whose 3rd bit is 0 (indicated by circles in Fig. 8.3) for the demapping process. Given the known bits \( [c^{mN_R}_B, \ldots, c^{nN_R+1}_B] \), we define the subset of symbol constellation, whose labels contain those known bits at the corresponding positions, as \( S(c^{mN_R}_B, \ldots, c^{nN_R+1}_B) \subset \mathcal{X} \), i.e.,

\[
S(c^{mN_R}_B, \ldots, c^{nN_R+1}_B) = \{ s | c_{mN_R}(s) = c^{mN_R}_B, \ldots, c_{nN_R+1}(s) = c^{nN_R+1}_B, s \in \mathcal{X} \} \quad (8.6)
\]

where \( c_j(s) \) denotes the \( j \)th bit associated with the label of symbol \( s \). Given \( c^3_B = 0 \) in Fig. 8.3, the subset to be demapped at station B can be denoted as \( S(0) \). Fig. 8.3 also shows that different labeling schemes lead to different subsets for the given a priori bits and influence the decoding performance at the receivers. Given \( c^3_B = 0 \) for SP labeling, the components in \( S(0) \) are same as those of QPSK, and the minimum Euclidean distance (MED) between symbols in \( S(0) \) is increased compared to that of the original 8PSK. This leads to better decoding performance at station B when it demaps only on \( S(0) \) instead of on \( \mathcal{X} \). However, the MED of \( S(0) \) for Gray labeling is not increased, and simulations show that demapping only on \( S(0) \) in Gray labeling does not improve the decoding performance. How to find the optimized labeling schemes will be discussed in Section 8.4.

The demappers at stations A and B work as follows. In each iteration, the soft-output demapper of station A calculates the a posteriori LLR values \( \Lambda_A(c^i_R) \) for each of the coded
Fig. 8.3: 8PSK labeling schemes, single transmit antenna case.
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bit $c^i_R$, $i \in \{1, \cdots, mN_R\}$ associated with $y_A$ [107]:

$$\Lambda_A(c^i_R) = \ln \frac{p(c^i_R = 1|y_A)}{p(c^i_R = 0|y_A)} = \min_{s_R \in \lambda^i_R} \frac{||y_A - H_A s_R||^2}{\sigma^2_A} - \min_{s_R \in \lambda^0_R} \frac{||y_A - H_A s_R||^2}{\sigma^2_A}$$

(8.7)

$$\approx \frac{\min_{s_R \in \lambda^i_R} ||y_A - H_A s_R||^2}{\sigma^2_A} - \min_{s_R \in \lambda^0_R} \frac{||y_A - H_A s_R||^2}{\sigma^2_A}$$

(8.8)

where $\lambda^i_R$ and $\lambda^0_R$ represent the sets of transmit symbol vectors whose $i$th bit labeling is 1 and 0, respectively. Similarly, the a posteriori LLR values $\Lambda_B(c^i_R)$ for the coded bits $c^i_R$, $i \in \{1, \cdots, nN_R\}$ are calculated at the demapper $B$ as

$$\Lambda_B(c^i_R) = \ln \frac{p(c^i_R = 1|y_B)}{p(c^i_R = 0|y_B)} = \min_{s_R \in S^i_R} \frac{||y_B - H_B s_R||^2}{\sigma^2_B} - \min_{s_R \in S^0_R} \frac{||y_B - H_B s_R||^2}{\sigma^2_B}$$

(8.9)

$$\approx \frac{\min_{s_R \in S^i_R} ||y_B - H_B s_R||^2}{\sigma^2_B} - \min_{s_R \in S^0_R} \frac{||y_B - H_B s_R||^2}{\sigma^2_B}$$

(8.10)

where $S^i_R$ and $S^0_R$ represent the sets of transmit symbol vectors whose $i$th bit labeling is 1 and 0 in the constellation subset $S(c^{mN_R}_B, \cdots, c^{nN_R+1}_B)$, respectively.

In order to avoid error propagation, the a priori LLRs $\gamma_A(c^i_R)$ and $\gamma_B(c^i_R)$ from the feedback of the channel decoders are subtracted from $\Lambda_A(c^i_R)$ and $\Lambda_B(c^i_R)$ to generate the extrinsic LLRs $\lambda_A(c^i_R)$ and $\lambda_B(c^i_R)$ as:

$$\lambda_A(c^i_R) = \Lambda_A(c^i_R) - \gamma_A(c^i_R), \quad i \in \{1, \cdots, mN_R\}$$

(8.11)

$$\lambda_B(c^i_R) = \Lambda_B(c^i_R) - \gamma_B(c^i_R), \quad i \in \{1, \cdots, nN_R\}$$

(8.12)

8.3.2.2 LLR values of $\{c_A\}$ and $\{c_B\}$

The output of the demappers are the LLR values for $\{c_R\}$. They must be converted to the LLR values for $\{c_A\}$ and $\{c_B\}$ for channel decoding. This is accomplished by the “$\mathbb{E}$” module.

The sign of each LLR value shows the estimate that the corresponding bit is 1 or 0, and its absolute value represents the reliability of such estimation. For $i \in \{1, \cdots, nN_R\}$, we have $c^i_B \oplus c^i_A = c^i_R$. The bit $c^i_B$ (resp. $c^i_A$) differs with $c^i_R$ only when $c^i_A = 1$ (resp. $c^i_B = 1$). Given the LLR value $\lambda$ of $c^i_R$ and the known bit $c$ (i.e., $c^i_A$ or $c^i_B$), the LLR value of the unknown bit (i.e., $c^i_B$ or $c^i_A$) can be calculated as

$$\lambda \oplus c = \begin{cases} 
\lambda, & \text{if } c = 0, \\
-\lambda, & \text{if } c = 1.
\end{cases}$$

(8.13)
That is, the “⊞” module flips the sign of \( \lambda \) according to the corresponding input bit \( c \). Since each bit \( c \) is perfectly known, it does not change the reliability of the decoded bits.

After the “⊞” module, the LLR values for \( \{c_A\} \) and \( \{c_B\} \) are given to the input of the convolutional decoder, where the BCJR algorithm [14] is applied. Similar to the demapper, extrinsic LLR values for the coded bits are generated at the output of convolutional decoders. The feedback LLR values for \( \{c_R\} \) are calculated according to the outputs of the channel decoder and the bit sequence \( \{\tilde{c}_A\} \) and \( \{c_B\} \) again using the “⊞” module. In the final iteration, the decoder outputs the hard decisions on the information bits. The overall workflow of the iterative receivers is summarized in Algorithm 7.

**Algorithm 7** Workflow of receivers at stations A and B

**Initialize:**
1. Obtain \( \{\tilde{c}_A\} \) and \( \{c_B\} \) at A and B.
2. Set \( \{\gamma_A(c_R)\} = \{0\} \) and \( \{\gamma_B(c_R)\} = \{0\} \).
3. Set \( l = 0 \).

repeat
1. Update \( l = l + 1 \); In the \( l \)th iteration (\( l \geq 1 \)):
2. Construct \( S(c_B^{mN_R}, \cdots, c_B^{nN_R+1}) \) according to (8.6) at station B;
3. Calculate \( \lambda_A(c^i_R) \) and \( \lambda_B(c^i_R) \) according to (8.7)–(8.12) at stations A and B;
4. Calculate \( \lambda_A(c^i_B) = \lambda_A(c^i_R) \oplus \tilde{c}_A, \forall i \in \{1, \cdots, mN_R\} \) and \( \lambda_B(c^i_A) = \lambda_B(c^i_R) \oplus c^i_B, \forall i \in \{1, \cdots, nN_R\} \) according to (8.13);
5. Deinterleave \( \{\lambda_A(c_B)\} \) and \( \{\lambda_B(c_A)\} \); feed them to channel decoders;
6. Interleave the channel decoder outputs;
7. Calculate \( \gamma_A(c^i_A) = \gamma_A(c^i_B) \oplus \tilde{c}_A, \forall i \in \{1, \cdots, mN_R\} \) and \( \gamma_B(c^i_A) = \gamma_B(c^i_B) \oplus c^i_B, \forall i \in \{1, \cdots, nN_R\} \) according to (8.13);
8. Feed \( \gamma_A(c_R) \) and \( \gamma_B(c_R) \) to the demappers;

until \( \text{BER}^{(l)} - \text{BER}^{(l-1)} \leq \epsilon \), or maximum number of iteration is reached.

Generate the output information bits \( \{\hat{b}_A\} \) and \( \{\hat{b}_B\} \).

### 8.4 Optimized Signal Labeling

This section discusses the criteria and methods for finding the optimized signal labeling of the transmit symbol constellation at the relay. We consider two criteria: one is based on the error bound of the decoding performance at receivers in high SNR regime, and the other is based on the mutual information in coded modulations. Both single and multiple antenna transmissions are considered. For simplicity, we assume \( N_A = N_B \triangleq N \).
8.4 Optimized Signal Labeling

8.4.1 Optimization Criterion Based on Error Bounds

For BICM-ID systems, the asymptotic decoding performance at the receivers in high SNR regime can be characterized by the pairwise error probability (PEP). Let $c$ and $\hat{c}$ denote two transmit codewords with Hamming distance $d$. $P(c \rightarrow \hat{c})$ denotes the PEP that the decoder chooses $\hat{c}$ instead of the transmitted bit sequence $c$. Assuming perfect interleaving and averaged over all symbols and bit positions, $P(c \rightarrow \hat{c})$ at receiver $A$ can be bounded using the union bound by

$$P(c \rightarrow \hat{c}) \leq E^d$$

where $E_i = \frac{1}{mN_R \cdot 2^{mN_R}} \sum_{i=1}^{mN_R} \sum_{b=0}^{1} \sum_{s_R \in X_i^{(b)}} \sum_{\hat{s}_R \in X_i^{(\bar{b})}} P(s_R \rightarrow \hat{s}_R)$

(8.14)

(8.15)

where $\bar{b} = 1 - b$ for $b \in \{0, 1\}$, and $P(s_R \rightarrow \hat{s}_R)$ denotes the PEP between symbol vector $s_R$ and $\hat{s}_R$ in the symbol constellation. $X_i^{(b)}$ and $X_i^{(\bar{b})}$ in (8.15) denote the two sets of symbol vectors that only differ on their $i$th bit labeling. In high SNR regime and after a sufficient number of iterations, we assume the channel decoder feeds back perfect information about the other unknown bits of each symbol vector. That is why we only consider the PEP between symbol vectors $s_R$ and $\hat{s}_R$ that only differ by one bit in their labeling.

According to the signal model at stations $A$ in (8.2), the conditional the PEP that $\hat{s}_R$ is selected when $s_R$ is transmitted for a given channel matrix realization $H_A$ can be expressed as

$$P(s_R \rightarrow \hat{s}_R \mid H_A) = Q\left(\frac{1}{2\sigma_A^2}\|H_A(s_R - \hat{s}_R)\|^2\right)$$

(8.16)

The expression in (8.16) can be bounded by the Chernoff bound as

$$P(s_R \rightarrow \hat{s}_R \mid H_A) \leq \exp\left(-\frac{1}{4\sigma_A^2}\|H_A(s_R - \hat{s}_R)\|^2\right)$$

(8.17)

We can now average this conditional PEP over the statistics of the channel matrix $H_A$. Assuming that the channel path coefficients in $H_A$ are i.i.d. $CN(0, 1)$ random variables, i.e., complex-valued zero-mean Gaussian spatially white channel, the average of the PEP in (8.17) over the statistics of the channel path coefficients yields the upper bound on the
average PEP as [222]

\[
P(s_R \rightarrow \hat{s}_R) \leq E_{H_A} \left\{ \exp \left( -\frac{1}{4\sigma_A^2} \|H_A(s_R - \hat{s}_R)\|^2 \right) \right\} \leq \frac{1}{\det \left[ I_{N_R} + \frac{1}{4\sigma_A^2}(s_R - \hat{s}_R)(s_R - \hat{s}_R)^H \right]^{N_A}} \tag{8.18}
\]

\[
\left( 1 + \frac{1}{4\sigma_A^2} \|s_R - \hat{s}_R\|^2 \right)^{-N_A} \tag{8.19}
\]

At high SNR regime, i.e., when \(\|s_R - \hat{s}_R\|^2/(4\sigma_A^2) \gg 1\), the PEP in (8.18) may be upper bounded by

\[
P(s_R \rightarrow \hat{s}_R) \leq (4\sigma_A^2)^{N_A} \cdot \frac{1}{\|s_R - \hat{s}_R\|^{2N_A}} \tag{8.21}
\]

By substituting (8.21) in (8.15), we can show that \(E\) may be upper bounded in i.i.d. Rayleigh fading channels by the Chernoff bound as,

\[
E \leq c_D \cdot D \tag{8.22}
\]

where \(c_D\) is a constant that is not related to the labeling, and

\[
D = \frac{1}{mN_R \cdot 2^{nN_R}} \sum_{i=1}^{mN_R} \sum_{b=0}^{1} \sum_{s_R \in S_i^{(b)}} \sum_{\hat{s}_R \in \hat{S}_i^{(b)}} \frac{1}{\|s_R - \hat{s}_R\|^{2N_A}} \tag{8.23}
\]

where \(D\) provides a measure for the decoding error bound in high SNR regime. By minimizing \(D\) in (8.23), we correspondingly minimize the error bound of \(P(c \rightarrow \hat{c})\) in high SNR at receiver \(A\) in (8.15).

Following the same discussions as for the error bounds at receiver \(A\), a similar measure for the decoding performance at receiver \(B\) in high SNR regime can be derived. For given \(n\) and the a priori known bits \(c^{(a)} = [c_B^{mN_R}, \ldots, c_B^{nN_R+1}]\), the demapping at station \(B\) is performed on \(S(c^{(a)})\), which is a subset of the constellation \(\mathcal{X}\). We define

\[
D_S(c^{(a)}) = \frac{1}{nN_R \cdot 2^{nN_R}} \sum_{i=1}^{nN_R} \sum_{b=0}^{1} \sum_{s_R \in S_i^{(b)}} \sum_{\hat{s}_R \in \hat{S}_i^{(b)}} \frac{1}{\|s_R - \hat{s}_R\|^{2N_B}} \tag{8.24}
\]

where \(S_i^{(b)}\) and \(\hat{S}_i^{(b)}\) in (8.24) denote the two sets of symbol vectors that only differ on their \(i\)th bit labeling within the subset \(S(c^{(a)})\). Since the bits \([c_B^{mN_R}, \ldots, c_B^{nN_R+1}]\) are random in the system, all of their possible realizations must be considered. For given \(n\), the worst-case
PEP bound, which determines the decoding performance in high SNR regime at station B, can be minimized by minimizing the following measure

$$D^n_S = \max_{c^{(a)}} D_S(c^{(a)}),$$  (8.25) 

for all possible realizations of $[c_B^{mN_R}, \ldots, c_B^{mN_R+1}]$, where $c_B^i \in \{0, 1\}$, $i = nN_R + 1, \ldots, mN_R$.

### 8.4.2 Optimization Criterion Based on Mutual Information

Another criterion for optimizing the signal labeling at the relay is based on the mutual information between the transmitted signal and the received signal, which is also called the constellation constrained capacity. For a given constellation and the number of a priori known bits $n$ in each transmit symbol, our goal is to maximize the mutual information between the transmit symbol vector and the received signals at stations A and B. Unlike the criterion based on the error bounds, the mutual information criterion is an information theoretical criterion. In order to achieve the mutual information, capacity-achieving codes, such as turbo codes, are usually required to be applied in the system. Nevertheless, the mutual information provides an optimization criterion for the system performance limit.

According to the signal model at stations A in (8.2), the mutual information between the transmitted symbol vector $s_R$ at the relay and the received signal vector $y_A$ with the given channel matrix $H_A$ can be expressed as

$$I(s_R; y_A|H_A) = H(s_R|H_A) - H(s_R|y_A, H_A)$$

(8.26)

$$= H(s_R) - H(s_R|y_A, H_A)$$

(8.27)

where $H(s_R)$ is the entropy of the transmitted symbol vector. Under the assumption that each symbol vector is transmitted with equal probability, we have $H(s_R) = \log |\mathcal{X}| = mN_R$, where $|\mathcal{X}|$ denotes the cardinality of the constellation $\mathcal{X}$. By using Bayes’ rule and observing that the a priori probabilities for all symbol vectors $s_R$ are equal, we have

$$H(s_R|y_A, H_A) = E_{s_R,y_A} \left[ \log \frac{1}{p(s_R|y_A, H_A)} \right]$$

(8.28)

$$= E_{s_R,y_A} \left[ \log \frac{\sum_{s_R \in \mathcal{X}} p(y_A|s_R, H_A)}{p(y_A|s_R, H_A)} \right].$$

(8.29)
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So for the given channel \( H_A \), we have

\[
I(s_R; y_A|H_A) = H(s_R) - H(s_R|y_A; H_A) \tag{8.30}
\]

\[
= mN_R - E_{s_R,y_A} \left[ \log \frac{\sum_{\tilde{s}_R \in X} p(y_A|\tilde{s}_R, H_A)}{p(y_A|s_R, H_A)} \right] \tag{8.31}
\]

Here the noise vector at station A is Gaussian, i.e., \( n_A \sim CN(0, \sigma^2_A I_{N_A}) \). So we have

\[
p(y_A|s_R, H_A) = \frac{1}{(\pi \sigma^2_A)^{N_A}} \exp \left( -\frac{1}{\sigma^2_A} \| y_A - H_A s_R \|^2 \right). \tag{8.32}
\]

For a fast fading channel, the ergodic mutual information \( I(s_R; y_A) \) can be expressed as

\[
I(s_R; y_A) = E_{H_A} \{ I(s_R; y_A|H_A) \} \tag{8.33}
\]

\[
= mN_R - E_{s_R,y_A,H_A} \left[ \log \frac{\sum_{\tilde{s}_R \in X} p(y_A|\tilde{s}_R, H_A)}{p(y_A|s_R, H_A)} \right] \tag{8.34}
\]

Here the expectation is taken with respect to the equally generated symbol vector \( s_R \), the Rayleigh fading channel \( H_A \) and the correspondingly received signal \( y_A \) according to (8.2).

For a given constellation, there is no closed-form expression for the mutual information. However, the mutual information can be evaluated by Monte Carlo simulations according to (8.34). In order to find the signal labeling that maximize the mutual information \( I(s_R; y_A) \), we can equivalently define the cost function as

\[
D = E_{s_R,y_A,H_A} \left[ \log \frac{\sum_{\tilde{s}_R \in X} p(y_A|\tilde{s}_R, H_A)}{p(y_A|s_R, H_A)} \right], \tag{8.35}
\]

which is to be minimized. Note the mutual information and the corresponding cost function \( D \) depends on the noise variance \( \sigma^2_A \), i.e., the SNR at station A. Since we generate the signal \( s_R \) equally likely, we can write

\[
E_{s_R,y_A,H_A}[\cdot] = \frac{1}{|X|} \sum_{s_R \in X} E_{y_A,H_A}[\cdot]. \tag{8.36}
\]

where \( H_A \) is generated according to an i.i.d. Rayleigh fading channel.

Following the same discussions as for the mutual information between the transmitted symbol and the received signal at receiver A, the mutual information between the transmitted symbol and the received signal at receiver B can also be derived. For given \( n \) and the \textit{a priori} known bits \( c^{(a)} = [c_B^{mN_R}, \cdots, c_B^{N_R+1}] \), the mutual information between the transmitted
symbol $s_R$ and the received signal $y_B$ at receiver $B$ can be expressed as

$$I(s_R; y_B|c^{(a)}) = H(s_R|c^{(a)}) - H(s_R|y_B, c^{(a)})$$

(8.37)

$$= n N_R - E_{s_R, y_B, H_B} \left[ \log \frac{\sum_{\tilde{s}_R \in S(c^{(a)})} p(y_B|\tilde{s}_R, H_B)}{p(y_B|s_R, H_B)} \right]$$

(8.38)

Here the noise vector at station $B$ is Gaussian, i.e., $n_B \sim \mathcal{CN}(0, \sigma_B^2 I_{N_A})$. So we have

$$p(y_B|s_R, H_B) = \frac{1}{(\pi \sigma_B^2 y_B)^{N_B}} \exp \left( -\frac{1}{\sigma_B^2} \|y_B - H_B s_R\|^2 \right).$$

(8.39)

The realizations of $c^{(a)}$ happen with equal probability, the mutual information $I(s_R; y_B|c^{(a)})$ averaged over all the possible realizations of $c^{(a)}$ can be expressed as

$$I(s_R; y_B) = E_{c^{(a)}} \left\{ I(s_R; y_B|c^{(a)}) \right\}$$

(8.40)

$$= \frac{1}{2^m - n} \sum_{c^{(a)}} \left[ I(s_R; y_B|c^{(a)}) \right].$$

(8.41)

In order to maximize the mutual information $I(s_R; y_B)$, we can equivalently define the cost function

$$D^n_S = E_{c^{(a)}, s_R, y_B, H_B} \left[ \log \frac{\sum_{\tilde{s}_R \in S(c^{(a)})} p(y_B|\tilde{s}_R, H_B)}{p(y_B|s_R, H_B)} \right]$$

(8.42)

where the transmit symbol vector $s_R$ is chosen in the constellation subset $S(c^{(a)})$ with equal probability, and

$$E_{c^{(a)}, s_R, y_A, H_A}[\cdot] = \frac{1}{|S(c^{(a)})|} \sum_{s_R \in S(c^{(a)})} E_{y_A, H_A, c^{(a)}}[\cdot].$$

(8.43)

### 8.4.3 Optimized Labeling

#### 8.4.3.1 Optimized Labeling for Criterion Based on Error Bounds

In a two-way relaying system, the decoding performance at stations $A$ and $B$ have to be both considered. This is a multi-objective optimization problem. For given $m$ and $n$, we propose to find labeling schemes that minimize the cost function $D + w \cdot D^n_S$ for the criterion based on the error bounds, where $D$ and $D^n_S$ are defined in (8.23) and (8.25), respectively. $w > 0$ is the weighting factor. When the constellation size is large, search exhaustively for the optimum labeling that minimizes the cost function becomes impossible. So we applied the binary switching algorithm [200] to search for the optimized labeling (see Appendix 8.7.1).
the optimized labeling scheme as shown in Fig. 8.4(a). When \( N_R \) is equal to 2, the 8PSK symbol on each antenna is indicated as in Fig. 8.4(b), and the optimized labeling assignment is shown in Table 8.1, which shows how each antenna is indicated as in Fig. 8.4(b), and the optimized labeling assignment is shown in Table 8.1, which shows how \( c_R \) in decimal format is mapped to the symbol vector \([x_i, x_j]^T\) on the two antennas. For example, \( c_R = 000000 \) is mapped to the symbol vector \( s_R = [x_3, x_4]^T \).

### Table 8.1: Optimized 8PSK labeling scheme, \( N_R = 2 \)

<table>
<thead>
<tr>
<th>( 0 )</th>
<th>( (x_3, x_4) )</th>
<th>( 1 )</th>
<th>( (x_6, x_0) )</th>
<th>( 2 )</th>
<th>( (x_7, x_7) )</th>
<th>( 3 )</th>
<th>( (x_1, x_3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4 )</td>
<td>( (x_7, x_0) )</td>
<td>( 5 )</td>
<td>( (x_2, x_4) )</td>
<td>( 6 )</td>
<td>( (x_4, x_3) )</td>
<td>( 7 )</td>
<td>( (x_6, x_7) )</td>
</tr>
<tr>
<td>( 8 )</td>
<td>( (x_1, x_1) )</td>
<td>( 9 )</td>
<td>( (x_4, x_4) )</td>
<td>( 10 )</td>
<td>( (x_5, x_3) )</td>
<td>( 11 )</td>
<td>( (x_1, x_7) )</td>
</tr>
<tr>
<td>( 12 )</td>
<td>( (x_5, x_5) )</td>
<td>( 13 )</td>
<td>( (x_0, x_0) )</td>
<td>( 14 )</td>
<td>( (x_1, x_6) )</td>
<td>( 15 )</td>
<td>( (x_4, x_2) )</td>
</tr>
<tr>
<td>( 16 )</td>
<td>( (x_7, x_1) )</td>
<td>( 17 )</td>
<td>( (x_2, x_5) )</td>
<td>( 18 )</td>
<td>( (x_3, x_3) )</td>
<td>( 19 )</td>
<td>( (x_5, x_0) )</td>
</tr>
<tr>
<td>( 20 )</td>
<td>( (x_3, x_5) )</td>
<td>( 21 )</td>
<td>( (x_6, x_1) )</td>
<td>( 22 )</td>
<td>( (x_7, x_6) )</td>
<td>( 23 )</td>
<td>( (x_2, x_3) )</td>
</tr>
<tr>
<td>( 24 )</td>
<td>( (x_5, x_6) )</td>
<td>( 25 )</td>
<td>( (x_0, x_1) )</td>
<td>( 26 )</td>
<td>( (x_1, x_0) )</td>
<td>( 27 )</td>
<td>( (x_5, x_4) )</td>
</tr>
<tr>
<td>( 28 )</td>
<td>( (x_1, x_2) )</td>
<td>( 29 )</td>
<td>( (x_4, x_5) )</td>
<td>( 30 )</td>
<td>( (x_5, x_2) )</td>
<td>( 31 )</td>
<td>( (x_0, x_7) )</td>
</tr>
<tr>
<td>( 32 )</td>
<td>( (x_5, x_1) )</td>
<td>( 33 )</td>
<td>( (x_0, x_4) )</td>
<td>( 34 )</td>
<td>( (x_1, x_4) )</td>
<td>( 35 )</td>
<td>( (x_4, x_7) )</td>
</tr>
<tr>
<td>( 36 )</td>
<td>( (x_0, x_5) )</td>
<td>( 37 )</td>
<td>( (x_4, x_0) )</td>
<td>( 38 )</td>
<td>( (x_3, x_7) )</td>
<td>( 39 )</td>
<td>( (x_0, x_2) )</td>
</tr>
<tr>
<td>( 40 )</td>
<td>( (x_7, x_5) )</td>
<td>( 41 )</td>
<td>( (x_2, x_0) )</td>
<td>( 42 )</td>
<td>( (x_3, x_0) )</td>
<td>( 43 )</td>
<td>( (x_7, x_3) )</td>
</tr>
<tr>
<td>( 44 )</td>
<td>( (x_2, x_1) )</td>
<td>( 45 )</td>
<td>( (x_6, x_4) )</td>
<td>( 46 )</td>
<td>( (x_6, x_3) )</td>
<td>( 47 )</td>
<td>( (x_3, x_6) )</td>
</tr>
<tr>
<td>( 48 )</td>
<td>( (x_1, x_3) )</td>
<td>( 49 )</td>
<td>( (x_4, x_1) )</td>
<td>( 50 )</td>
<td>( (x_5, x_7) )</td>
<td>( 51 )</td>
<td>( (x_0, x_3) )</td>
</tr>
<tr>
<td>( 52 )</td>
<td>( (x_3, x_1) )</td>
<td>( 53 )</td>
<td>( (x_0, x_6) )</td>
<td>( 54 )</td>
<td>( (x_7, x_2) )</td>
<td>( 55 )</td>
<td>( (x_4, x_6) )</td>
</tr>
<tr>
<td>( 56 )</td>
<td>( (x_3, x_2) )</td>
<td>( 57 )</td>
<td>( (x_6, x_5) )</td>
<td>( 58 )</td>
<td>( (x_7, x_4) )</td>
<td>( 59 )</td>
<td>( (x_2, x_7) )</td>
</tr>
<tr>
<td>( 60 )</td>
<td>( (x_6, x_6) )</td>
<td>( 61 )</td>
<td>( (x_2, x_2) )</td>
<td>( 62 )</td>
<td>( (x_2, x_6) )</td>
<td>( 63 )</td>
<td>( (x_6, x_2) )</td>
</tr>
</tbody>
</table>

Here \( w \) is set to be 1.

Considering the case that the relay employs 8PSK constellation on each antenna, we selected the labeling schemes that work well for both \( n = 2 \) and 1. When \( N_R = 1 \), we found the optimized labeling scheme as shown in Fig. 8.4(a). When \( N_R = 2 \), the 8PSK symbol on each antenna is indicated as in Fig. 8.4(b), and the optimized labeling assignment is shown in Table 8.1, which shows how \( c_R \) in decimal format is mapped to the symbol vector \([x_i, x_j]^T\) on the two antennas. For example, \( c_R = 000000 \) is mapped to the symbol vector \( s_R = [x_3, x_4]^T \).

#### 8.4.3.2 Optimized Labeling for Criterion Based on Mutual Information

For a given transmit symbol vector constellation \( \mathcal{X} \) at the relay, the mutual information \( I(s_R; y_A) \) between the transmit symbol vector \( s_R \) and the received signal \( y_A \) does not depend on the signal labeling. For the given number of \( a \) priori known bits \( n \) in each transmit symbol vector, we only need to find the signal labeling that leads to the minimum of the cost function \( D_R^S \) in (8.42). When the constellation is large, it is difficult to search exhaustively for the optimum labeling that minimizes the cost function \( D_R^S \) in (8.42). So we applied the binary switching algorithm [200] to search for the optimized labeling (see Appendix 8.7.1). Since it only finds local minimum of cost functions, several round of random initialization is required to search for the global optimum. It is found that set-partitioning (SP) labeling (as shown in Fig. 8.3(b)) is optimum for the 8PSK constellation, i.e., it has higher mutual
8.4 Optimized Signal Labeling

(a) Optimized labeling, $N_R = 1$

(b) Symbol indication on each antenna

**Fig. 8.4:** 8PSK labeling scheme and symbol indication
information than other labeling schemes when \( n = 1, 2 \) for the 8PSK constellation. In fact, SP labeling itself is a local minimum of the cost function.

### 8.5 Simulation Results

In this section, we show the performance of the proposed asymmetric data rate transmission scheme. In particular, we compare the performance of the optimized labeling schemes with conventional ones (Gray and SP labeling on each antenna). At the relay transmitter, we use a convolutional encoder with coding rate \( r = 1/2 \) and generator \( (4, 7)_{8} \) in octal representation. The interleaver length is 12000 bits. The data from the relay is transmitted using the OFDM technique with 1024 subcarriers. Each subcarrier corresponds to a Rayleigh fading channel and the channel of each subcarrier remains constant for two OFDM symbols.

The simulated BER performance is shown in Fig. 8.5. The transmission on each relay antenna employs 8PSK symbols \( (m = 3) \). Since the transmissions to stations A and B do not interfere with each other, we show their performance in the same figures. The “SNR” on the \( x \)-axis represents \( P_R/\sigma^2 \) for transmission to Station A and \( P_R/\sigma^2_B \) for transmission to Station B. The comparison of the required SNR at \( BER = 10^{-4} \) is also shown in Table 8.2. Note the optimized labeling is found by minimizing its error bound at the high SNR regime.

Fig. 8.5(a) considers the case \( N_A = N_R = N_B = 1 \), where the information data rate to Station A is \( r \cdot m N_R = 1.5\text{bits/transmission (bpt)} \), and the data rate to Station B is 1bpt \( (n = 2) \) in Fig. 8.5(a). With the SP and the optimized labeling, Fig. 8.5(a) shows that Station B can decode at lower SNR compared to Station A by exploiting the \emph{a priori} bit information subject to certain BER constraints. When \( BER = 10^{-4} \), the required SNR at Station B is 3.2dB lower than that of Station A for SP labeling. The optimized labeling outperforms the SP labeling by achieving lower BER at the high SNR regime (see Fig. 8.5(a)). However,
8.5 Simulation Results

(a) BER performance, 15 iterations, $N_A = N_R = N_B = 1$

(b) BER performance, 15 iterations, $N_A = N_R = N_B = 2$

Fig. 8.5: BER performance at stations A and B, $N_R = 1$ or 2. The “bpt” stands for bit/transmission.
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it may lead to worse BER in low SNR. With Gray labeling, the decoding performance at Station B does not improve compared to Station A. This is because the average Euclidean distance between \( X_i^{(0)} \) and \( X_i^{(1)} \) is larger when \( i = 2 \) and 3 than when \( i = 1 \) for Gray labeling.

Fig. 8.5(b) shows the BER performance at stations A and B when \( N_A = N_R = N_B = 2 \). The information data rate to Station A is \( r \cdot mN_R = 3 \) bpt, and the data rate to Station B is 2bpt (\( n = 2 \)) or 1bpt (\( n = 1 \)). Similar to Fig. 8.5(a), Gray labeling does not provide decoding benefits at Station B compared to Station A. Compared to Fig. 8.5(a), the advantage of the optimized labeling to the SP labeling is more obvious. Subject to BER = \( 10^{-4} \), the optimized labeling achieves coding gains of 4dB to the SP labeling for transmission to Station A. The BER bounds of 2bpt and 1bpt transmission for the optimized labeling converge at sufficiently high SNR in Fig. 8.5(b), which are lower than that of SP and Gray labeling.

The comparison of the mutual information for different labeling schemes using 8PSK constellation is shown in Fig. 8.6. Here we assume the channels \( H_A \) and \( H_B \) are i.i.d. Rayleigh fading. For the transmission to station A, the mutual information only depends on the transmit symbol constellation and not on the signal labeling. For the transmission to station B, the SP labeling outperforms other signal labeling schemes in the simulations. Fig. 8.6 compares the mutual information the SP labeling scheme and the Gray labeling for \( n = 1 \) and 2. For the SISO case (\( N_R = N_B = 1 \)) as in Fig. 8.6(b), the SP labeling outperforms the Gray labeling by about 4dB when \( n = 2 \) and the mutual information equals 1 bit. When \( n = 1 \) and the mutual information equals 0.5 bits, the SP labeling outperforms the Gray labeling by about 8dB for the SISO case (\( N_R = N_B = 1 \)). Similar observations can be obtained for the MIMO case (\( N_R = 2 \)) in Fig. 8.6(b).

8.6 Chapter Summary and Conclusions

In this chapter, we proposed a novel asymmetric data rate transmission scheme for the BRC phase of two-way DF relaying systems when network coding is applied. The idea is to exploit the a priori bit information in the transmit symbols at the weaker link so that it can decode at lower SNR compared to the stronger link. The signal labeling is shown to be crucial for the proposed scheme. We presented two criteria: one is based on the decoding error bound at high SNR, and the other is based on the mutual information to the weaker link receiver in the BRC phase. The methods to find the optimized signal labeling were also presented for systems with single or multiple antennas. We also showed that the optimized labeling can significantly outperform the conventional ones in such scenario.
Fig. 8.6: Mutual information comparison at stations A and B, $N_R = 1$ or 2. For station B, the number of unknown bits in each symbol at each transmit antenna $n = 1$ or 2.
8.7 Appendices

8.7.1 Binary Switching Algorithm

When the number of constellation points is large, the optimization of index assignments for a given constellation based on some criterion may be intractable if an exhaustive search has to be applied. The binary switching algorithm (BSA) was proposed for index optimization in vector quantization [273]. In the communication systems, the BSA can be applied for the index assignment problem so that an average cost is optimized [201]. However, since the BSA only finds a local optimum that depends on the initial mapping given to the input of the algorithm, several executions of the algorithm with random initial mappings as input are required to generate the presumed global optimum.

The BSA works as follows: First give an initial signal labeling for a given constellation to the BSA as an input. Calculate the cost of each symbol and the total cost for the signal labeling according to the cost functions defined in Section 8.4 based on the error bounds or the mutual information. Generate an ordered list of the symbols, sorted by decreasing costs. Pick the symbol with the highest cost in the list, which has the strongest contribution to a “bad” performance. Try to switch the index of this symbol with the index of another symbol, such that the decrease of the total cost due to switch is as large as possible. If no switch partner can be found for the symbol with the highest cost, the symbol with the second highest cost will be tried to be switched next. This process continues for symbols in the list with decreasing costs until a symbol is found that allows a switch that lowers the total cost. After a switch is performed, a new ordered list of symbols is generated, and the algorithm continues as described above until no further reduction of the total cost is possible. Since the BSA only finds a local optimum, several algorithm executions with random initial mappings may yield the presumed global optimum.

The BSA algorithm for finding the optimized labeling based on the error bounds is summarized in Algorithm 8. The BSA algorithm for finding the optimized labeling based on the mutual information is summarized in Algorithm 9. We only discuss the BSA for finding the optimized labeling according to the cost function at station B.
Algorithm 8 Binary switching algorithm for finding the optimized labeling based on the error bounds

<table>
<thead>
<tr>
<th>Input</th>
<th>$m$, $n$, $N_R$, $N_B$, the constellation points and initial labeling.</th>
</tr>
</thead>
<tbody>
<tr>
<td>repeat</td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Calculate $d_k = \sum_{s_R} |s_R - \hat{s}_R|^{-2N_B}$, where $s_R \in \mathcal{X}$ is the $k$th ($1 \leq k \leq 2^{mN_R}$) symbol vector in the constellation according to the current labeling assignment. $\hat{s}_R$ is the symbol vector whose labeling differs with that of $s_R$ by one bit (in the bit position $1, \ldots, nN_R$).</td>
</tr>
<tr>
<td>2.</td>
<td>Calculate $d = \sum_k d_k$.</td>
</tr>
<tr>
<td>3.</td>
<td>Sort $d_k$ in descending order. Let $\tilde{k} = \pi(k)$ represent the ordered list of indices (i.e., $\tilde{1} = \pi(1)$ is the index of the biggest $d_k$ and $\tilde{2m} = \pi(2^m)$ is the index of the smallest $d_k$).</td>
</tr>
<tr>
<td>for</td>
<td>$k = 1 : 2^{mN_B}$ do</td>
</tr>
<tr>
<td>Try:</td>
<td>Swap the symbol vectors corresponding to the labeling of $\tilde{k}$ and $k'$, $\forall k' \neq \tilde{k}$, and recalculate $d_j = \sum_{s_R} |s_R - \hat{s}_R|^{-2N_B}$ using the new labeling for each $s_R \in \mathcal{X}$.</td>
</tr>
<tr>
<td>Calculate</td>
<td>$d(k') = \sum_j d_j$.</td>
</tr>
<tr>
<td>if</td>
<td>$\min_{k'}(d(k')) &lt; d$ then</td>
</tr>
<tr>
<td>Swap the symbol vectors corresponding to the labeling of $\tilde{k}$ and $k_{\min}$, where $k_{\min} = \arg\min_{k'} d(k')$. Use it as the new labeling scheme.</td>
<td></td>
</tr>
<tr>
<td>jump out of the for loop.</td>
<td></td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>until</td>
<td>$k = 2^{mN_R}$ and $\min_{k'}(d(k')) &gt; d$ (i.e., we come to the smallest $d_k$ and there is no labeling to be switched for decreasing the total cost.)</td>
</tr>
</tbody>
</table>
Algorithm 9 Binary switching algorithm for finding the optimized labeling based on the mutual information

Input $m$, $n$, $N_R$, $N_B$, the constellation points and initial labeling.

repeat

1. Calculate $d_k = E_{y_B,H_B} \left( \log \sum_{s_R} \frac{p(y_B|s_R,H_B)}{p(y_B|s_R,H_B)} \right)$, where $s_R \in X$ is the $k$th $(1 \leq k \leq 2^m N_R)$ symbol vector in the constellation according to the current labeling assignment. $\tilde{s}_R$ is the symbol vector whose labeling differs with that of $s_R$ only in the bit position $1, \ldots, n N_R$.

2. Calculate $d = \sum_k d_k$.

3. Sort $d_k$ in descending order. Let $\tilde{k} = \pi(k)$ represent the ordered list of indices (i.e., $\tilde{1} = \pi(1)$ is the index of the biggest $d_k$ and $2^m = \pi(2^m)$ is the index of the smallest $d_k$) for $k = 1 : 2^m N_R$ do

   Try: Swap the symbol vectors corresponding to the labeling of $\tilde{k}$ and $k'$, $\forall k' \neq \tilde{k}$, and recalculate $d_j = E_{y_B,H_B} \left[ \log \sum_{s_R} \frac{p(y_B|s_R,H_B)}{p(y_B|s_R,H_B)} \right]$ using the new labeling for each $s_R \in X$.

   Calculate $d(k') = \sum_j d_j$.

   if $\min_{k'}(d(k')) < d$ then

   Swap the symbol vectors corresponding to the labeling of $\tilde{k}$ and $k_{\min}$, where $k_{\min} = \arg \min_{k'} d(k')$. Use it as the new labeling scheme.

   jump out of the for loop.

   end if

end for

until $k = 2^m N_R$ and $\min_{k'}(d(k')) > d$ (i.e., we come to the smallest $d_k$ and there is no labeling to be switched for decreasing the total cost.)
Chapter 9

Conclusions and Outlooks

This dissertation has considered the communication technologies in relaying systems with multiple antennas, especially in the MIMO two-way relaying systems. Both information-theoretic aspects and practical communication strategies have been proposed and analyzed. For the information-theoretic analysis, an analytical framework for the coverage of MIMO relaying systems based on an outage capacity criterion has been proposed. For MIMO two-way relaying systems, different data combining schemes at the relay have been compared based on their achievable rates. In addition, optimal time-division (TD) strategies for MIMO two-way decode-and-forward (DF) relaying systems have been proposed, which considerably increases the achievable rate regions of the system compared to the equal TD strategy. For the practical transmission schemes, we proposed the self-interference (SI) aided channel estimation and data detection schemes for the broadcast phase of two-way DF relaying systems. Such schemes exploit the SI in two-way DF relaying systems when the superposition coding (SPC) scheme is applied. When the network coding scheme is applied in two-way DF relaying systems, we proposed an asymmetric data rate transmission scheme that utilizes the known data bits at the receivers. Such a scheme exploits the \textit{a priori} known bits at the weak link receiver in the BRC phase.

9.1 Conclusions

After introducing the motivation of the dissertation in Chapter 1, the state-of-the-art summary of recent developments in modern wireless communications has been presented in Chapter 2, where we focused on three topics, namely, multi-antenna communications, relay communications and the two-way relaying communication. Those topics laid the foundation for the following discussions on MIMO relaying systems and MIMO two-way relaying systems in the rest of the dissertation.
Extending the coverage of cellular systems by placing dedicated relay stations has been an important motivation for incorporating relaying communication into cellular networks. An analytical framework for investigating the coverage extension in cellular systems using MIMO relays has been presented in Chapter 3, where we proposed the concepts of coverage angle and circular coverage range to describe the relation between the number of relay and the coverage extension in a cellular relaying network. The quality of service (QoS) requirement that determines the circular coverage range is based on an achievable outage capacity at the mobile stations. According to the QoS requirement, we provided upper and lower bounds, as well as an approximation, for the maximum circular coverage range when uniform power is allocated at the transmitters. Those proposals were verified by simulations.

In general, there are two ways of extending the coverage of cellular network: the first is to use more relay stations and the second is to place more antennas at those stations. Our simulations also showed that if the first hop channel is already very good, as is the case for most relaying systems, placing more antennas at the base station does not provide substantial additional coverage extension. In addition, if the channel knowledge is available at the transmitters for MIMO relaying systems, additional coverage range can be achieved by using the optimum transmit signal covariance matrices.

In modern wireless communication systems, e.g., cellular systems and wireless local area networks (WLAN), bidirectional information flows are common transmission scenarios where the two-way relaying protocols can be applied. The transmission strategies and the achievable rates for MIMO two-way amplify-and-forward (AF) and decode-and-forward (DF) relaying protocols have been discussed in Chapter 4. Equal time (or frequency) resources are allocated to the multiple access (MAC) and broadcast (BRC) phases. For the MIMO two-way DF relaying protocol, we discussed the different data combining schemes at the relay in the BRC phase, i.e., the superposition coding (SPC) scheme and the network coding scheme. Furthermore, we presented a method for characterizing the capacity region in the BRC phase channel, i.e., the bidirectional broadcast channel, and calculating the maximum achievable sum rate of MIMO two-way DF relaying systems. We showed that the two-way relaying protocol achieves substantial improvement in the spectral efficiency compared to conventional unidirectional relaying protocols whether or not the channel knowledge is available at the relay. By comparing the achievable sum rates when the channel knowledge is and is not available at the relay, we found that their difference increases with increasing ratio between number of relay antennas and number of node antennas. We further showed that the network coding scheme achieves nearly the optimal sum rate when the transmit channel knowledge is available at the relay. Whether the transmit channel knowledge is or is not
available at the relay, the two-way DF relaying protocol can significantly outperforms the two-way AF relaying protocol.

For the two-way DF relaying protocol, the MAC and BRC phase share the time (or frequency) resources. The allocation of the time (or frequency) resources among the MAC and BRC phases is called the time-division (TD) strategies. Chapter 4 considered equal TD strategies. In Chapter 5, the optimum TD strategies for MIMO two-way DF relaying systems were discussed. The methods that maximizes the achievable rate regions under the peak power constraint and the average power constraint were proposed. Simulation results showed that the achievable rate region can be significantly increased by choosing the optimum TD strategies. At high signal-to-noise ratio (SNR), the optimum TD strategies improve the ergodic sum rate when the MAC phase is the bottleneck of the system, e.g., when the sum of the number of antennas at the user stations is larger than that of the relay. Otherwise, the gain in ergodic sum rate by using the optimum TD strategies is small. However, the average achievable rate of one user given the QoS requirement of the other can still be increased a lot by using optimum TD strategies under both peak power and average power constraints.

In wireless communications, we are not only interested in the performance limits described from the information-theoretic aspects, but also practical transmission schemes that can be applied to real-world systems. The received data at the user stations contain the known data called self-interference (SI). The SI is unique in the two-way relaying protocols. The SI may be in the form of data symbols for the SPC scheme, or it may be in the form of data bits when the network coding scheme is applied. When the SPC scheme is applied in the two-way DF relaying protocol, we proposed the novel SI-aided channel estimation schemes for the BRC phase in Chapter 6. The channel estimates of the proposed schemes are obtained by exploiting the known data symbols in the SI that are inherent in the considered two-way DF relaying scenario. The proposed SI-aided channel estimation can be applied without pilots, which achieves higher bandwidth efficiency. On the other hand, the SI can also be used together with pilots to offer superior channel estimation performances than schemes that purely based on pilots. To the best of our knowledge, this is the first scheme that utilizes SI for channel estimation. Besides proposing the ideas of exploiting SI to estimate the channel, we provided the whole SI-aided iterative receiver structure. The performance analysis and simulation results showed that when the coherence interval in block-fading channels or the observation frame length in time-varying channels is long enough, the SI-aided channel estimation can eventually outperform the pure pilot-aided channel estimation in realistic scenarios. Our proposed scheme is particularly suitable for systems with large number of antennas and subcarriers or with high mobility stations, where the resource consumed by
conventional pilot-aided channel estimation had been considered as a big hindrance for the practical implementation of the system. We showed how SI-aided linear channel estimator could be integrated in commonly used receivers, e.g., the iterative receiver structure for channel estimation and data detection. Considering SI, we showed that only small modifications to existing receiver structures are required. The proposed scheme is particularly interesting for multi-carrier systems because SI can track the channel in all subcarriers, and there is no need of doing interpolations in time and frequency as for pilot-aided schemes.

In Chapter 7, we derived achievable rate expressions for bidirectional broadcast channels of two-way relaying systems when the SI-aided channel estimation scheme is applied. This scheme utilizes the SI to obtain an initial estimate of the channel and use data-aided approaches to improve the channel estimates. Simulation results showed that our scheme can achieve higher rates compared to traditional pilot-aided channel estimation schemes. The gain is relatively high in the low SNR regime. In high SNR regime, the performance of the SI-aided channel estimation scheme for 4QAM modulations is nearly as good as when perfect channel knowledge is available at the receivers.

We proposed a novel asymmetric data rate transmission scheme for the BRC phase of two-way DF relaying systems when network coding is applied in Chapter 8. The idea is to exploit the a priori bit information in the transmit symbols at the weaker link so that it can decode at lower SNR compared to the stronger link. We also showed that the optimized labeling can significantly outperform the conventional ones in such scenario. We discussed two optimization criteria in this chapter: one is based on the error bound when the receive SNR is asymptotically high, and the other is based on the mutual information when practical modulation schemes are applied. For the error bound criterion, we proposed optimized symbol labeling for 8PSK modulations considering both SISO and MIMO systems found by using the binary switching algorithm. For the mutual information criterion, we showed that the set-partitioning (SP) labeling is optimal compared to other labeling schemes.

9.2 Future Work

Many aspects of the analysis and design of communication techniques in spectrally efficient MIMO relaying systems have been elaborated in this dissertation. However, much work remains to be done for the real-world implementation of MIMO relaying networks, especially MIMO two-way relaying networks. The future work on this research subject may include the following categories.
For the analysis of coverage in cellular MIMO relaying networks, the impact of intracell and intercell interference may be considered in the future work. In this case, neighboring cells or different relay stations in the same cell may use the same frequency channel to serve their mobile users at the same time. Under this circumstance, multiple base stations or relay stations may transmit to the same user simultaneously, and coordination between those base or relay stations may be necessary. This will make the coverage analysis more complicated.

For the transmission techniques in MIMO two-way relaying system, the following topics may be important for further research:

- When the network coding scheme is applied in the BRC phase of two-way DF relaying systems, we only require the combined bit information after the XOR operation. It may be suboptimum to separately decode the two sets of data from the two user stations in the MAC phase as revealed by [161]. The lattice coding scheme proposed in [161] is of theoretical value. Practical coding design combining the network coding in the MAC phase, especially for wireless fading channels, may be the future direction of research.

- For two-way DF relaying systems, the relay has the soft bit information available after decoding in the MAC phase is completed. Such information is lost if only the XOR-ed bits after hard decision are transmitted back to the two user stations in the BRC phase. Transmission schemes that can retain the soft decoding information for the BRC phase transmission may further improve the system performance.

- For practical implementation of two-way relaying systems, synchronization for the transmission of the user stations in the MAC phase is an important issue. However, most previous work only considers perfect synchronization. Practical synchronization schemes for the two-way relaying systems are called for in future research.
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Notation

\[ \mathbb{N}, \mathbb{R}, \mathbb{C} \] The set of all natural, real and complex numbers, respectively.

\[ \mathbb{R}_+^N \] The set of all \( N \)-dimensional nonnegative real numbers.

\[ \mathbb{C}^{M \times N} \] The set of \( M \times N \) matrices with complex entries.

\( \mathbf{x} \) Vector \( \mathbf{x} \), boldface lowercase letters denote vectors.

\[ \| \mathbf{x} \| \] Euclidean norm of vector \( \mathbf{x} \), i.e., \( \| \mathbf{x} \| = \sqrt{\mathbf{x}^H \mathbf{x}} \).

\( \mathbf{X} \) Matrix \( \mathbf{X} \), boldface uppercase letters denote matrices.

\( \mathbf{X}^T \) Transpose of the matrix \( \mathbf{X} \).

\( \mathbf{X}^H \) Complex conjugate and transpose (Hermitian) of the matrix \( \mathbf{X} \).

\( \mathbf{X}^* \) Element-wise conjugate of the matrix \( \mathbf{X} \).

\( \mathbf{X}^{-1} \) Inverse of the matrix \( \mathbf{X} \).

\( \mathbf{X}^\dagger \) Moore-Penrose pseudo-inverse of the matrix \( \mathbf{X} \).

\( \det(\mathbf{X}) \) Determinant of the matrix \( \mathbf{X} \).

\( \text{tr}(\mathbf{X}) \) Trace of the matrix \( \mathbf{X} \).

\[ \| \mathbf{X} \|_F \] Frobenius norm of matrix \( \mathbf{X} \).

\( [\mathbf{X}]_{ij} \) \( i, j \)th component of the matrix \( \mathbf{X} \).

\( \mathbf{X} \succeq 0 \) Matrix \( \mathbf{X} \) is positive semidefinite.

\( \mathbf{I} \) or \( \mathbf{I}_N \) Identity matrix and identity matrix of dimension \( N \times N \), respectively.

\( \text{vec}(\mathbf{X}) \) Vector obtained by stacking the columns of the matrix \( \mathbf{X} \).

\( x \) Scalar \( x \).

\( \{a\} \) The sequence composed of elements \( a \).

\( (x)^+ \) Positive part of the real scalar \( x \), i.e., \( (x)^+ = \max\{0, x\} \).

\( I(x; y) \) Mutual information between random variables \( x \) and \( y \).

\( H(x) \) Entropy of random variables \( x \).
### Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CN(m, K)$</td>
<td>Circularly symmetric complex Gaussian vector distribution with mean $m$ and covariance matrix $K$.</td>
</tr>
<tr>
<td>$E_x { y }$</td>
<td>The expectation of $y$ with respect to the random variable $x$.</td>
</tr>
<tr>
<td>$P(\cdot)$</td>
<td>Probability.</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>Probability density function of the random variable $x$.</td>
</tr>
<tr>
<td>$O\left( g(x) \right)$</td>
<td>Landau symbol to denote that, if $f(x) = O\left( g(x) \right)$, then for sufficiently large values of $x$, $f(x)$ is at most a constant multiplied by $g(x)$ in absolute value.</td>
</tr>
<tr>
<td>$Q(x)$</td>
<td>The Q-function, i.e., $Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp(-t^2/2) , dt$.</td>
</tr>
<tr>
<td>$G(\cdot, \cdot)$</td>
<td>The regularized incomplete gamma function.</td>
</tr>
<tr>
<td>$\gamma(\cdot, \cdot)$</td>
<td>The lower incomplete Gamma function.</td>
</tr>
<tr>
<td>$\Gamma(\cdot)$</td>
<td>The Gamma function.</td>
</tr>
<tr>
<td>$</td>
<td>A</td>
</tr>
<tr>
<td>arg</td>
<td>Argument.</td>
</tr>
<tr>
<td>max, min</td>
<td>Maximum and minimum.</td>
</tr>
<tr>
<td>sup, inf</td>
<td>Supremum (lowest upper bound) and infimum (highest lower bound).</td>
</tr>
<tr>
<td>lim</td>
<td>Limit.</td>
</tr>
<tr>
<td>log(·)</td>
<td>Logarithm (with base 2 unless otherwise stated).</td>
</tr>
<tr>
<td>ln(·)</td>
<td>Natural logarithm.</td>
</tr>
<tr>
<td>$\max^*$</td>
<td>The max-star operator, where $\max^*(x, y) = \max(x, y) + \ln(1 + \exp(-</td>
</tr>
<tr>
<td>conv $C$</td>
<td>The convex hull of set $C$.</td>
</tr>
<tr>
<td>$\otimes$</td>
<td>Kronecker product.</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>Exclusive OR.</td>
</tr>
<tr>
<td>$\approx$</td>
<td>Approximately equal to.</td>
</tr>
<tr>
<td>$\gg$</td>
<td>Much greater than.</td>
</tr>
<tr>
<td>$\sim$</td>
<td>Distributed according to or asymptotically equivalent to.</td>
</tr>
<tr>
<td>$\propto$</td>
<td>Equal up to a scaling factor (proportional).</td>
</tr>
<tr>
<td>$\mapsto$</td>
<td>Map to.</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Gradient.</td>
</tr>
</tbody>
</table>
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