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ABSTRACT

Results are reported from a search for physics beyond the standard model in proton-proton collisions 
at a center-of-mass energy of $\sqrt{s} = 13\text{ TeV}$. The search uses a signature of a single lepton, large jet and 
bottom quark jet multiplicities, and high sum of large-radius jet masses, without any requirement on 
the missing transverse momentum in an event. The data sample corresponds to an integrated luminosity 
of 35.9 fb$^{-1}$ recorded by the CMS experiment at the LHC. No significant excess beyond the prediction 
from standard model processes is observed. The results are interpreted in terms of upper limits on the 
production cross section for $R$-parity violating supersymmetric extensions of the standard model using a 
benchmark model of gluino pair production, in which each gluino decays promptly via $g \rightarrow t\bar{t}$s. Gluinos 
with a mass below 1610 GeV are excluded at 95% confidence level.
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1. Introduction

Searches for physics beyond the standard model (SM) are motivated by several considerations, including theoretical problems associated with explaining the observed mass of the Higgs boson in the presence of quantum corrections (the hierarchy problem) [1], 
and astrophysical evidence for dark matter [2]. While the SM has been successful in describing a vast range of phenomena, its inability to address these theoretical and experimental issues makes it an incomplete description of fundamental particles and their interactions.

Supersymmetry (SUSY), a proposed extension of the SM, provides possible solutions to these problems [3–12]. The hierarchy problem can be addressed by SUSY models with a sufficiently low-mass top squark and gluino, and the lightest supersymmetric particle (LSP), if stable, is a potential dark matter candidate [1,13–16]. That stability is assured in R-parity conserving (RPC) SUSY models, where the R-parity of a particle is defined as $(-1)^{2S+3(I-\frac{3}{2})}$, with $S$, $I$, and $L$ denoting the spin, baryon number, and lepton number of the particle, respectively [17].

Recent searches at the CERN LHC have set stringent limits on RPC SUSY production, as mass limits for the models studied are reaching $\sim 1\text{ TeV}$ for the top squark [18–20] and $\sim 2\text{ TeV}$ [21–26] for the gluino. Due to these limits, there is mounting tension in the ability of RPC SUSY models to explain the hierarchy problem with little fine tuning. These RPC SUSY searches, however, typically require signatures with significant missing transverse momentum ($p_T^{\text{miss}}$) resulting from the undetected LSPs, while in $R$-parity violating (RPV) SUSY, the LSP is not stable and decays to SM particles, which removes the large $p_T^{\text{miss}}$ signature. Though this disfavors the LSP as a dark matter candidate, it allows RPV SUSY models to evade constraints from typical RPC SUSY searches.

Given that there is no fundamental theoretical reason for $R$-parity conservation, RPV SUSY yields an important class of models that can ease the tension between natural solutions to the hierarchy problem and current experimental limits. In addition, the absence of a $p_T^{\text{miss}}$ requirement can allow RPV SUSY searches to be sensitive to a parameter space of RPC SUSY where only a small amount of $p_T^{\text{miss}}$ is expected, such as in models where the mass splitting between the supersymmetric particles is small. Therefore, RPV SUSY searches help to complete the coverage of SUSY parameter space.

The additional $R$-parity violating terms in the superpotential are

$$W = \frac{1}{2}\lambda^{ijk} L_i L_j \tilde{e}_k + \lambda^{ij} Q_j Q_i \tilde{d}_k + \frac{1}{2}\lambda^{i} \tilde{H}_u \tilde{d}_k \tilde{L}_i + \mu \tilde{L}_i H_u, \quad (1)$$

Here $L_i$, $Q_j$, and $H_u$ are SU(2) doublets corresponding to leptons, quarks, and the Higgs boson, respectively. The fields $\tilde{e}_k$, $\tilde{d}_k$, and $\tilde{L}_i$ are the corresponding sneutrino, slepton, and neutralino, respectively.
\( \tilde{d}_j \) are the charged lepton, up-type quark, and down-type quark SU(2) singlets, while the various \( \lambda \) and \( \mu \) factors denote the coupling strengths for their corresponding interaction. Color indices are suppressed and letters \( i, j, k \) denote generation indices. More details on RPV SUSY can be found in Ref. [27].

This search is motivated by a particular model of \( R \)-parity violation, minimal flavor violating (MFV) SUSY [28], in which the \( R \)-parity violating couplings arise from the SM Yukawa couplings. This makes the third generation RPV couplings large and those of the first two generations small, which is consistent with the strong experimental constraints from proton decay searches on baryon and lepton number violation involving the lightest two generations [27]. The coupling \( \lambda^{t \tau b} \) must be antisymmetric in the last two indices because of gauge invariance, which requires \( \lambda^{t \tau b} \) to be 0. Therefore, the largest allowed RPV coupling is \( \lambda^{t \tau b} \).

Due to the high \( \tilde{g} \tilde{g} \) cross section and large value of \( \lambda^{t \tau b} \), a search for the pair production of gluinos that decay via \( \tilde{g} \rightarrow \tilde{t} \rightarrow t b s \) is well motivated. The simplified model [29,30] that is used in the interpretation makes several assumptions about the SUSY mass spectrum. It is assumed that squarks other than the top squark are much heavier than the gluino, so they do not affect the gluino decay, and the branching ratio of \( \tilde{g} \rightarrow \tilde{t} \rightarrow t b s \) is 100%. The top squark is assumed to be virtual in its decay. This results in a three-body decay, so searches for dijet resonances, i.e., \( \tilde{t} \rightarrow b s \), are not applicable in this scenario. It is further assumed that the gluinos decay promptly. An example diagram for this simplified model is shown in Fig. 1. Although this benchmark is used for interpreting results, the search is structured to be generically sensitive to high-mass signatures with large jet and bottom quark jet multiplicities and either little or no \( p_T^{\text{miss}} \), which are potential features of other models of physics beyond the SM. Previous limits on such MFV models were obtained by the ATLAS and CMS Collaborations at \( \sqrt{s} = 8 \text{ TeV} \) [31–33] and by the ATLAS Collaboration at \( \sqrt{s} = 13 \text{ TeV} \) [34], excluding gluino masses below \( \sim 1\text{ TeV} \) and 1.6 TeV, respectively.

This analysis searches in a single-lepton (electron or muon) final state for an excess of events with a large number of identified bottom quark (b-tagged) jets in regions determined as a function of the jet multiplicity and the sum of masses of large-radius jets, \( M_j \). Signal events are expected to contribute to this final state through the leptonic decay of one of the top quarks while populating the high jet multiplicity and high \( M_j \) kinematic regions due to the hadronic decay of the second top quark and the additional bottom and strange quark jets. The four b quarks, two from the top quark decays and two from the top squark decays, provide a high b-tagged jet multiplicity signature. The quantity \( M_t \) was proposed in phenomenological studies [35–37] and was first used for RPC SUSY searches by the ATLAS Collaboration in all-hadronic final states [38,39] and by the CMS Collaboration in single-lepton events [26,40].

2. The CMS detector, samples, and event selection

This search uses a sample of proton–proton collision data at a center-of-mass energy of \( \sqrt{s} = 13 \text{ TeV} \) corresponding to an integrated luminosity of 35.9 fb\(^{-1}\), which was collected by the CMS experiment during 2016. The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are the charged particle tracking systems, composed of silicon-pixel and silicon-strip detectors, and the calorimeter systems, consisting of a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter. Muons are identified and measured by gas-ionization detectors embedded in the magnetic flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, is given in Ref. [41].

The background predictions use Monte Carlo (MC) simulation samples with corrections to the normalization and shape of distributions measured in data control samples. MadGraph5\_aMC@NLO 2.2.2 is used in leading-order mode [42,43] to generate the \( \tilde{t} \tilde{f} \), \( W + \) jet, quantum chromodynamics multijet (QCD), and Drell–Yan backgrounds with extra partons. Comparison to a Powheg 2.0 [44–46] sample generated at next-to-leading order (NLO) shows that the NLO effects do not have a significant impact. The \( \tilde{tW} \), \( \tilf \), \( \tilft \), and \( \til{c} \) single top quark production backgrounds are generated with MadGraph5\_aMC@NLO 2.2.2 in NLO mode [47], while the \( \tilfW \), \( \tilW \), and \( s \)–channel single top quark processes are generated with Powheg 2.0. The \( \tilf \), \( W + \) jet, and QCD samples are generated with up to 2, 4, 2 extra partons, respectively. All samples are generated using a top quark mass of 172.5 GeV and with the NNPDF3.0 set of parton distribution functions (PDF) [48]. For the fragmentation and showering of partons, the generated samples are interfaced with PYTHIA 8.205 [49] and use the CUETP8M1 tune to describe the underlying event [50]. All samples use the highest precision cross sections available [51–57]. The detector response is simulated with GEANT4 [58]. Simulated samples are processed through the same reconstruction algorithms as the data.

The signal samples are generated to match two extra partons in leading-order mode and dynamic factorization and renormalization scales by MadGraph5\_aMC@NLO 2.2.2. The same fragmentation, parton showering, simulation, and event reconstruction procedure as for the background samples is used. The samples are normalized to NLO + next-to-leading logarithmic cross sections [59].

The reconstruction of objects in an event proceeds from the candidate particles identified by the particle-flow (PF) algorithm [60], which uses information from the tracker, calorimeters, and muon systems to identify the candidates as charged or neutral hadrons, photons, electrons, or muons. Charged-particle tracks are required to originate from the event primary vertex (PV), which is the reconstructed vertex with the largest value of summed physics-object squared transverse momentum \( p_T \). The physics objects used for the PV reconstruction are those returned by a jet finding algorithm [61,62] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the \( p_T \) of those objects. Electrons are reconstructed by pairing a charged-particle track with an ECAL supercluster [63]. The resulting electron candidates are required to have \( p_T > 20 \text{ GeV} \) and \( | \eta | < 2.5 \), and to satisfy identification criteria designed to remove hadrons misidentified as electrons, photon conversions, and electrons from heavy-flavor hadron decays. Muons are reconstructed by associating tracks in the muon system with those found in the silicon tracker [64]. Muon candidates are required to satisfy \( p_T > 20 \text{ GeV} \), \( | \eta | < 2.4 \),...
and identification criteria designed to select a high-purity muon sample. To preferentially select leptons that originate in the decay of W and Z bosons, leptons are required to be isolated from other PF candidates. The relative isolation of a particle \(r_{rel}\) is quantified using an optimized version of the mini-isolation variable \(I_{\text{mini}}\). Mini-isolation is computed as the scalar sum of the \(p_T\) of charged hadrons from the PV, neutral hadrons, and photons that are within a cone of radius \(R^{\text{mini-isolation}}\) surrounding the lepton momentum vector \(p_T^\ell\) in \(\eta-\phi\) space [65]. The cone radius \(R^{\text{mini-isolation}}\) varies with \(1/p_T^\ell\) according to

\[
R^{\text{mini-isolation}} = \begin{cases} 
0.2, & p_T^\ell \leq 50 \text{ GeV} \\
10 \text{ GeV}/p_T^\ell, & 50 < p_T^\ell \leq 200 \text{ GeV} \\
0.05, & p_T^\ell > 200 \text{ GeV}.
\end{cases}
\]

The \(p_T\)-dependent cone size reduces the rate of accidental overlaps between the lepton and jets in high-multiplicity or highly Lorentz-boosted events, particularly overlaps between bottom quark jets and leptons originating from a boosted top quark. Relative isolation is computed as \(r_{rel} = I_{\text{mini}}/p_T^\ell\) after subtraction of the average contribution from additional proton–proton collisions in the same bunch-crossing (pileup). To be considered isolated, electrons and muons must satisfy \(r_{rel} < 0.1\) and 0.2, respectively, where the different thresholds account for purity differences between electrons and muons.

The combined efficiency for the electron reconstruction, identification, and isolation requirements is about 50% at \(p_T^\ell\) of 20 GeV, increasing to 65% at 50 GeV, and reaching a plateau of 80% above 200 GeV. The corresponding efficiency for muons is about 70% at \(p_T^\ell\) of 20 GeV, increasing to 80% at 50 GeV, and reaching a plateau of 95% for \(p_T^\ell > 200\text{ GeV}\). Data-to-simulation corrections (scale factors) are applied for both electrons and muons to correct the simulated lepton selection efficiency to match that observed in data.

The charged PF candidates associated with the PV and the neutral PF candidates are clustered into jets using the anti-\(k_T\) algorithm [61] with distance parameter \(R = 0.4\), as implemented in the FASTJET package [62]. The estimated contribution to the jet \(p_T\) from neutral PF candidates produced by pileup is removed with a correction based on the area of the jet and the average energy density of the event [66]. The jet energy is calibrated using \(p_T\) and \(\eta\)-dependent corrections; the resulting calibrated jets are selected if they satisfy \(p_T > 30\text{ GeV}\) and \(|\eta| \leq 2.4\). Each jet must also meet loose identification requirements [67] to suppress, for example, calorimeter noise. Finally, jets that have PF constituents matched to the selected lepton are removed from the jet collection. These resulting jets are considered to be “small-\(R\)” jets.

The combined secondary vertex algorithm [68,69] is applied to each small-\(R\) jet to create a subset of b-tagged jets. The tagging efficiency for b jets in the range \(p_T^j = 30\) to 50 GeV is 60–67% (51–57%) in the barrel (endcap) and increases with \(p_T\). Above \(p_T = 150\text{ GeV}\) the efficiency decreases to \(\sim 50\%\). The probability to misidentify jets arising from c quarks is 13–15% (11–13%) in the barrel (endcap), while the misidentification probability for light-flavor quarks or gluons is 1–2%. Data-derived scale factors for the b tag efficiency and mistag rate are applied to simulation such that the simulated b tagging performance matches that observed in data.

“Large-\(R\)” (\(R = 1.2\)) jets are created by clustering small-\(R\) jets and the selected lepton using the anti-\(k_T\) algorithm. Leptons are included to encompass the full kinematics of the event. Clustering small-\(R\) jets instead of PF candidates incorporates the jet pileup corrections, thereby reducing the dependence of the large-\(R\) jet mass on pileup. This technique of clustering small-\(R\) jets into large-\(R\) jets has been used previously, e.g. Refs. [18,40,70]. The variable \(M_J\) is defined as the sum of all large-\(R\) jet masses, where \(m(J)\) is the mass of a single large-\(R\) jet:

\[
M_J = \sum_{J \in \text{large-}R \text{ jets}} m(J).
\]

The quantity \(M_J\) is used as a measure of the mass-scale of an event. Signal events tend to have large \(M_J\) as the large-\(R\) jets capture the kinematic information of the high-mass gluinos. Combinatorially, SM background processes tend to have smaller values of \(M_J\) due to their lower mass-scales. SM events, however, can have large values of \(M_J\) in the presence of significant initial-state-radiation (ISR). For example, in \(t\bar{t}\) events, ISR jets can either overlap with \(t\bar{t}\) daughter jets or boost the \(t\bar{t}\) system such that the system is collimated, both of which result in high-mass large-\(R\) jets and, correspondingly, high \(M_J\). The \(M_J\) distributions for \(t\bar{t}\) and signal are shown in Fig. 2, which uses events with \(N_{\text{jet}} \geq 8\) to ensure similar \(N_{\text{jet}}\) distributions for both \(t\bar{t}\) and signal.

Events are selected with triggers [71] that require either at least one jet with \(p_T > 450\text{ GeV}\) or the scalar sum of the \(p_T\) of all small-\(R\) jets \((H_T)\) above 900 GeV. Trigger efficiencies are over 99% for signal events passing the analysis selection defined below. These events are further selected with a baseline requirement of exactly one electron or muon, \(M_J > 500\text{ GeV}, H_T > 1200\text{ GeV}\), that the number of small-\(R\) jets \((N_{\text{jet}})\) be at least 4, and that the number of those jets that are tagged as bottom quark jets \((N_b)\) be at least 1.

3. Background prediction

After the baseline selection, the dominant background contribution is from the \(t\bar{t}\) process, with small contributions from \(W + \text{jet}\) and \(QCD\) events with a misidentified lepton. Rare background contributions, classified below as “Other”, come from single top quark, \(tW\), \(tZ\), \(t\bar{t}\), \(t\bar{t}\), and Drell–Yan production.

To search for signal events arising from new high-mass particles decaying with large jet and b-jet multiplicities, the \(N_{\text{jet}}\) distribution is examined in different kinematic regions based on \(N_{\text{jet}}\) and \(M_J\). The \(N_{\text{jet}}\) bins are defined to be 4–5, 6–7, and \(\geq 8\). The \(M_J\) bins are \(500 < M_J \leq 800\text{ GeV}, 800 < M_J \leq 1000\text{ GeV}, \text{and } M_J > 1000\text{ GeV},\) with the two highest \(M_J\) bins merged for the \(4 \leq N_{\text{jet}} \leq 5\) case due
to the limited data sample size in the $M_j > 1000$ GeV region. The low-$N_{\text{jet}}$, low-$M_j$ bins are expected to be background-dominated and are used as control regions to constrain systematic uncertainties, while the high-$N_{\text{jet}}$, high-$M_j$ bins are used as signal regions. A diagram representing this binning is shown in Fig. 3. The $N_{\text{lep}}$ distribution is separated into $N_{\text{lep}} = 1, 2, 3,$ and $\geq 4$ bins for each region. The two highest $N_{\text{lep}}$ bins are the most sensitive to signal due to larger signal-to-background ratios, while the lower $N_{\text{lep}}$ bins provide constraints on the background normalizations and systematic uncertainties. The signal efficiency for the bin requiring $N_{\text{lep}} \geq 8$ and $M_j > 1000$ GeV is 2% and 8% for $m_b = 1000$ GeV and 1600 GeV, respectively.

A global maximum-likelihood fit is performed to obtain predictions for the SM background processes. This fit is carried out both for a background-only hypothesis and for signal-plus-background hypotheses, in which an additional signal contribution is extracted. The model is constructed using the Poisson probabilities of the bin contents of the $N_{\text{lep}}$ distribution for all $N_{\text{jet}}$, $M_j$ regions, while systematic uncertainties are applied as nuisance parameters. The $N_{\text{lep}}$ shape for each process is taken from simulation, but varied to assess the impact of mismodeling of relevant parameters, including the rate of gluon splitting to b$b$ and tagging efficiencies for heavy- and light-flavor jets [68,69]. The appropriate ranges for these parameters are determined based on measurements in dedicated control samples and then constrained by a simultaneous fit across all bins of $N_{\text{lep}}$ and $M_j$ in a correlated manner. Various studies with simulated pseudo-experiments were conducted to validate the likelihood model and to confirm that signal contamination effects are negligible.

Because the kinematic tails of the $N_{\text{lep}}$ and $M_j$ variables are difficult to model reliably, the $t\bar{t}$ and QCD normalizations are individually allowed to freely vary in each ($N_{\text{lep}}$, $M_j$) bin. The $t\bar{t}$ normalizations are constrained in each bin by the background-dominated $N_{\text{lep}} \leq 2$ bins, while the QCD normalizations are constrained by control regions with no identified leptons ($N_{\text{lep}} = 0$). These $N_{\text{lep}} = 0$ control regions follow the same kinematic binning as the $N_{\text{lep}} = 1$ bins, but are integrated in $N_{\text{lep}}$ for $N_{\text{lep}} \geq 1$ and use offset $N_{\text{lep}}$ bins of $6-7$, $8-9$, and $\geq 10$ to account for differences in the $N_{\text{lep}}$ distributions between the $N_{\text{lep}} = 1$ and $N_{\text{lep}} = 0$ samples. The QCD contribution in a particular $N_{\text{lep}} = 1$ bin is then constrained by the corresponding $N_{\text{lep}} = 0$ bin. To avoid biasing the normalization measurement, the small contribution of $t\bar{t}$ background to the $N_{\text{lep}} = 0$ control regions is included using the normalization from the corresponding $N_{\text{lep}} = 1$ bins, while contributions from other processes are taken from simulation.

The $N_{\text{lep}}$ shape of the $W + \text{jet}$ background is taken from simulation and allowed to vary based on the data-to-simulation agreement in a kinematically similar $Z + \text{jet}$ sample selected with $N_{\text{lep}} = 2$ (ee or $\mu\mu$), $H_T > 1200$ GeV, $M_j > 500$ GeV, $N_b = 1$, and $80 < m_{\text{lep}} < 100$ GeV, where $m_{\text{lep}}$ is the invariant mass of the two leptons. The $N_{\text{lep}}$ distribution and data/simulation yields ratio for this sample are shown in Fig. 4. The $W + \text{jet}$ background is then determined in the fit with one global normalization parameter and two parameters to adjust the bin-to-bin normalization based on the difference between the ratios in adjacent $N_{\text{lep}}$ bins - 17% between $4 \leq N_{\text{lep}} \leq 5$ and $6 \leq N_{\text{lep}} \leq 7$ and 62% between $6 \leq N_{\text{lep}} \leq 7$ and $N_{\text{lep}} \geq 8$. After correcting the $N_{\text{lep}}$ spectrum, the residual $M_j$ mismodeling is expected to be small, so no further correction is applied.

The “Other” component is estimated from simulation. Its contribution is less than 20% of the total backgrounds in all kinematic regions considered.

### 4. Systematic uncertainties

#### 4.1. Background systematic uncertainties

The nominal simulated shape of the $N_{\text{lep}}$ distribution is allowed to vary by the inclusion of systematic uncertainties. Each uncertainty is incorporated in the fit with template $N_{\text{lep}}$ histograms to account for the effects of the systematic variation and a nuisance parameter $\theta$ to control the variation amplitude. The nuisance parameters are subject to Gaussian constraints, normalized so that $\theta = 0$ corresponds to the nominal $N_{\text{lep}}$ shape and $\theta = \pm 1$ corresponds to $\pm 1$ standard deviation (s.d.) variation of the systematic uncertainty. These uncertainties affect only the $N_{\text{lep}}$ shape for $t\bar{t}$, QCD, and $W + \text{jets}$ backgrounds, because their normalizations are determined from data, while for the other (subleading) backgrounds the uncertainties affect both the $N_{\text{lep}}$ shape and normalization.

The primary source of systematic uncertainty is the modeling of the gluon splitting rate, which can produce additional b quarks in events and may not be properly simulated. To account for this, a nuisance parameter controlling the gluon splitting rate is included in the likelihood. The size of the $\pm 1$ s.d. variation for this nuisance parameter is estimated using a fit to the $\Delta R_{\text{tag}}$ distribution in a control sample, where $\Delta R_{\text{tag}}$ is defined as the $\Delta R$ between two b-tagged jets in the event. This control sample is selected by requiring $N_{\text{lep}} = 0$, $H_T > 1500$ GeV, $N_b = 2$, $N_{\text{lep}} = 4$, and $M_j > 500$ GeV, as the gluon splitting signal in a $N_{\text{lep}} = 1$ control region is contaminated by b quarks from the decay of top quarks. To ensure that these measurements in the QCD-dominated $N_{\text{lep}} = 0$ region are applicable to the t$\bar{t}$-dominated $N_{\text{lep}} = 1$ region, both processes are simulated with the same procedure and settings. Furthermore, the $N_{\text{lep}} = 0$ control sample is formed from a subset of the data that is selected to be most stable in the b tagging al-
algorithm performance, since the precision of the $\Delta R_{5\beta}$ fit is not limited by the data sample size. This choice isolates the physical effects of gluon splitting from the potential time dependence of the $b$ tagging performance due to variations in experimental conditions, which are separately incorporated by the $b$-tag scale factor uncertainties. The nuisance parameter obtained from this control sample is allowed to vary in the full likelihood fit and further constrained by the observed data in the $N_{lep} = 1$ regions.

Events where both of the $b$-tagged jets originate from one gluon splitting populate the low-$\Delta R_{5\beta}$ region, while events without a gluon splitting or where the splitting yields one or no $b$-tagged jets populate both the low- and high-$\Delta R_{5\beta}$ regions roughly equally. Gluon splittings can sometimes be reconstructed with fewer than two $b$-tagged jets either because the quarks are collimated into a single jet, one of the $b$ jets is not tagged, or because one of the quarks is not within the kinematic acceptance.

A fit to the $\Delta R_{5\beta}$ distribution is used to extract the relative contributions of events with and without gluon splitting and is performed in four equal bins in the range $0 \leq \Delta R_{5\beta} < 4.8$. This binning is chosen to avoid relying on the fine details of the simulated $\Delta R_{5\beta}$ shape. The instances of gluon splitting in simulation are identified by requiring a gluon with $p_T > 30$ GeV that decays to $b$ quarks. Three categories are then defined: events with gluon splitting resulting in two $b$-tagged jets (denoted GSbb), with gluon splitting resulting in one or fewer $b$-tagged jets (GSb), and without any gluon splitting (no GS). In the fit, the GSbb and GSb contributions are varied together with a single normalization parameter.

The $\Delta R_{5\beta}$ fit extracts a weight of $0.77 \pm 0.09$ for gluon splitting events and a weight of $1.21 \pm 0.08$ for non-gluon splitting events. The post-fit distributions are shown in Fig. 5. The GSbb and GSb categories are plotted separately to demonstrate the difference in shapes. The discrepancy in the last bin does not significantly impact the fit because the higher yield bins at lower values of $\Delta R_{5\beta}$ constrain the fit. The deviations of these weights from unity, summed in quadrature with their post-fit uncertainty, are used to form the $\pm 1$ s.d. variations of the gluon splitting rate nuisance parameter by applying weights of $1 \pm 0.25$ to gluon splitting events and $1 \pm 0.22$ to non-gluon splitting events in an anti-correlated manner. The fit results are used as a measure of the uncertainty on modeling of the GS rate as opposed to a correction to the central value, since the $\Delta R_{5\beta}$ variable may not be a perfect proxy for the GS rate.

Various tests are conducted to assess the stability of the fit results. To test the dependence of the gluon splitting weights across kinematic regions, the fit is repeated both with a higher $M_3$ threshold and with different $N_{jet}$ bins. Additionally, the fit is conducted with finer binning to test the dependence of the results on the binning of the $\Delta R_{5\beta}$ distribution. The resulting weights are all consistent with those of the nominal fit.

Another significant systematic uncertainty is the uncertainty in the data-to-simulation scale factors (SF) for $b$ tagging efficiency and mistag rates. These scale factors are derived from data in various QCD and tt control samples and are binned in jet $p_T$ and jet flavor (light + g, c, and b) [72]. The $\pm 1$ s.d. $N_b$ templates for these scale factors are assessed by varying them according to the uncertainties in their measurements.

Other experimental uncertainties are small and include lepton selection efficiency, lepton misidentification rate, jet energy scale, jet energy resolution, and integrated luminosity. The uncertainty associated with lepton selection efficiency is determined by varying the efficiency to select a lepton within its uncertainty determined from data. The $N_{lep}$ distribution for QCD events may not be simulated well because it relies on modeling the tail of the fragmentation function and various detector effects. To account for this, an uncertainty of 20% is assigned to the relative normaliza-

tion of QCD events in the 0- and 1-lepton bins, which is motivated by data-to-simulation studies of lepton isolation distributions. Jet energy scale uncertainties [67,73] are assessed by varying the $p_T$ of small-$R$ jets as a function of $p_T$ and $\eta$. The uncertainty arising from jet energy resolution [67,73] is determined by applying an $|\eta|$-dependent factor to the jet $p_T$ to match the jet energy resolution observed in data. The integrated luminosity is varied according to its uncertainty of 2.5% [74], affecting only the backgrounds estimated from simulation. No uncertainty is applied for the amount of pileup as studies have shown its effect to be negligible in this high-$H_T$ selection. The uncertainties due to the limited size of simulation samples are incorporated as uncorrelated nuisance parameters in the fit.

Theoretical systematic uncertainties are applied and include independent and correlated variations of the renormalization and factorization scales. Additionally, uncertainties on the PDF are incorporated by considering variations in the NNPDF 3.0 scheme [48]. The size of these uncertainties is typically small as the effect of these variations is largely to modify the cross section of processes, which for the main backgrounds are constrained by data.

The background systematic uncertainties that affect the $N_b$ shape are shown in Fig. 6 (left) for the most sensitive search bin.

4.2. Signal systematic uncertainties

Several of the systematic uncertainties affecting the signal yield are evaluated in the same way as the background yield. These are the uncertainties due to gluon splitting, lepton selection efficiency, jet energy scale, jet energy resolution, $b$ tagging scale factors, simulation sample size, integrated luminosity, and theoretical uncertainties. All systematic variations affect both the $N_b$ shape and normalization, except for the gluon splitting uncertainty, which is taken to affect only the $N_b$ shape.

The number of jets from ISR produced in the signal simulation is reweighted based on comparisons between data and simulated tt samples. The reweighting factors vary between 0.92 and 0.51 for the number of ISR jets between 1 and $\geq 6$. One half of the deviation from unity is taken as the systematic uncertainty in these reweighting factors.
Fig. 6. Background (left) and $m_{\tilde{g}} = 1600\text{GeV}$ signal (right) systematic uncertainties affecting the $N_b$ shape (in percent) in the $N_{\text{jet}} \geq 8$ and $M_J \geq 1000\text{GeV}$ bin. The bottom row shows the total uncertainty for a given $N_b$ bin by summing in quadrature all uncertainties. These values are similar for other $(N_{\text{jet}}, M_J)$ bins.

Fig. 7. Data and the background-only post-fit $N_b$ distribution for bins with low expected signal contribution: $500 < M_J \leq 800\text{GeV}$, $4 \leq N_{\text{jet}} \leq 5$ (upper-left), $M_J > 800\text{GeV}$, $4 \leq N_{\text{jet}} \leq 5$ (upper-right), $500 < M_J \leq 800\text{GeV}$, $6 \leq N_{\text{jet}} \leq 7$ (lower-left), and $500 < M_J \leq 800\text{GeV}$, $N_{\text{jet}} \geq 8$ (lower-right). The expected signal distribution is also shown for a gluino mass of 1600GeV. The ratio of data to post-fit yields is shown in the lower panel. The post-fit uncertainty is depicted as a hatched band.
The systematic uncertainties affecting the signal $N_b$ shape are shown in Fig. 6 (right) for the most sensitive bin in a model with $m_\tilde{g} = 1600\text{GeV}$. The dominant signal systematic uncertainties arise from the limited simulation sample size, the $b$ tagging efficiency scale factors, and the ISR modeling. There is no systematic uncertainty taken for pileup reweighting, as the signal efficiency is found to be insensitive to the number of pileup interactions.

5. Results

The results of a background-only fit of the observed $N_b$ distributions are shown in Figs. 7 and 8. These figures separately show the $N_{lep} = 1$ control and signal regions, although the fit includes all bins simultaneously. The $N_b$ distributions in data are well described by the fit, and examination of the nuisance parameters shows that none of them are significantly changed by the fit. The post-fit yields are presented in Table 1.

A signal-plus-background fit is performed for gluino masses ranging from 1000 to 2000 GeV. For all masses, the post-fit $N_b$ distribution describes the data well, and the fit extracts at most a small and insignificant signal contribution. For example, with a 1600 GeV gluino, the extracted signal yield relative to the model prediction is $r = 0.18^{+0.41}_{-0.31}$. The change of nuisance parameters by the fit is small and consistent with those of the background-only fit. Limits on the signal production cross section are calculated at 95% confidence level (CL) using the asymptotic approximation of the CL$_s$ criterion [75–78] and shown in Fig. 9. Comparing the observed limit to the gluino pair production cross section [39], gluino masses below 1610 GeV are excluded in the benchmark $\tilde{g} \rightarrow t\bar{b}s$ model.

6. Summary

Results are presented from a search for new phenomena in events with a single lepton, large jet and bottom quark jet multiplicities, and high sum of large-radius jet masses, without a missing transverse momentum requirement. The background is predicted using a simultaneous fit in bins of the number of jets, number of $b$-tagged jets, and the sum of masses of large radius jets, using Monte Carlo simulated predictions with corrections measured in data control samples for the normalizations of the dominant backgrounds and nuisance parameters for theoretical and experimental uncertainties. Statistical uncertainties dominate in the signal regions, while the most important systematic uncer-
Table 1
Post-fit yields for the background-only fit, observed data, and expected yields for $m_{g} = 1600$ GeV in each search bin.

<table>
<thead>
<tr>
<th>$N_{\text{jet}}$</th>
<th>QCD</th>
<th>$t\bar{t}$</th>
<th>W + jets</th>
<th>Other</th>
<th>All bg.</th>
<th>Data</th>
<th>Expected $m_{g} = 1600$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4 \leq N_{\text{jet}} \leq 5$, $500 &lt; M_{g} \leq 800$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>148</td>
<td>340</td>
<td>196</td>
<td>91</td>
<td>775 ± 43</td>
<td>777</td>
<td>0.50 ± 0.13</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>175</td>
<td>30</td>
<td>31</td>
<td>264 ± 17</td>
<td>264</td>
<td>0.39 ± 0.11</td>
</tr>
<tr>
<td>3</td>
<td>43</td>
<td>248</td>
<td>2.5</td>
<td>4.4</td>
<td>36 ± 4</td>
<td>34</td>
<td>0.18 ± 0.08</td>
</tr>
<tr>
<td>≥4</td>
<td>0.00</td>
<td>2.2</td>
<td>0.3</td>
<td>0.2</td>
<td>2.7 ± 0.4</td>
<td>3</td>
<td>0.04 ± 0.04</td>
</tr>
<tr>
<td>$4 \leq N_{\text{jet}} \leq 5$, $M_{g} &gt; 800$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16.5</td>
<td>26.3</td>
<td>22.5</td>
<td>11.0</td>
<td>76 ± 6</td>
<td>77</td>
<td>0.32 ± 0.11</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
<td>10.6</td>
<td>3.4</td>
<td>3.8</td>
<td>19 ± 2</td>
<td>18</td>
<td>0.40 ± 0.12</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>1.3</td>
<td>0.3</td>
<td>0.3</td>
<td>2.7 ± 0.5</td>
<td>3</td>
<td>0.13 ± 0.06</td>
</tr>
<tr>
<td>≥4</td>
<td>0.00</td>
<td>0.09</td>
<td>0.03</td>
<td>0.01</td>
<td>0.13 ± 0.03</td>
<td>0</td>
<td>0.03 ± 0.03</td>
</tr>
<tr>
<td>$6 \leq N_{\text{jet}} \leq 7$, $500 &lt; M_{g} \leq 800$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>197</td>
<td>620</td>
<td>169</td>
<td>120</td>
<td>1106 ± 48</td>
<td>1105</td>
<td>2.5 ± 0.3</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>440</td>
<td>36</td>
<td>66</td>
<td>591 ± 21</td>
<td>588</td>
<td>3.1 ± 0.3</td>
</tr>
<tr>
<td>3</td>
<td>6.4</td>
<td>89.2</td>
<td>4.6</td>
<td>13.4</td>
<td>114 ± 8</td>
<td>112</td>
<td>1.4 ± 0.2</td>
</tr>
<tr>
<td>≥4</td>
<td>1.9</td>
<td>11.4</td>
<td>0.6</td>
<td>2.1</td>
<td>16 ± 2</td>
<td>21</td>
<td>0.25 ± 0.09</td>
</tr>
<tr>
<td>$6 \leq N_{\text{jet}} \leq 7$, $800 &lt; M_{g} \leq 1000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17.3</td>
<td>48.4</td>
<td>19.2</td>
<td>12.3</td>
<td>97 ± 8</td>
<td>105</td>
<td>1.2 ± 0.2</td>
</tr>
<tr>
<td>2</td>
<td>6.6</td>
<td>30.1</td>
<td>4.3</td>
<td>7.3</td>
<td>48 ± 4</td>
<td>37</td>
<td>2.0 ± 0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>6.6</td>
<td>0.5</td>
<td>1.3</td>
<td>9.3 ± 1.0</td>
<td>12</td>
<td>1.0 ± 0.2</td>
</tr>
<tr>
<td>≥4</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.2</td>
<td>1.1 ± 0.2</td>
<td>2</td>
<td>0.31 ± 0.09</td>
</tr>
<tr>
<td>$7 \leq N_{\text{jet}} \leq 8$, $800 &lt; M_{g} \leq 1000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17.0</td>
<td>58.7</td>
<td>10.3</td>
<td>10.2</td>
<td>96 ± 8</td>
<td>90</td>
<td>4.2 ± 0.4</td>
</tr>
<tr>
<td>2</td>
<td>5.8</td>
<td>47.5</td>
<td>2.5</td>
<td>6.8</td>
<td>63 ± 5</td>
<td>65</td>
<td>5.3 ± 0.4</td>
</tr>
<tr>
<td>3</td>
<td>1.1</td>
<td>15.0</td>
<td>0.4</td>
<td>2.0</td>
<td>19 ± 2</td>
<td>22</td>
<td>2.6 ± 0.3</td>
</tr>
<tr>
<td>≥4</td>
<td>0.2</td>
<td>3.4</td>
<td>0.1</td>
<td>0.9</td>
<td>4.6 ± 0.6</td>
<td>5</td>
<td>1.3 ± 0.2</td>
</tr>
<tr>
<td>$7 \leq N_{\text{jet}} \leq 8$, $M_{g} &gt; 1000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4.4</td>
<td>8.7</td>
<td>6.0</td>
<td>4.1</td>
<td>23 ± 2</td>
<td>21</td>
<td>2.0 ± 0.3</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>5.0</td>
<td>1.4</td>
<td>1.6</td>
<td>8.8 ± 1.2</td>
<td>11</td>
<td>2.3 ± 0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>1.2</td>
<td>0.2</td>
<td>0.5</td>
<td>1.9 ± 0.3</td>
<td>2</td>
<td>1.0 ± 0.2</td>
</tr>
<tr>
<td>≥4</td>
<td>0.0</td>
<td>0.13</td>
<td>0.01</td>
<td>0.05</td>
<td>0.19 ± 0.04</td>
<td>0</td>
<td>0.23 ± 0.08</td>
</tr>
<tr>
<td>$N_{\text{jet}} \geq 8$, $M_{g} &gt; 1000$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.4</td>
<td>16.7</td>
<td>3.5</td>
<td>4.1</td>
<td>31 ± 3</td>
<td>28</td>
<td>5.4 ± 0.4</td>
</tr>
<tr>
<td>2</td>
<td>1.6</td>
<td>13.1</td>
<td>1.1</td>
<td>2.1</td>
<td>18 ± 2</td>
<td>21</td>
<td>8.2 ± 0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>4.2</td>
<td>0.2</td>
<td>1.0</td>
<td>6.0 ± 0.8</td>
<td>5</td>
<td>5.7 ± 0.4</td>
</tr>
<tr>
<td>≥4</td>
<td>0.0</td>
<td>1.2</td>
<td>0.0</td>
<td>0.2</td>
<td>1.4 ± 0.3</td>
<td>2</td>
<td>3.2 ± 0.3</td>
</tr>
</tbody>
</table>

Fig. 9. Cross section upper limits at 95% CL for a model of gluino pair production with $\tilde{g} \rightarrow t\bar{b}$ compared to the gluino pair production cross section. The theoretical uncertainties in the cross section are shown as a band around the red line [59]. The expected limits (dashed line) and their ±1 s.d. and ±2 s.d. variations are shown as green and yellow bands, respectively. The observed limit is shown by the solid line with dots. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
tainties arise from the modeling of gluon splitting and the b quark tagging efficiency and mistag rate. The observed data are consistent with the background-only hypothesis. An upper limit of approximately 10 fb is determined for the gluino–gluino production cross section using a benchmark R-parity violating supersymmetry model of gluino pair production with a prompt three-body decay to tbs quarks, as predicted in minimal flavor violating models. For this model, gluinos are observed (expected) to be excluded up to 1610 (1640) GeV at a 95% confidence level, which improves upon previous searches at $\sqrt{s} = 8$ TeV [31–33] and is comparable to recent results at 13 TeV [34].

Acknowledgements

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC and thank the technical and administrative staffs at CERN and at other CMS institutions for their contributions to the success of the CMS effort. In addition, we gratefully acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid for delivering so effectively the computing infrastructure essential to our analyses. Finally, we acknowledge the enduring support for the construction and operation of the LHC and the CMS detector provided by the following funding agencies: BMWF and FWF (Austria); FNRS and FWO (Belgium); CNPq, Capes, Faperj, and Fapesp (Brazil); MES (Bulgaria); CERN; CAS, MOST, and NSFC (China); COLCIENCIAS (Colombia); MSES and CSF (Croatia); RPF (Cyprus); SENESCYT (Ecuador); MoER, ERC IUT, and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NVH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); MSIP and NRF (Republic of Korea); LAS (Lithuania); MEFU and NTU (Malaysia); BUAP, CINVESTAV, CONACYT, LNS, SEP, and UASLP-FI (Mexico); MBIE (New Zealand); PAEC (Pakistan); MSHE and NSC (Poland); FCT (Portugal); JINR (Dubna); MON, ROSATOM, RAS, RFFR and RAEIP (Russia); MESTD (Serbia); SEIDI, CPAN, PCTI and FEDER (Spain); Swiss Funding Agencies (Switzerland); MST (Taipei); TEPIC, IPST, STAR, and NTAID (Thailand); TUBITAK and TAEK (Turkey); NASU and SFFR (Ukraine); STFC (United Kingdom); DOE and NSF (USA).

Individuals have received support from the Marie-Curie program and the EU Framework Programme for Research and Innovation H2020 Grant, contract No. 675440 (European Union); the Leventis Foundation; the Alfred P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); the Ministry of Education, Youth and Sports (MEYS) of the Czech Republic; the Council of Science and Industrial Research, India; the Homing PLUS program of the Foundation for Polish Science, cofinanced from European Regional Development Fund, the Mobility Plus program of the Ministry of Science and Higher Education, the National Science Center (Poland), contracts Harmonia 2014/14/M/ST2/00428, Opus 2014/13/B/ST2/02543, 2014/15/B/ST2/03998, and 2015/19/B/ST2/02861, Sonata-bis 2012/07/E/ST2/01406; the National Priorities Research Program by Qatar National Research Fund; the Programa Clarín-COPINDE del Principado de Asturias; the Thalis and Aristeia programs cofinanced by EU-ESF and the Greek NSRF; the Rachadapisek Sompot Fund for Postdoctoral Fellowship, Chulalongkorn University and the Chulalongkorn Aca- demic into Its 2nd Century Project Advancement Project (Thailand); the Welch Foundation, contract C-1845; and the Weston Havens Foundation (USA).
The CMS Collaboration

A.M. Sirunyan, A. Tumasyan

Yerevan Physics Institute, Yerevan, Armenia


Institut für Hochenergiephysik, Wien, Austria

V. Chekhovsky, V. Mossovlov, J. Suarez Gonzalez

Institute for Nuclear Problems, Minsk, Belarus


Universiteit Antwerpen, Antwerpen, Belgium


Vrije Universiteit Brussel, Brussels, Belgium


Université Libre de Bruxelles, Brussels, Belgium


Ghent University, Ghent, Belgium


Université Catholique de Louvain, Louvain-la-Neuve, Belgium


Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, Brazil


Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
S. Ahuja\textsuperscript{a}, C.A. Bernardes\textsuperscript{a}, T.R. Fernandez Perez Tomei\textsuperscript{a}, E.M. Gregores\textsuperscript{b}, P.G. Mercadante\textsuperscript{b}, S.F. Novaes\textsuperscript{a}, Sandra S. Padula\textsuperscript{a}, D. Romero Abad\textsuperscript{b}, J.C. Ruiz Vargas\textsuperscript{a}

\textsuperscript{a} Universidade Estadual Paulista, São Paulo, Brazil
\textsuperscript{b} Universidade Federal do ABC, São Paulo, Brazil

A. Aleksandrov, R. Hadjiiska, P. Iaydjiev, M. Misheva, M. Rodozov, M. Shopova, G. Sultanov

Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria

A. Dimitrov, L. Litov, B. Pavlov, P. Petkov

University of Sofia, Sofia, Bulgaria

W. Fang\textsuperscript{5}, X. Gao\textsuperscript{5}, L. Yuan

Beihang University, Beijing, China


Institute of High Energy Physics, Beijing, China

Y. Ban, G. Chen, J. Li, Q. Li, S. Liu, Y. Mao, S.J. Qian, D. Wang, Z. Xu, F. Zhang\textsuperscript{5}

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China

Y. Wang

Tsinghua University, Beijing, China

C. Avila, A. Cabrera, C.A. Carrillo Montoya, L.F. Chaparro Sierra, C. Florez, C.F. González Hernández, J.D. Ruiz Alvarez, M.A. Segura Delgado

Universidad de Los Andes, Bogota, Colombia

B. Courbon, N. Godinovic, D. Lelas, I. Puljak, P.M. Ribeiro Cipriano, T. Sculac

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia

Z. Antunovic, M. Kovac

University of Split, Faculty of Science, Split, Croatia

V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, A. Starodumov\textsuperscript{6}, T. Susa

Institute Rudjer Boskovic, Zagreb, Croatia


University of Cyprus, Nicosia, Cyprus

M. Finger\textsuperscript{7}, M. Finger Jr.\textsuperscript{7}

Charles University, Prague, Czech Republic

E. Carrera Jarrin

Universidad San Francisco de Quito, Quito, Ecuador

A.A. Abdelalim\textsuperscript{8,9}, S. Elgammal\textsuperscript{10}, S. Khalil\textsuperscript{9}

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt

S. Bhowmik, R.K. Dewanjee, M. Kadayik, L. Perrini, M. Raidal, C. Veelken

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
P. Eerola, H. Kirschenmann, J. Pekkanen, M. Voutilainen
Department of Physics, University of Helsinki, Helsinki, Finland

Helsinki Institute of Physics, Helsinki, Finland

T. Tuuva
Lappeenranta University of Technology, Lappeenranta, Finland

IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, Ecole polytechnique, CNRS/IN2P3, Université Paris-Saclay, Palaiseau, France

Université de Strasbourg, CNRS, IPHC UMR 7178, F-67000 Strasbourg, France

S. Gadrat
Centre de Calcul de l'Institut National de Physique Nucléaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

A. Khvedelidze
Georgian Technical University, Tbilisi, Georgia

L. Rurua
Tbilisi State University, Tbilisi, Georgia

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

G. Flügge, B. Kargoll, T. Kress, A. Künsken, T. Müller, A. Nehrkorn, A. Nowack, C. Pistone, O. Pooth,
A. Stahl

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany


University of Hamburg, Hamburg, Germany


Institut für Experimentelle Kernphysik, Karlsruhe, Germany

G. Anagnostou, G. Daskalakis, T. Geralis, A. Kyriakis, D. Loukas, I. Topsis-Giotis

Institute of Nuclear and Particle Physics (INPP), NCSR Demokritos, Aghia Paraskevi, Greece

G. Karathanasis, S. Kesisoglou, A. Panagiotou, N. Saoulidou, E. Tziaferi

National and Kapodistrian University of Athens, Athens, Greece

K. Kousouris

National Technical University of Athens, Athens, Greece


University of Ioannina, Ioannina, Greece

M. Csanad, N. Filipovic, G. Pasztor, O. Surányi, G.I. Veres

MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary

G. Bencze, C. Hajdu, D. Horvath, Á. Hunyadi, F. Sikler, V. Veszpremi, G. Vesztergombi

Wigner Research Centre for Physics, Budapest, Hungary

N. Beni, S. Czellar, J. Karancsi, A. Makovec, J. Molnar, Z. Szillasi

Institute of Nuclear Research ATOMKI, Debrecen, Hungary

M. Bartók, P. Raics, Z.L. Trocsanyi, B. Ujvari

Institute of Physics, University of Debrecen, Debrecen, Hungary
S. Choudhury, J.R. Komaragiri

Indian Institute of Science (IISc), Bangalore, India


National Institute of Science Education and Research, Bhubaneswar, India


Panjab University, Chandigarh, India

A. Bhardwaj, S. Chauhan, B.C. Choudhary, R.B. Garg, S. Keshri, A. Kumar, Ashok Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, Aashaq Shah, R. Sharma

University of Delhi, Delhi, India


Saha Institute of Nuclear Physics, HBNI, Kolkata, India

P.K. Behera

Indian Institute of Technology Madras, Madras, India

R. Chudasama, D. Dutta, V. Jha, V. Kumar, A.K. Mohancy, P.K. Netrakanti, L.M. Pant, P. Shukla, A. Topkar

Bhabha Atomic Research Centre, Mumbai, India


Tata Institute of Fundamental Research-A, Mumbai, India


Tata Institute of Fundamental Research-B, Mumbai, India

S. Chauhan, S. Dube, V. Hegde, A. Kapoor, K. Kothekar, S. Pandey, A. Rane, S. Sharma

Institute for Research in Fundamental Sciences (IPM), Tehran, Iran

S. Chenarani, E. Eskandari Tadavani, S.M. Etessami, M. Khakzad, M. Mohammadi Najafabadi, M. Nasiri, S. Paktinat Mehdiabadi, F. Rezaei Hosseinabadi, B. Safarzadeh, M. Zeinali

INFN Sezione di Bari, Bari, Italy

Università di Bari, Bari, Italy

Politecnico di Bari, Bari, Italy


INFN Sezione di Bari, Bari, Italy

Università di Bari, Bari, Italy

Politecnico di Bari, Bari, Italy


INFN Sezione di Bari, Bari, Italy

Università di Bari, Bari, Italy

Politecnico di Bari, Bari, Italy

G. Codispoti, M. Felcini, M. Grunewald

INFN Sezione di Bari, Bari, Italy

Università di Bari, Bari, Italy

Politecnico di Bari, Bari, Italy


INFN Sezione di Bari, Bari, Italy

Università di Bari, Bari, Italy

Politecnico di Bari, Bari, Italy

M. Cuffiani\textsuperscript{a,b}, G.M. Dallavalle\textsuperscript{a}, F. Fabbri\textsuperscript{a}, A. Fanfani\textsuperscript{a,b}, D. Fasanella\textsuperscript{a,b}, P. Giacomelli\textsuperscript{a}, C. Grandi\textsuperscript{a}, L. Guiducci\textsuperscript{a,b}, F. Iemmi, S. Marcellini\textsuperscript{a}, G. Masetti\textsuperscript{a}, A. Montanari\textsuperscript{a}, F.L. Navarra\textsuperscript{a,b}, A. Perrotta\textsuperscript{a}, A.M. Rossi\textsuperscript{a,b}, T. Rovelli\textsuperscript{a,b}, G.P. Siroli\textsuperscript{a,b}, N. Tosi\textsuperscript{a}

\textsuperscript{a} INFN Sezione di Bologna, Bologna, Italy
\textsuperscript{b} Università di Bologna, Bologna, Italy

S. Albergo\textsuperscript{a,b}, S. Costa\textsuperscript{a,b}, A. Di Mattia\textsuperscript{a}, F. Giordano\textsuperscript{a,b}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b}, C. Tuve\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Catania, Catania, Italy
\textsuperscript{b} Università di Catania, Catania, Italy

G. Barbagli\textsuperscript{a}, K. Chatterjee\textsuperscript{a,b}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D’Alessandro\textsuperscript{a,b}, E. Focardi\textsuperscript{a,b}, P. Lenzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paolotti\textsuperscript{a}, L. Russo\textsuperscript{a,29}, G. Sguazzoni\textsuperscript{a}, D. Strom\textsuperscript{a}, L. Viliani\textsuperscript{a}

\textsuperscript{a} INFN Sezione di Firenze, Firenze, Italy
\textsuperscript{b} Università di Firenze, Firenze, Italy

L. Benussi, S. Bianco, F. Fabbrì, D. Piccolo, F. Primavera\textsuperscript{14}

\textsuperscript{14} INFN Laboratori Nazionali di Frascati, Frascati, Italy

V. Calvelli\textsuperscript{a,b}, F. Ferro\textsuperscript{a}, F. Ravera\textsuperscript{a,b}, E. Robutti\textsuperscript{a}, S. Tosi\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Genova, Genova, Italy
\textsuperscript{b} Università di Genova, Genova, Italy

A. Benaglia\textsuperscript{a}, A. Beschi\textsuperscript{b}, L. Bianza\textsuperscript{a,b}, F. Brivio\textsuperscript{a}, V. Ciriolo\textsuperscript{a,b,14}, M.E. Dinardo\textsuperscript{a,b}, S. Fiorendi\textsuperscript{a,b}, S. Gennai\textsuperscript{a}, A. Ghezzi\textsuperscript{a,b}, P. Govoni\textsuperscript{a,b}, M. Malberti\textsuperscript{a,b}, S. Malvezzi\textsuperscript{a}, R.A. Manzoni\textsuperscript{a,b}, D. Menasce\textsuperscript{a}, L. Moroni\textsuperscript{a}, M. Paganoni\textsuperscript{a,b}, K. Pauwels\textsuperscript{a,b}, D. Pedrini\textsuperscript{a}, S. Pigazzini\textsuperscript{a,b,30}, S. Ragazzi\textsuperscript{a,b}, T. Tabarelli de Fatis\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Milano-Bicocca, Milano, Italy
\textsuperscript{b} Università di Milano-Bicocca, Milano, Italy

S. Buontempo\textsuperscript{a}, N. Cavallo\textsuperscript{a,c}, S. Di Guida\textsuperscript{a,d,14}, F. Fabozzi\textsuperscript{a,c}, F. Fienga\textsuperscript{a,b}, A.O.M. Iorio\textsuperscript{a,b}, W.A. Khan\textsuperscript{a}, L. Lista\textsuperscript{a}, S. Meola\textsuperscript{a,d,14}, P. Paolucci\textsuperscript{a,14}, C. Sciacca\textsuperscript{a,b}, F. Thyssen\textsuperscript{a}

\textsuperscript{a} INFN Sezione di Napoli, Napoli, Italy
\textsuperscript{b} Università di Napoli ‘Federico II’, Napoli, Italy
\textsuperscript{c} Università della Basilicata, Potenza, Italy
\textsuperscript{d} Università G. Marconi, Roma, Italy

P. Azzi\textsuperscript{a}, N. Bacchetta\textsuperscript{a}, S. Badoer\textsuperscript{a}, L. Benato\textsuperscript{a,b}, D. Bisello\textsuperscript{a,b}, A. Boletti\textsuperscript{a,b}, R. Carlin\textsuperscript{a,b}, A. Carvalho Antunes De Oliveira\textsuperscript{a,b}, P. Ceballos\textsuperscript{a}, M. Dall’Osso\textsuperscript{a,b}, P. De Castro Manzano\textsuperscript{a}, T. Dorigo\textsuperscript{a}, U. Dosselli\textsuperscript{a}, U. Gasparini\textsuperscript{a,b}, S. Lacaprara\textsuperscript{a}, P. Lujan, M. Margoni\textsuperscript{a,b}, A.T. Meneguzzo\textsuperscript{a,b}, N. Pozzobon\textsuperscript{a,b}, P. Ronchese\textsuperscript{a,b}, R. Rossin\textsuperscript{a,b}, F. Simonetto\textsuperscript{a,b}, A. Tiko, E. Torassa\textsuperscript{a}, M. Zanetti\textsuperscript{a,b}, P. Zotto\textsuperscript{a,b}, G. Zumerle\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Padova, Padova, Italy
\textsuperscript{b} Università di Padova, Padova, Italy
\textsuperscript{c} Università di Trento, Trento, Italy

A. Braghieri\textsuperscript{a}, A. Magnani\textsuperscript{a}, P. Montagna\textsuperscript{a,b}, S.P. Ratti\textsuperscript{a,b}, V. Re\textsuperscript{a}, M. Ressegotti\textsuperscript{a,b}, C. Riccardi\textsuperscript{a,b}, P. Salvini\textsuperscript{a}, I. Vai\textsuperscript{a,b}, P. Vitulo\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Pavia, Pavia, Italy
\textsuperscript{b} Università di Pavia, Pavia, Italy

L. Alunni Solesstiz\textsuperscript{a,b}, M. Biasini\textsuperscript{a,b}, G.M. Bilei\textsuperscript{a}, C. Cecchi\textsuperscript{a,b}, D. Ciampolini\textsuperscript{a,b}, L. Fanò\textsuperscript{a,b}, P. Lariccia\textsuperscript{a,b}, R. Leonardi\textsuperscript{a,b}, E. Manoni\textsuperscript{a}, G. Mantovani\textsuperscript{a,b}, V. Mariani\textsuperscript{a,b}, M. Menichelli\textsuperscript{a}, A. Rossi\textsuperscript{a,b}, A. Santocchia\textsuperscript{a,b}, D. Spiga\textsuperscript{a}

\textsuperscript{a} INFN Sezione di Perugia, Perugia, Italy
\textsuperscript{b} Università di Perugia, Perugia, Italy

National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia


Centro de Investigacion y de Estudios Avanzados del IIN, Mexico City, Mexico

S. Carrillo Moreno, C. Oropeza Barrera, F. Vazquez Valencia

Universidad Iberoamericana, Mexico City, Mexico

J. Eysermans, I. Pedraza, H.A. Salazar Ibarguen, C. Uribe Estrada

Benemérita Universidad Autónoma de Puebla, Puebla, Mexico

A. Morelos Pineda

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico

D. Krofcheck

University of Auckland, Auckland, New Zealand

P.H. Butler

University of Canterbury, Christchurch, New Zealand

A. Ahmad, M. Ahmad, Q. Hassan, H.R. Hoorani, A. Saddique, M.A. Shah, M. Shoaib, M. Waqas

National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

H. Bialkowska, M. Bluj, B. Boimska, T. Frueboes, M. Górski, M. Kazana, K. Nawrocki, M. Szleper, P. Zalewski

National Centre for Nuclear Research, Swierk, Poland


Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland


Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal


Joint Institute for Nuclear Research, Dubna, Russia


Institute for Nuclear Research, Moscow, Russia
B. Grynyov

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine

L. Levchuk

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine


University of Bristol, Bristol, United Kingdom


Rutherford Appleton Laboratory, Didcot, United Kingdom


Imperial College, London, United Kingdom

J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, A. Morton, I.D. Reid, L. Teodorescu, S. Zahid

Brunel University, Uxbridge, United Kingdom

A. Borzou, K. Call, J. Dittmann, K. Hatakeyama, H. Liu, N. Pastika, C. Smith

Baylor University, Waco, USA

R. Bartek, A. Dominguez

Catholic University of America, Washington, DC, USA

A. Buccilli, S.I. Cooper, C. Henderson, P. Rumerio, C. West

The University of Alabama, Tuscaloosa, USA

D. Arcaro, A. Avetisyan, T. Bose, D. Gastler, D. Rankin, C. Richardson, J. Rohlf, L. Sulak, D. Zou

Boston University, Boston, USA


Brown University, Providence, USA


University of California, Davis, Davis, USA


University of California, Los Angeles, USA

University of California, Riverside, Riverside, USA


University of California, San Diego, La Jolla, USA


University of California, Santa Barbara – Department of Physics, Santa Barbara, USA


University of California, San Diego, La Jolla, USA


University of California, Santa Barbara – Department of Physics, Santa Barbara, USA


California Institute of Technology, Pasadena, USA


Carnegie Mellon University, Pittsburgh, USA


University of Colorado Boulder, Boulder, USA


Cornell University, Ithaca, USA


Fermi National Accelerator Laboratory, Batavia, USA


University of Florida, Gainesville, USA

Y.R. Joshi, S. Linn, P. Markowitz, J.L. Rodriguez

Florida International University, Miami, USA

J. Dolen, A. Godshalk, C. Harrington, I. Iashvili, D. Nguyen, A. Parker, S. Rappoccio, B. Roozbahani

State University of New York at Buffalo, Buffalo, USA


Northeastern University, Boston, USA


Northwestern University, Evanston, USA


University of Notre Dame, Notre Dame, USA


The Ohio State University, Columbus, USA


Princeton University, Princeton, USA

S. Malik, S. Norberg

University of Puerto Rico, Mayaguez, USA


Purdue University, West Lafayette, USA

T. Cheng, N. Parashar, J. Stupak

Purdue University Northwest, Hammond, USA


Rice University, Houston, USA

A. Bodek, P. de Barbaro, R. Demina, Y.t. Duh, T. Ferbel, M. Galanti, A. Garcia-Bellido, J. Han, O. Hindrichs, A. Khukhunaishvili, K.H. Lo, P. Tan, M. Verzetti

University of Rochester, Rochester, USA

R. Ciesielski, K. Goulianos, C. Mesropian

The Rockefeller University, New York, USA


Rutgers, The State University of New Jersey, Piscataway, USA

A.G. Delannoy, J. Heideman, G. Riley, K. Rose, S. Spanier, K. Thapa

University of Tennessee, Knoxville, USA

Texas A&M University, College Station, USA


Texas Tech University, Lubbock, USA


Vanderbilt University, Nashville, USA

M.W. Arenston, P. Barria, B. Cox, R. Hirosky, M. Joyce, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, Y. Wang, E. Wolfe, F. Xia

University of Virginia, Charlottesville, USA


Wayne State University, Detroit, USA


University of Wisconsin – Madison, Madison, WI, USA

† Deceased.

1 Also at Vienna University of Technology, Vienna, Austria.
2 Also at IRFU; CEA; Université Paris-Saclay, Gif-sur-Yvette, France.
3 Also at Universidade Estadual de Campinas, Campinas, Brazil.
4 Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil.
5 Also at Université Libre de Bruxelles, Bruxelles, Belgium.
6 Also at Institute for Theoretical and Experimental Physics, Moscow, Russia.
7 Also at Joint Institute for Nuclear Research, Dubna, Russia.
8 Also at Helwan University, Cairo, Egypt.
9 Now at Zewail City of Science and Technology, Zewail, Egypt.
10 Now at British University in Egypt, Cairo, Egypt.
11 Also at Department of Physics; King Abdulaziz University, Jeddah, Saudi Arabia.
12 Also at Université de Haute Alsace, Mulhouse, France.
13 Also at Skobeltsyn Institute of Nuclear Physics; Lomonosov Moscow State University, Moscow, Russia.
14 Also at CERN; European Organization for Nuclear Research, Geneva, Switzerland.
15 Also at RWTH Aachen University; III. Physikalisches Institut A, Aachen, Germany.
16 Also at University of Hamburg, Hamburg, Germany.
17 Also at Brandenburg University of Technology, Cottbus, Germany.
18 Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group; Eötvös Loránd University, Budapest, Hungary.
19 Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary.
20 Also at Institute of Physics; University of Debrecen, Debrecen, Hungary.
21 Also at Indian Institute of Technology Bhubaneswar, Bhubaneswar, India.
22 Also at Institute of Physics, Bhubaneswar, India.
23 Also at Shoolini University, Solan, India.
24 Also at University of Visva-Bharati, Santiniketan, India.
25 Also at University of Ruhuna, Matara, Sri Lanka.
26 Also at Isfahan University of Technology, Isfahan, Iran.
27 Also at Yazd University, Yazd, Iran.
28 Also at Plasma Physics Research Center; Science and Research Branch; Islamic Azad University, Tehran, Iran.
29 Also at Università degli Studi di Siena, Siena, Italy.
30 Also at INFN Sezione di Milano-Bicocca; Università di Milano-Bicocca, Milano, Italy.
31 Also at Purdue University, West Lafayette, USA.
32 Also at International Islamic University of Malaysia, Kuala Lumpur, Malaysia.
33 Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia.
34 Also at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico.
Also at Warsaw University of Technology; Institute of Electronic Systems, Warsaw, Poland.
Also at Institute for Nuclear Research, Moscow, Russia.
Now at National Research Nuclear University 'Moscow Engineering Physics Institute' (MEPhI), Moscow, Russia.
Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia.
Also at University of Florida, Gainesville, USA.
Also at P.N. Lebedev Physical Institute, Moscow, Russia.
Also at California Institute of Technology, Pasadena, USA.
Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia.
Also at Faculty of Physics; University of Belgrade, Belgrade, Serbia.
Also at University of Belgrade; Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia.
Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy.
Also at National and Kapodistrian University of Athens, Athens, Greece.
Also at Riga Technical University, Riga, Latvia.
Also at Universität Zürich, Zurich, Switzerland.
Also at Stefan Meyer Institute for Subatomic Physics (SMI), Vienna, Austria.
Also at Adiyaman University, Adiyaman, Turkey.
Also at Istanbul Aydin University, Istanbul, Turkey.
Also at Mersin University, Mersin, Turkey.
Also at Piri Reis University, Istanbul, Turkey.
Also at Izmir Institute of Technology, Izmir, Turkey.
Also at Necmettin Erbakan University, Konya, Turkey.
Also at Marmara University, Istanbul, Turkey.
Also at Kafkas University, Kars, Turkey.
Also at Istanbul Bilgi University, Istanbul, Turkey.
Also at Rutherford Appleton Laboratory, Didcot, United Kingdom.
Also at School of Physics and Astronomy; University of Southampton, Southampton, United Kingdom.
Also at Monash University; Faculty of Science, Clayton, Australia.
Also at Instituto de Astrofísica de Canarias, La Laguna, Spain.
Also at Utah Valley University, Orem, USA.
Also at Beykent University, Istanbul, Turkey.
Also at Bingol University, Bingol, Turkey.
Also at Erzincan University, Erzincan, Turkey.
Also at Sinop University, Sinop, Turkey.
Also at Mimar Sinan University; Istanbul, Istanbul, Turkey.
Also at Texas A&M University at Qatar, Doha, Qatar.
Also at Kyungpook National University, Daegu, Korea.