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Learning Context Flexible Attention Model for Long-term Visual Place Recognition

Zetao Chen, Lingqiao Liu, Inkyu Sa, Zongyuan Ge and Margarita Chli

Abstract—Identifying regions of interest in an image has long been of great importance in a wide range of tasks, including place recognition. In this paper, we propose a novel attention mechanism with flexible context, which can be incorporated into existing feed forward network architecture to learn image representations for long-term place recognition. In particular, in order to focus on regions that contribute positively to place recognition, we introduce a multi-scale context-flexible network to estimate the importance of each spatial region in the feature map. Our model is trained end-to-end for place recognition and can detect regions of interest of arbitrary shape. Extensive experiments have been conducted to verify the effectiveness of our approach and the results demonstrate that our model can achieve consistently better performance than the state-of-the-art on standard benchmark datasets. Finally, we visualize the learned attention maps to generate insights into what attention the network has learned.


I. INTRODUCTION

PLACE recognition involves estimating a match between the query and the previously visited places [1]. Long-term visual place recognition poses a fundamental challenge in robot navigation because a single place can undergo significant appearance changes due toillumination, weather or seasonal changes. Recently, the success of deep learning in computer vision has triggered a range of investigations into how to generate a feature representation from Convolutional Neural Networks (CNNs) that is robust to such variations [2, 3]. In this paper, we investigate learning attention for place recognition using CNNs in an end-to-end fashion.

Attention plays a crucial role in the human perception process and finding regions of interest relevant to the task has long been of great importance in computer vision and robotics communities. There have been attempts in utilizing attention in many tasks, such as image classification [4], image retrieval [5] or segmentation [6], while attention can also play an important role in visual place recognition [7]. Visual cues that are relevant to place recognition are generally not uniformly distributed across an image, therefore focusing on important regions, as opposed to irrelevant or confusion areas, is key to improve the place recognition performance. For example, when recognizing a street scene, using features extracted from time-varying objects, such as moving cars or pedestrians, as opposed to those extracted from static structures, such as buildings or road signs, can introduce misleading information into place recognition.

To address this problem, there have been attempts to automatically select informative regions for recognizing places. The approaches proposed in [8, 9] first identify salient regions and then extract features to match image patches over extreme condition- and viewpoint-variations. However, these methods interpret saliency selection and feature extraction as two separate processes, while our model can optimize both processes simultaneously in an end-to-end fashion. The approach in [10] leverages on high-level information from semantic segmentation to restrict features extracted only from man-made structures, such as buildings. However, this manually-defined attention is limited and is not flexible enough to capture all relevant context.

Figure 1 In this paper, we propose a visual attention model for place recognition, which learns to automatically focus on regions that are most discriminative in defining a place. Two examples are shown here where the left is the original image and the right is the super-imposed heat map.
Context provides crucial cues in determining a region's importance. For example, a painting on a building may be useful for place recognition, while the same one on a bus can be misleading. A range of investigations has been conducted to learn context-based attention maps automatically for place recognition. Similarly to our work, the approach in [7] proposes to learn an attention model to weight the importance of each spatial location in the feature map. However, the contextual area around each region was manually defined as a rectangular bounding box. We show in the experiments that this manually defined local contextual region is not powerful enough to capture all relevant context. Instead, here, the attention for each spatial region is estimated automatically by a global adaptive contextual area, whose shape depends only on image features.

Inspired by recent studies which show that features extracted from different layers of CNNs capture different semantic structures [11-13], in this paper we also estimate the attention map using multi-semantic contexts. Features from lower convolutional layers generally respond to low level image features, such as corners or edges, while those from higher layers focus on structures that are more semantically meaningful, such as human faces or buildings. Our attention map is estimated by fusing context computed from different convolutional layers in order to capture multi-level semantics.

The main contributions of this work are as follows:

- we propose a novel contextual-flexible attention model that is able to adaptively select relevant contexts for each target attention region, as opposed to the fixed contexts used by most other approaches,
- we conduct intensive (ablation) experiments on three public benchmarks, and achieve consistently better performance than other state-of-the-art approaches,
- we introduce a new benchmark dataset called SPEDTEST for long-term place recognition.

II. RELATED WORK

In this section, we briefly review previous approaches on CNNs for place recognition, attention-based place recognition and multi-scale contexts in deep neural networks.

A. Visual Place Recognition with CNNs

The first step in visual place recognition is to derive image representation that is discriminative in defining a place. Previous approaches either operate directly on raw pixels [14] or utilize a fixed set of handcrafted descriptors [15-18]. Recently, inspired by the success of deep learning in computer vision, a range of studies have been conducted on the applicability of deep learning for place recognition. [19] was the first work to introduce CNNs for visual place recognition and [20] conducted a detailed analysis of the utility of deep learnt features for place recognition. However, these studies utilized networks that were pre-trained on tasks different in nature from place recognition. Later, [2, 7, 13] trained CNN models particularly for place recognition and demonstrated that doing so can further improve the performances. In [21], a CNN was trained for a different but relevant task of camera pose estimation. The aforementioned approaches generally define a manual context region to calculate the attention mask.

In this paper, we propose a context flexible attention-modulated CNN model particularly for place recognition.

Rather than recognizing specific places, networks have also been trained for recognizing the types of places [22]. However, this scene recognition task is different in nature from visual place recognition: image under the same scene category can come from different places.

B. Attention Model for Place Recognition

Attention, or so called saliency detection, has been shown to play an important role in a wide variety of computer vision and robotics tasks [4, 6, 23-25]. Despite their different application scenarios, such works utilize a neural network to learn to automatically locate task-relevant regions.

Attention also plays an important role in visual place recognition. This is because not all content in the image is relevant in representing a place, and identifying salient regions, as opposed to useless or misleading areas, is crucial to improve the recognition performance. The approach in [10], for example, leverages on supervised information from semantic segmentation to extract features only from man-made structures, such as buildings or roads. Despite its simplicity and efficiency, this manually defined attention, as opposed to the learning-based approach we propose in this paper, is not flexible enough to define all relevant regions. Similarly, in [26] the attention mechanism was explored to identify salient landmarks for mobile robot localization. Approaches in [8, 9] identify salient regions using an external landmark detector. However, their landmark detectors are based on networks that are trained on tasks different in nature from place recognition. In contrast, our attention model is trained end-to-end specifically for place recognition.

Different approaches have been proposed to adaptively estimate a task-dependent attention map. In particular, the context information, which is generally addressed by selecting image areas surrounding the localized, target image regions [11], have been shown to provide useful cues to estimate the attention. However, the contextual areas around each target region are usually defined manually in the shape of rectangular bounding boxes [6, 7, 11, 27]. Such manually defined focus areas often may be suboptimal, since the actual contextual area can vary under different situations. In this paper, we propose a context estimation mechanism, which can adaptively define contextual areas in any shape, depending only on the image features.

C. Multi-scale Features in Deep Networks

Multi-scale features have been shown to provide effective use of context information [28-30]. In the context of deep neural networks, multi-scale features refer to activations extracted from different layers of the networks. It has been shown that features extracted from lower layers most often correspond to low-level image features, such as edges or corners, while activations from higher layers respond to more semantically meaningful shapes, such as trees or faces [13]. Inspired by this success of multi-scale features [6, 11, 31], here we propose to learn attention by fusing context extracted from multiple layers of the network.
III. METHOD

In this section, we present the details of our multi-scale attention learning system. We first describe how local features can be extracted from a convolutional feature map to represent an image region at a spatial location. Then we illustrate our global adaptive context system, which is used to estimate the attention score at each spatial location of the image. We demonstrate how we learn attention at different convolutional layers and in the end, we discuss how to automatically merge the attention from each layer to a final attention mask. The schematic illustration of the proposed system is shown in Figure 2.

![Schematic illustration of attention learning system](image)

**Figure 2** Schematic illustration of our attention learning system. We propose a multi-scale context-flexible attention learning model. Attention is estimated from context information extracted at different layers of the network and then the multi-scale attention maps \(S_1, S_2, S_3\) are fused to generate a final attention mask \(G\).

A. Local Feature Extraction from Convolutional Activations

Given a pre-trained CNN, our attention-learning model takes as inputs its convolutional activations and outputs an attention mask to weight the importance of each spatial location. Similar to [9], we treat activations at a certain convolutional layer as a tensor of size \(H \times W \times C\), which is considered as a set of \(C\)-dimensional local features in \(H \times W\) spatial location. Formally, the convolutional layer activations \(X \in \mathbb{R}^{H \times W \times C}\) can be expressed as:

\[
X = \{x_i \in \mathbb{R}^C | i \in \{1, ..., H \times W\}\}. \tag{1}
\]

B. Adaptive Global Context Feature

We propose the fusion of local descriptor and global latent context to estimate the attention score at each spatial location. For each local descriptor \(x_i\) created in the previous step, a corresponding global latent context \(c_i, i \in \{1, ..., H \times W\}\) is created by adaptively pooling all local descriptors, such that:

\[
c_i = \sum_j r^j_i x_j, \quad i = 1, ..., H \times W,
\]

\[
r^j_i = x_i^T \Omega x_j,
\]

where \(c_i\) has the same dimension as \(x_i\), \(r^j_i\) is a scalar that measures the importance of feature \(x_j\) when constructing the context feature \(c_i\). When calculating the relevance \(r^j_i\), we construct the correlation matrix: \(\Omega \in \mathbb{R}^{C \times C}\), which is a trainable matrix that can be automatically adapted to relate \(x_i\) and \(x_j\). Compared to many other existing attention learning approaches, which manually define the contextual region as rectangular bounding boxes [6, 7, 11, 27] (denoted in red in Figure 2), our approach adopts \(r^j_i\) to adaptively learn the contextual area for each spatial region. In theory, this can define an adaptive contextual area of any shape. We argue that this is a more powerful context than a manually defined rectangular bounding box. Considering the case of looking at the corner of a window, it is when the surrounding areas are observed that we know that this is actually a corner of a window and can potentially be discriminative when recognizing a place. However, if we can have a global context, which tells us that there are many windows in the image with the same structure, the saliency of such corners gets reduced.

C. Saliency Estimation by Observing Local Appearance and Global Context

While \(x_i\) denotes the local appearance at the \(i^{th}\) location, \(c_i\) represents the awareness of its global context. By looking at both its local appearance and its global context, the attention mask can be estimated more accurately. This process is also more similar to the human perception process, which uses the global high-level context information to guide the attention spent on each region. We construct another context feature map \(C \in \mathbb{R}^{H \times W \times C}\) from all the context feature \(c_i\), such that:

\[
C = \{c_i \in \mathbb{R}^C | i \in \{1, ..., H \times W\}\}. \tag{3}
\]

Since \(C\) and \(X\) have the same dimension, we can merge them together either by element-wise summation or by concatenating them. Concatenation allows for more flexibility but requires more memory for training. We experimented both and found that both methods achieve relatively similar performance. As a result, we adopt the element-wise summation approach, which is more memory-efficient, to create a fused feature map \(M\):

\[
M = C + X. \tag{4}
\]

Based on the fused feature map, we apply an attention model to learn a soft attention mask over all spatial locations. The attention model is parameterized by a CNN, which takes the feature map \(M\) as an input. Formally:

\[
T = f(K \ast M + b), \tag{5}
\]

where \(\ast\) denotes the convolution operator, \(K\) represents the convolution filter, \(b\) is the bias, and \(f\) is the ReLU nonlinear activation function. Since we use a 3 \(\times\) 3 kernel and output only a single channel, \(K\) is in the shape of \(C \times 3 \times 3 \times 1\). The output \(T \in \mathbb{R}^{H \times W}\) is the soft attention mask that summarizes information of all channels in \(M\).
Assume that \( T(i) \) denotes the \( i \)th element in \( T \), where \( i \in \{1, \ldots, H \times W\} \). A softmax operation is applied to \( T \) spatially as follows:

\[
S(i) = \frac{e^{T(i)}}{\sum_{j} e^{T(j)}},
\]

where \( L \in \{1, \ldots, H \times W\} \) and \( \sum S(i) = 1. \) \( S \) is the soft attention map learned from the layer where the feature map \( X \) is extracted and will be later applied to reweight the feature in \( X \).

D. Multi-scale Attention Fusion

It is observed that activations from early convolutional layers generally fire at lower level features, such as at edges or corners, while feature maps at later convolutional layer are more selective to semantically meaningful structures, such as shapes or objects [13]. To improve the robustness of our learned features, we propose to learn an attention model from different layers of the network and to merge them together softly. In particular, we pick three layers \( l_1, l_2 \) and \( l_3 \) from a pre-trained network. \( l_3 \) is chosen to be the last convolutional layer, while \( l_1 \) and \( l_2 \) are the two earlier ones. As illustrated in section III.C, we construct \( M_1, M_2 \) and \( M_3 \) and calculate the soft attention mask \( S_1, S_2 \) and \( S_3 \), respectively from layers \( l_1 \), \( l_2 \) and \( l_3 \), \( S_1 \) and \( S_2 \) are resized to have the same resolution as \( S_3 \). We then apply a \( 1 \times 1 \times 3 \) convolutional layer to compute a weighted sum of these three masks:

\[
G = \sum_{k=1}^{3} w_k S_k + b_k,
\]

where \( w_k \) and \( b_k \) are learnable parameters that denote the convolution weight and the bias applied on the attention mask of the \( k \)th layer, respectively, while \( G \) is the final attention mask of size \( H \times W \), whose value indicate which spatial region of the feature maps are important.

E. Final Feature Representation

In order to generate the final representation, we apply the final attention mask \( G \) to modulate the activations from the \( l_3 \) convolutional layer \( X_{l_3} \):

\[
F(p) = G \circ X_{l_3}(p), \quad p = 1, \ldots, C,
\]

where \( p \) is the index of feature channel and \( \circ \) denotes the channel-wise Hadamard matrix product here. \( F \in \mathbb{R}^{H \times W \times C} \) denotes the feature map after attention modulation. \( F \) will be the final representation of the images used during the testing.

Similarly to the approach in [13], we formulate the place recognition task as a classification problem, which has been demonstrated to deliver superior performance. In particular, we train our attention model on a subset collected from the SPED dataset introduced in [13], which consists of images collected from 1136 webcams around the world. Images captured by the same camera are assigned to the same label. \( F \) then goes through another convolutional and fully-connected layer, followed by a 1136 – way softmax layer to learn a correct label output.

IV. EXPERIMENTAL SETUP

This section describes the benchmark datasets used in the experiment and the acquisition of their ground truth. We also discuss the implementation details of our attention learning model.

A. Training Dataset

The attention learning model is trained on the SPED dataset introduced in [13]. In particular, we manually selected 1136 different cameras from the whole dataset and make sure images generated from these cameras are of good quality, for example, excluding corrupted images or images that are completely black. These cameras are located at different places around the world and the images capture a wide variety of environments. Each camera captured one picture every half an hour for a period of ten years. For our testbed, we randomly select 1000 images from each camera, captured in February 2014 and August 2014, with these time points chosen specifically to exhibit dramatic seasonal and illumination changes. Amongst them, 800 were used for training and the other 200 for validation. Since there are 1136 different cameras, we formulate our task as a 1136 – class classification problem.

B. Testing Datasets

We evaluated the effectiveness of our proposed system on three benchmarking place recognition datasets. These datasets capture a range of different environments, exhibiting different degrees of variations in conditions and viewpoints. These variations represent typical challenges that a robot can encounter in the real-world. Details of all the datasets are summarized in Table 1, while some example images are illustrated in Figure 3. Each dataset consists of two traverses along the same route with the first traverse used as reference and the second one used for testing.

The St. Lucia dataset [32] was recorded in the suburbs of St. Lucia at different times of day and exhibits medium viewpoint and significant illumination changes. The Synthesized Nordland dataset [33] was captured by a camera mounted on a train. The first traverse was captured in spring and the second one during winter. Because the original dataset exhibits no viewpoint changes, we synthesize the viewpoint variations by cropping the images, such that images from the first and second traverse have an overlap of 75%. To construct the SPEDTEST set, we first manually select 668 new cameras from the SPED dataset that are not used for the training and then for each camera, we pick one image from the winter as the query and three other images from the summer as the reference dataset. We manually verify the images to make sure they all exhibit significant condition and moderate viewpoint variations. Some example images of this newly constructed dataset can be seen in Figure 3. The authors plan to make this dataset public available to the community in the near future.

C. Ground Truth

For the SPEDTEST set, the ground truth was built by manually parsing the frames and building the frame-level correspondence. For the St. Lucia dataset, we used the GPS annotations provided with the original dataset to build a coarse correspondence followed by a manual step to build more accurate frame-level correspondence. For the Synthesized
Nordland dataset, we used the frame-level correspondence provided with the original dataset.

D. Implementation Details

We find that fine-tuning from a pre-trained network can achieve better performance than training from scratch; therefore, we employed the VGG16 network [34] as our pre-trained network to learn the attention, although other networks, such as ResNet [35], GoogleNet [36] or AlexNet [37] can also be utilized. Each image is first resized to $224 \times 224$ before it is fed to CNN for training. During training, we set the learning rate of the pre-trained network to 0.00008 and the learning rate of our newly added attention model to 10 times larger (i.e. 0.0008). We find that this dual learning rate mechanism can achieve better performance than setting a uniform learning rate for all the weights. We chose a batch size of 64 and the learning rate drops by a factor of 10 at a rate of every 30000 iterations. We stop training after 80000 iterations, because no significant performance gain was observed after that. The parameters are set once and used across all experiments.

E. Comparison Methods

We first compare our full model (“Ours-full”) with different ablated versions in Section V.A to investigate the impact of different components in our attention model:

- “No Finetune”: We directly take activations from the same convolutional layer of the pre-trained network (which is VGG16 [34] in our case) without any fine-tuning.
- “Finetune+NoAttent”: We fine-tune the pre-trained network on our SPED training dataset. This approach performs fine-tuning but no attention model is incorporated.
- “Finetune+Attent+NoContext”: We apply attention model when fine-tuning the network. However, the attention score of each spatial location is estimated without looking at its global context vector as defined in (3).

We further compare our method with different state-of-the-art attention models and place recognition algorithms in Section V.B:

- Attentive Attention (AA) [38]: This is a recent attention-based descriptor that achieves state-of-the-art performances on several image retrieval datasets. For fair comparison, we fine-tune the model on our training dataset and remove the geometric verification stage.
- Fixed Context (FC) [7]: This attention-modulated descriptor utilizes a fixed bounding box contextual region when estimating each target attention region. By comparing with this method, we can demonstrate the superiority of having a flexible contextual region as proposed in our approach. For fair comparison, we also fine-tune this model on our training dataset. This method is a state-of-the-art CNN model for visual place recognition.
- Cross Pooling (CP) [39]: This method utilizes a late convolutional layer as fixed attention masks to generate a global descriptor for image classification and retrieval. By comparing with this method, we demonstrate the superiority of our learned attention models over the pre-defined attention masks from a convolutional layer.
- FABMAP [1]: This is a state-of-the-art place recognition algorithm built on top of handcrafted features
- SeqSLAM [14]: This is a sequence-based place recognition approach, which have demonstrated state-of-the-art performances on mapping environments across seasons, weather conditions and different times of a day.
- Places365 [22]: This is a CNN-based scene recognition model trained to recognize 365 scene types. The model was trained on over two million pictures. We extracted activations before the softmax layer as the image representation.

V. RESULTS

Our proposed attention-learning model is tested on a variety of scenarios and evaluated against state-of-the-art approaches recording performance in terms of precision and recall.
Furthermore, the learned attentions are visualized in an attempt to provide insights about what networks have learned.

A. Ablation Experiments

In Figure 4–6 (left), the precision-recall (PR) curves are computed on all three test datasets for our proposed attention learning approach against other ablated baselines. Figure 4 (left) presents the PR curves generated by these methods on the Nordland dataset. It is evident that our approach achieves consistently better performance than all other approaches. The approach (blue dotted) that is fine-tuned with attention model but without context, achieves better performance than those that either directly extract convolutional activations from the pre-trained network (dashdot), or perform fine-tuning without attention mechanisms (dashed), indicating the benefits of using attention models.

Figure 5 (left) presents results on the St. Lucia dataset with our full model (attention+context) still outperforming all other approaches by a small margin. A similar tendency is observed that fine-tuning using attention models but without context (blue dotted) achieves the second best performance. It is also interesting to see that fine-tuning without attention (dashed) does not improve the performance over the one without any fine-tuning (dashdot), indicating the significance of using attention models for improving features’ robustness against condition variations.

In Figure 6 (left) illustrates the PR curves on the newly constructed SPEDTEST dataset. Note that even though our network is trained on a subset of the SPED dataset, images in the SPEDTEST dataset are constructed from completely different scenarios and can be used to test the generalization performance of our model. As illustrated in this figure, our full model (attention+context) achieves slightly better performance than the one using attention but without context (blue dotted), indicating the benefits of using context in attention estimation. Besides, fine-tuning on the training dataset without attention (dashed) slightly improves the performance over the one that directly extracts activations from the pre-trained network without any fine-tuning (dashdot). A big gap between the blue dotted and green dashed lines illustrates the benefits of using attention models in feature modulation.

In summary, all the results in the ablation experiments indicate both the benefits of using attention models in feature learning and the context in attention estimation.

B. Comparing with State-Of-The-Art

In Figure 4–6 (right figures), we compared our full model with six other algorithms, including state-of-the-art place recognition approaches, image retrieval methods and scene recognition model (details in Section I.0).

In all three results, our method (Ours-full), which utilizes our proposed automatically learned contextual regions to estimate the attention, consistently outperforms the approach that uses a fixed pre-defined contextual region [7] (green dashed). This clearly illustrates the benefits of having a flexible contextual region over a fixed one.

FABMAP [1], a state-of-the-art place recognition algorithm, achieves the worst performance in all three experiments. A closer investigation reveals that SURF [40], the handcrafted feature that FABMAP is built on top of, is not robust against strong condition variations and as a result, FABMAP cannot successfully match the places. This again highlights the necessity of having a deeply learned feature (as proposed in this paper) for long-term place recognition.

Surprisingly, the “Attentive” [38] (yellow dashdot) and “Cross Pooling” [39] (purple solid diamond) models, which have been demonstrated to perform quite well in image retrieval or classification task, delivers much worse performances in the experiments. This is probably due to the fact that place recognition is different in nature from other tasks, such as image classification or retrieval, where there is always a single object occupying the largest part of the image. In place recognition, a place can be represented by multiple region elements and the contextual relationship between these elements is important to estimate their attention mask.

By comparing the approach “Fixed Context” with the method “Finetune+attent+NoContext” in Section V.A, we can observe that both methods achieve relatively similar performance, with the “Finetune+Attent+NoContext” achieves marginally superior performance on the Nordland dataset, while the “Fixed Context” performs slightly better on the St.Lucia dataset. This implies that a fixed-shaped contextual region may not be consistently beneficial when recognizing places with strong condition variations, which again highlights the significance of having a flexible context.
C. Combining Different Number of Attentional Layers

In this section, we investigate the influence of combining different numbers of attentional layers. Specifically, in Figure 7, we plot the Area Under the Curves (AUCs) when one, two, and three attentional layers are respectively combined to estimate the attention. It is clear that on both Nordland and SPEDTEST datasets, combining more layers achieve consistently better performance, while such differences are not significant on the St.Lucia dataset. As illustrated in Figure 3 and Table 1, the Nordland and SPEDTEST datasets illustrate much stronger condition variations (across seasons) when compared to the St.Lucia dataset (morning to afternoon). This indicates that merging multiple contextual layers may have more significant benefits when there exist larger appearance changes.

D. Attention Map Visualization

To gain an insight into what the attention mechanism our network has learned, we visualize eight example attention maps on unseen scenes that are generated by our model and the method that utilizes fixed context [7]. These attention masks illustrate the areas, where the network pays the strongest attention to. As illustrated in Figure 8, although these images are not used during the network training stage, our attention masks can successfully identify some salient regions in image space, while the other method usually fails. For example, in the example on the second column, the generated attention mask successfully filters out the sky and focusing only on the bottom region of the image, where there are many houses and they are more robust against long-term appearance variations.

VI. CONCLUSION

Inspired by the success of attention models on other computer vision tasks and the recent boom in deep learning techniques, in this paper, we propose a multi-scale context-flexible attention model for long-term place recognition. Our attention mask is estimated from context information extracted from multiply layers of the network. In contrast to most existing approaches that manually define contextual regions of pre-defined shapes, here we simultaneously learn the attention and contextual shape for a particular place in an end-to-end fashion. The learned attention mask is then used to modulate the feature maps from the original network. Evaluation against the state of the art on several benchmarking datasets reveals the superior performance of our proposed method in place recognition against strong viewpoint and condition variations.
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