Doctoral Thesis

Multi-distance and multi-frequency frequency-domain near-infrared spectroscopy
Characterization and application

Author(s):
Spichtig, Sonja

Publication Date:
2010

Permanent Link:
https://doi.org/10.3929/ethz-a-006129438

Rights / License:
In Copyright - Non-Commercial Use Permitted
Multi-Distance and Multi-Frequency
Frequency-Domain Near-Infrared Spectroscopy:
Characterization and Application

A dissertation submitted to
Swiss Federal Institute of Technology Zurich
for the degree of

Doctor of Sciences

presented by
SONJA SPICHTIG
Diploma in Natural Sciences, Swiss Federal Institute of Technology Zurich, 2006
born on the 1st of October, 1982
citizen of Sachseln OW

accepted on the recommendation of

Prof. Markus Rudin, examiner
PD Martin Wolf, co-examiner
Prof. Peter Achermann, co-examiner

2010
# Table of contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Summary</strong></td>
<td>11</td>
</tr>
<tr>
<td><strong>Zusammenfassung</strong></td>
<td>15</td>
</tr>
<tr>
<td><strong>Introduction</strong></td>
<td>19</td>
</tr>
<tr>
<td><strong>Objectives and Outline</strong></td>
<td>23</td>
</tr>
<tr>
<td>Potential effects of electromagnetic fields on blood circulation in the human head</td>
<td>23</td>
</tr>
<tr>
<td>Monitoring of structural and compositional changes of the cervix</td>
<td>25</td>
</tr>
<tr>
<td><strong>1 Introduction to frequency-domain instruments</strong></td>
<td>27</td>
</tr>
<tr>
<td>1.1 Multi-distance frequency-domain instrument</td>
<td>29</td>
</tr>
<tr>
<td>1.2 Multi-frequency frequency-domain instrument</td>
<td>31</td>
</tr>
<tr>
<td><strong>2 Characterization of the multi-distance FD-NIRS instrument</strong></td>
<td>33</td>
</tr>
<tr>
<td>2.1 Modifications</td>
<td>35</td>
</tr>
<tr>
<td>2.1.1 Hardware and software changes</td>
<td>35</td>
</tr>
<tr>
<td>2.1.2 Optical sensor for the UMTS exposure study: Imager16</td>
<td>36</td>
</tr>
<tr>
<td>2.1.3 Further development: optical sensor for combined NIRI-MRI measurents: Imager4MRT</td>
<td>39</td>
</tr>
<tr>
<td>2.2 Characterization using diffuse optical imaging</td>
<td>44</td>
</tr>
<tr>
<td>2.2.1 Background</td>
<td>44</td>
</tr>
<tr>
<td>2.2.2 Introduction to DOI</td>
<td>45</td>
</tr>
<tr>
<td>2.2.3 Simulation settings</td>
<td>48</td>
</tr>
<tr>
<td>2.2.4 Simulation A: reconstruction of local activation volumes</td>
<td>49</td>
</tr>
<tr>
<td>2.2.5 Conclusions: simulation A</td>
<td>53</td>
</tr>
<tr>
<td>2.2.6 Simulation B: correlation between real and reconstructed depth for local activation volumes</td>
<td>54</td>
</tr>
<tr>
<td>2.2.7 Conclusions: simulation B</td>
<td>54</td>
</tr>
<tr>
<td>2.2.8 Outlook</td>
<td>58</td>
</tr>
<tr>
<td><strong>2.3 Different approaches to obtain depth resolution</strong></td>
<td>59</td>
</tr>
<tr>
<td>2.3.1 Background</td>
<td>59</td>
</tr>
<tr>
<td>2.3.2 Discriminating superficial from deep changes</td>
<td>60</td>
</tr>
<tr>
<td>2.3.3 Principle</td>
<td>60</td>
</tr>
<tr>
<td>2.3.4 Methods</td>
<td>63</td>
</tr>
<tr>
<td>2.3.5 Results</td>
<td>67</td>
</tr>
<tr>
<td>2.3.6 Conclusion</td>
<td>82</td>
</tr>
</tbody>
</table>
# Table of contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4 Conclusion</td>
<td>83</td>
</tr>
<tr>
<td>3 Characterization of the multi-frequency FD-NIRS instrument</td>
<td>87</td>
</tr>
<tr>
<td>4 Application of the multi-distance FD-NIRS instruments</td>
<td>101</td>
</tr>
<tr>
<td>4.1 Movement artifact reduction</td>
<td>101</td>
</tr>
<tr>
<td>4.2 Exploratory study</td>
<td>114</td>
</tr>
<tr>
<td>4.3 Main study</td>
<td>119</td>
</tr>
<tr>
<td>5 Application of the multi-frequency FD-NIRS instruments</td>
<td>143</td>
</tr>
<tr>
<td>Conclusion and Outlook</td>
<td>153</td>
</tr>
<tr>
<td>References</td>
<td>155</td>
</tr>
<tr>
<td>List of publications</td>
<td>171</td>
</tr>
<tr>
<td>Danksagung</td>
<td>173</td>
</tr>
<tr>
<td>Curriculum Vitae</td>
<td>175</td>
</tr>
</tbody>
</table>
List of figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Extinction coefficients for oxy and deoxyhemoglobin, water and fat</td>
<td>20</td>
</tr>
<tr>
<td>1.1</td>
<td>Temporal characteristic of light transmitted through a highly scattering tissue</td>
<td>28</td>
</tr>
<tr>
<td>1.2</td>
<td>Relationship between $\ln(U_{mc} \cdot r^2)$, $\ln(U_{ac} \cdot r^2)$, $\varphi_{mc}$ and the source-detector distance $r$</td>
<td>30</td>
</tr>
<tr>
<td>1.3</td>
<td>Calibrated amplitude attenuation $A_{mc\text{att}}$ and calibrated phase shift $\Theta_{mc\text{lag}}$ in dependency of the modulation frequency</td>
<td>32</td>
</tr>
<tr>
<td>2.1</td>
<td>ISS Oxiplex® and commercially available optical sensor</td>
<td>34</td>
</tr>
<tr>
<td>2.2</td>
<td>Cross-section, bottom view and side view of the Imager16</td>
<td>37</td>
</tr>
<tr>
<td>2.3</td>
<td>Bottom view of the Imager16</td>
<td>38</td>
</tr>
<tr>
<td>2.4</td>
<td>MRI of a spherical water phantom with different optical sensors attached</td>
<td>39</td>
</tr>
<tr>
<td>2.5</td>
<td>Quantitative comparison of the spatial and temporal signal stability of the MR scanner with and without Imager4MRT</td>
<td>41</td>
</tr>
<tr>
<td>2.6</td>
<td>Anatomical MR scan with Imager4MRT attached to the head</td>
<td>43</td>
</tr>
<tr>
<td>2.7</td>
<td>3D model of the head with Imager4MRT attached to the head</td>
<td>43</td>
</tr>
<tr>
<td>2.8</td>
<td>Functional activation maps for a finger tapping paradigm</td>
<td>44</td>
</tr>
<tr>
<td>2.9</td>
<td>Simulation of the image reconstruction for sphere positions A, B and C</td>
<td>50</td>
</tr>
<tr>
<td>2.10</td>
<td>Simulation of the image reconstruction for sphere positions D, E and F</td>
<td>51</td>
</tr>
<tr>
<td>2.11</td>
<td>Simulation of the image reconstruction for sphere positions G, H and I</td>
<td>52</td>
</tr>
<tr>
<td>2.12</td>
<td>Correlation between real and reconstructed depth for sphere positions A, B and C</td>
<td>55</td>
</tr>
<tr>
<td>2.13</td>
<td>Correlation between real and reconstructed depth for sphere positions D, E and F</td>
<td>56</td>
</tr>
<tr>
<td>2.14</td>
<td>Correlation between real and reconstructed depth for sphere positions G, H and I</td>
<td>57</td>
</tr>
<tr>
<td>2.15</td>
<td>Solid silicone phantom kit and measurement principle</td>
<td>64</td>
</tr>
<tr>
<td>2.16</td>
<td>Heating device used for the skin heating measurement</td>
<td>65</td>
</tr>
<tr>
<td>2.17</td>
<td>Stimulation sequences for motor cortex activation and the skin heating measurement</td>
<td>66</td>
</tr>
<tr>
<td>2.18</td>
<td>Modified Lambert-Beer law applied on the II-ID phantom comparison</td>
<td>68</td>
</tr>
<tr>
<td>2.19</td>
<td>Modified Lambert-Beer law applied on the II-DI phantom comparison</td>
<td>69</td>
</tr>
<tr>
<td>2.20</td>
<td>Modified Lambert-Beer law applied on the DD-ID phantom comparison</td>
<td>70</td>
</tr>
<tr>
<td>2.21</td>
<td>Modified Lambert-Beer law applied on the DD-DI phantom comparison</td>
<td>71</td>
</tr>
<tr>
<td>2.22</td>
<td>Slope comparison method applied on the phantom DI</td>
<td>73</td>
</tr>
<tr>
<td>2.23</td>
<td>Slope comparison method applied on the phantom ID</td>
<td>74</td>
</tr>
<tr>
<td>2.24</td>
<td>DOI depth reconstruction applied on the phantom measurement data</td>
<td>76</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>2.25</td>
<td>Modified Lambert-Beer law applied on the motor cortex activation</td>
<td>78</td>
</tr>
<tr>
<td>2.26</td>
<td>Modified Lambert-Beer law applied on the skin heating measurement</td>
<td>79</td>
</tr>
<tr>
<td>2.27</td>
<td>Slope comparison method applied on the motor cortex activation and skin heating measurement</td>
<td>80</td>
</tr>
<tr>
<td>2.28</td>
<td>DOI depth reconstruction for motor cortex activation and skin heating measurement</td>
<td>82</td>
</tr>
<tr>
<td>2.29</td>
<td>DOI reconstruction at different depths for motor cortex activation</td>
<td>85</td>
</tr>
<tr>
<td>2.30</td>
<td>DOI reconstruction at different depths for skin heating measurement</td>
<td>86</td>
</tr>
<tr>
<td>3.1</td>
<td>APD demodulation board</td>
<td>91</td>
</tr>
<tr>
<td>3.2</td>
<td>ISS Imagent\textsuperscript{b} and the optical cervix sensor</td>
<td>92</td>
</tr>
<tr>
<td>3.3</td>
<td>Correlation between actual and measured tHb</td>
<td>97</td>
</tr>
<tr>
<td>3.4</td>
<td>Difference in tHb concentration (measured-actual)</td>
<td>98</td>
</tr>
<tr>
<td>4.1</td>
<td>MARA paper: flow chart of the MARA</td>
<td>104</td>
</tr>
<tr>
<td>4.2</td>
<td>MARA paper: illustration of the MA reduction algorithm steps</td>
<td>105</td>
</tr>
<tr>
<td>4.3</td>
<td>MARA paper: simulated NRI signals</td>
<td>108</td>
</tr>
<tr>
<td>4.4</td>
<td>MARA paper: results of the MARA for simulated NRI signals</td>
<td>110</td>
</tr>
<tr>
<td>4.5</td>
<td>MARA paper: movement artifact reduction performed on measurement data, part1</td>
<td>111</td>
</tr>
<tr>
<td>4.6</td>
<td>MARA paper: movement artifact reduction performed on measurement data, part2</td>
<td>112</td>
</tr>
<tr>
<td>4.7</td>
<td>MARA paper: movement artifact reduction performed on functional motor cortex experiment</td>
<td>112</td>
</tr>
<tr>
<td>4.8</td>
<td>Exploratory study: exposure positions T3 and B-C3</td>
<td>116</td>
</tr>
<tr>
<td>4.9</td>
<td>Exploratory study: Histograms of (\Delta[O_2\text{Hb}], \Delta[H\text{Hb}]) and (\Delta[t\text{Hb}])</td>
<td>117</td>
</tr>
<tr>
<td>4.10</td>
<td>Main study: lateral view of sensor placement at the head</td>
<td>122</td>
</tr>
<tr>
<td>4.11</td>
<td>Main study: model and SAR distribution of simulations</td>
<td>124</td>
</tr>
<tr>
<td>4.12</td>
<td>Main study: short and medium-term results for (\Delta[O_2\text{Hb}], \Delta[H\text{Hb}]) and (\Delta[t\text{Hb}])</td>
<td>130</td>
</tr>
<tr>
<td>4.13</td>
<td>Main study: medium-term analysis of heart rate</td>
<td>133</td>
</tr>
<tr>
<td>4.14</td>
<td>Main study: mean effects and 99% confidence intervals for short-term analysis of (\Delta[O_2\text{Hb}], \Delta[H\text{Hb}]) and (\Delta[t\text{Hb}])</td>
<td>138</td>
</tr>
<tr>
<td>4.15</td>
<td>Main study: mean effects and 99% confidence intervals for medium-term analysis (\Delta[O_2\text{Hb}], \Delta[H\text{Hb}]) and (\Delta[t\text{Hb}]), with outliers</td>
<td>139</td>
</tr>
<tr>
<td>4.16</td>
<td>Main study: mean effects and 99% confidence intervals for medium-term analysis (\Delta[O_2\text{Hb}], \Delta[H\text{Hb}]) and (\Delta[t\text{Hb}]), without outliers</td>
<td>140</td>
</tr>
<tr>
<td>4.17</td>
<td>Main study: mean effects and 99% confidence intervals for medium-term analysis of HR</td>
<td>141</td>
</tr>
<tr>
<td>5.1</td>
<td>Cervix study: HHb as a function of the gestational age</td>
<td>147</td>
</tr>
<tr>
<td>5.2</td>
<td>Cervix study: O_2 Hb as a function of the gestational age</td>
<td>148</td>
</tr>
<tr>
<td>5.3</td>
<td>Cervix study: tHb as a function of the gestational age</td>
<td>148</td>
</tr>
<tr>
<td>5.4</td>
<td>Cervix study: H_2 O as a function of the gestational age</td>
<td>149</td>
</tr>
<tr>
<td>5.5</td>
<td>Cervix study: SP as a function of the gestational age</td>
<td>149</td>
</tr>
</tbody>
</table>
List of tables

2.1 Feasible software applications for the switch8 mode ........................................ 36
2.2 Feasible software applications for the switch16 mode ........................................ 36
2.3 MR sequence parameters used for the measurements ........................................ 40
2.4 Optical properties of phantom basic set of BORL ............................................. 64
2.5 Optical coefficients of the calibration phantom .................................................. 64
2.6 Summary of results when discriminating superficial from deep changes .......... 83

3.1 Determined optical properties for the APD and PMT detector ......................... 96
3.2 Results of forearm measurement ..................................................................... 99
3.3 Results of cervix measurement ....................................................................... 100

4.1 MARA paper: rules to determine the proper magnitude of the shift for each segment ............................................................................................................ 107
4.2 MARA paper: comparison between simulated NIRI signals when applying MARA ............................................................................................................ 109
4.3 Exploratory study: maximum and minimum concentration changes in µM 117
4.4 Main study: results of the short-term linear mixed-effects models ................. 128
4.5 Main study: short-term analysis of the mean effects of ∆[O2Hb], ∆[HHb] and ∆[tHb] at 40 s ................................................................. 129
4.6 Main study: results of the medium-term linear mixed-effects models .......... 132
List of abbreviations

\(\mu'_s\) reduced scattering coefficient
\(\mu_a\) absorption coefficient
\([\text{HHb}]\) deoxyhemoglobin concentration
\([\text{O}_2\text{Hb}]\) oxyhemoglobin concentration
\([\text{tHb}]\) total hemoglobin concentration
APD avalanche photo diodes
BOLD blood oxygen level-dependent
BORL Biomedical Optics Research Laboratory
CBF cerebral blood flow
CBSI correlation-based signal improvement
CBV cerebral blood volume
CMRO\(_2\) cerebral metabolic rate of oxygen
CW continuous wave
dll dynamic linked library
DOI diffuse optical imaging
DPF differential path length factor
ECG electrocardiography
EEG electroencephalography
EMF electromagnetic field
EP exploratory study
FD frequency-domain
FFN fetal fibronectin
FFT fast fourier transform
fMRI functional magnetic resonance imaging
fNIRS functional near infrared spectroscopy
GSM Global System for Mobile Communications
H\(_2\)O water
HHb deoxyhemoglobin
HR heart rate
ICA independent component analysis
MARA movement artifact reduction algorithm
MDL minimum description length
MRI magnetic resonance imaging
MSD moving standard deviation
NIRI near infrared imaging
NIRS near-infrared spectroscopy
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_2$Hb</td>
<td>oxyhemoglobin</td>
</tr>
<tr>
<td>PET</td>
<td>positron emission tomography</td>
</tr>
<tr>
<td>PMI</td>
<td>photon migration imaging software</td>
</tr>
<tr>
<td>PMT</td>
<td>photomultiplier tube</td>
</tr>
<tr>
<td>rCBF</td>
<td>regional cerebral blood flow</td>
</tr>
<tr>
<td>RF-EMF</td>
<td>radio frequency electromagnetic fields</td>
</tr>
<tr>
<td>RTE</td>
<td>radiative transfer equation</td>
</tr>
<tr>
<td>SD</td>
<td>standard deviation</td>
</tr>
<tr>
<td>SIRT</td>
<td>simultaneous iterative reconstruction technique</td>
</tr>
<tr>
<td>SP</td>
<td>scatter power</td>
</tr>
<tr>
<td>SRS</td>
<td>spatially resolved spectroscopy</td>
</tr>
<tr>
<td>StO$_2$</td>
<td>tissue oxygen saturation</td>
</tr>
<tr>
<td>tcPO$_2$</td>
<td>transcutaneous partial pressure of oxygen</td>
</tr>
<tr>
<td>TD</td>
<td>time domain</td>
</tr>
<tr>
<td>tHb</td>
<td>total hemoglobin</td>
</tr>
<tr>
<td>TPSF</td>
<td>temporal point spread function</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunication System</td>
</tr>
</tbody>
</table>
Summary

Near-infrared spectroscopy and imaging are non-invasive optical methods, which measure various parameters such as the absorption and scattering coefficient of tissue and the concentration of oxy and deoxyhemoglobin, water and fat. Near-infrared spectroscopy and imaging offer the possibility to non-invasively measure hemodynamic responses of the brain to external stimuli. The ability of near-infrared spectroscopy and imaging to measure all these parameters makes this a promising technique for a broad field of applications. In the context of this thesis, two projects were carried out: i) assessing potential effects of UMTS electromagnetic fields on blood circulation in the human head and ii) monitoring structural and compositional changes of the human cervix in regular pregnancies.

Potential effects of electromagnetic fields on blood circulation in the human head

The UMTS exposure study is motivated by the highly increasing number of mobile phone users worldwide and the lack of studies investigating effects of the new telecommunication standard UMTS. Until today, most human exposure studies applied a continuous exposure either due to low time resolution of the measurement method (e.g. positron emission tomography) or due to electromagnetic interference between electromagnetic fields and the measurement technique (e.g. in electroencephalography). Near-infrared imaging is the only measurement method suitable to investigate immediate short-term effects of intermittent electromagnetic fields. The potential immediate effects of UMTS electromagnetic fields on blood circulation have not yet been investigated either.

The UMTS exposure study was carried out with the ISS Oxiplex® (ISS Inc., Champaign, Illinois, USA). The commercially available instrument had to be modified to suit the study requirements. The commercial configuration of the instrument was enhanced by an additional mode, which quadrupled the number of source-detector combinations. The additional functionality was achieved by modifying the FPGA, uClinux and controller software and can be enabled for a measurement by flipping a dip-switch at the back of the instrument. A novel optical sensor was constructed to make use of all newly available sources and detectors. No active parts were integrated in the sensor to prevent interference between the electromagnetic fields and the near infrared imaging instrument. This sensor was built with 10 m optical cables in order to place the instrument itself outside of a sensitive area, e.g. an electromagnetic fields exposure chamber. In principle, the novel optical sensor could also be used in a magnetic resonance scanner. However, initial test measurements showed that iron particles are present within the color used to dye the sil-
icone elastomer shell of the sensor, resulting in huge artifacts in the magnetic resonance images.

The optical sensor was further developed in an additional side project, which was not within the scope of the UMTS exposure study. This optical sensor was successfully constructed with a different dye to enable simultaneous measurements with near-infrared imaging and magnetic resonance imaging. The novel optical sensor provides potential for a wide range of multi-modal applications to benefit both modalities.

The increased number of source-detector combinations of the novel sensors makes it possible to obtain horizontal and depth resolution. This ability was characterized by simulations, which showed that a good resolution in the horizontal plane can be obtained, whereas the depth resolution is quite non-linear over the volume probed. Therefore, different methods were used to test the ability of the novel sensors in discriminating between superficial and deep changes. This discrimination is very important for exposure studies, since the skin receives the highest electromagnetic field dose, but effects on the cerebral blood flow have also been reported in the literature. The modified Lambert-Beer law has proven to be the most reliable method to distinguish between superficial and deep changes in phantom and in-vivo measurements and was thus used for data analysis of the UMTS exposure study.

The UMTS exposure system was designed by Swisscom (Switzerland) Ltd. (Innovation Competence Centre, Environment & Electromagnetic Compatibility, 3050 Bern, Switzerland) to generate four different UMTS signal types having the same carrier frequency with three different exposure levels (0.0 W/kg (sham), 0.18 W/kg and 1.8 W/kg). These signals were applied at two exposure positions in a single-blind exploratory study on eight subjects, which investigated the potential effect of intermittent exposure (maximum peak SAR-value of 1.8 W/kg) on blood circulation. No significant short-term (shorter than 80 s) effects were found for any signal type or exposure position. Thus, the signal type downlink and exposure position T3 were applied in the main study as this was the configuration which showed the strongest (yet not significant) change in the measurables due to electromagnetic fields. In the main study, 16 subjects were enrolled to investigate potential short and medium-term (from 80 s to 30 minutes) effects of intermittent UMTS electromagnetic fields. In the main study, small significant short-term effects on oxy and total hemoglobin concentrations for the low dose (0.18 W/kg) were found, as well as medium-term effects on deoxyhemoglobin concentration for the low and high dose (1.8 W/kg) and medium-term effects on the heart rate for the high dose. The effects were very small, but indicate that there may be an effect of intermittent UMTS electromagnetic field exposure, which justifies affording intermittent electromagnetic field exposure more scientific attention in the future.

Monitoring of structural and compositional changes of the uterine cervix

During pregnancy, the consistency of the uterine cervix changes to meet the changing requirements: i) during pregnancy it has to be ductile to ensure physical stability, protection against infections and to prevent preterm delivery and ii) towards the end of the pregnancy it has to become soft, to dilate and enable delivery. At present, there is no method reli-
able enough to predict cervical ripening and thus preterm labor over a broad population of patients. Near-infrared spectroscopy is able to measure changes in blood perfusion and tissue structure and thus it should be possible to assess structural and compositional changes during pregnancy. Near-infrared spectroscopy has the potential to become a more accurate method to predict preterm birth than any available today.

To measure a small tissue structure, such as the cervix, the multi-distance measurement instrument ISS Imagent® (ISS Inc., Champaign, Illinois, USA) had to be converted in a multi-frequency instrument with a single source-detector distance. The spectral range of the instrument was enhanced to measure water and lipid in addition to hemoglobin. Validation measurements were performed which showed that the modified instrument can determine reliable and accurate measures for total hemoglobin and water concentration, however not for lipid.

13 pregnant women were enrolled in the cervix study. Near-infrared spectroscopy measurements were carried out during their routine clinical examinations. Due to movement artifacts in the near-infrared spectroscopy data, the analysis software had to be improved to make it more robust. The measurement values obtained were analyzed in terms of their correlation to the weeks of gestation.

A significant increase in oxy and total hemoglobin was found between the second and the third trimester, which may be explained by the large increase in uterine perfusion that guarantees a sufficient supply for the growing fetus. No significant changes were observed for tissue oxygen saturation, deoxyhemoglobin and water concentration. The scatter power decreased significantly between the first and second trimester, which indicates an increase in the size of scatter particles. This may be explained by an increasing size and number of cervical cells and the consolidation and alignment of collagen.

Although, strong movement artifacts were present in near-infrared spectroscopy data, we have shown that structural and compositional changes in the uterine cervix during a normal pregnancy are reflected in changes of the optical signal.
Zusammenfassung


Im Rahmen dieser Doktorarbeit wurden zwei Projekte durchgeführt: i) die Untersuchung möglicher Effekte von UMTS elektromagnetischer Feldern auf die Blutzirkulation im menschlichen Kopf und ii) die Messung von Veränderungen der Struktur und Zusammensetzung des Gebärmuttermundes über einen normalen Schwangerschaftsverlauf.

Mögliche Effekte von elektromagnetischen Feldern auf die Blutzirkulation des menschlichen Kopfes


Zusammenfassung


Das UMTS Expositionssystem wurde von der Swisscom (Switzerland) Ltd. (Innovation Competence Centre, Environment & Electromagnetic Compatibility, 3050 Bern, Switzerland) entwickelt, um vier verschiedene UMTS Signale mit gleicher Trägerfrequenz und drei verschiedenen Expositionsstufen (0.0 W/kg (sham), 0.18 W/kg and 1.8 W/kg) zu generieren. Die verschiedenen UMTS Signale wurden an zwei Expositionspositionen am Kopf emittiert, um mögliche Effekte intermittierender Exposition (maximaler SAR-Spitzenwert von 1.8 W/kg) auf die Blutzirkulation zu untersuchen. Dazu wurde eine einfach-blinde Studie an acht Probanden durchgeführt. Es wurde für keine Kombination von UMTS Signalen und Expositionssituationen signifikante kurzfristige (kürzer als 80 s) Effekte gefunden. Für die Hauptstudie wurde der Signaltyp downlink und die Expositionsposition T3 ausgewählt, da diese Kombination die stärksten (aber nicht signifikanten) Änderungen in den Messgrössen aufgrund der elektromagnetischen Feldern aufzeigte. In der Hauptstudie wurden 16 Probanden eingeschlossen, um mögliche kurzfristige und mittelfristige (innerhalb von 80 s bis 30 min) Effekte von intermittierenden UMTS elektromagnetischen Feldern zu untersuchen. In der Hauptstudie wurden kleine signifikante kurzfristige Konzentrationsänderungen in Oxyhämoglobin und totalem Hämoglobin für die tiefe Dosis (0.18 W/kg), mittelfristige Konzentrationsänderungen in Deoxyhämoglobin für die tiefe und hohe Dosis (1.8 W/kg) und mittelfristige Veränderungen in der Herzrate für die hohe Dosis festgestellt. Die gemessenen Effekte waren sehr klein, aber deutlich darauf hin, dass Effekte aufgrund einer Exposition mit intermittierenden UMTS elektromagnetischen Feldern auftreten können. Dies rechtfertigt auch, dass intermittierende elek-
tromagnetische Felder in der Zukunft mehr wissenschaftliche Aufmerksamkeit erhalten sollten.

**Messung von Veränderungen in der Struktur und Zusammensetzung des Gebärmuttermundes über einen normalen Schwangerschaftsverlauf**


Um ein so kleines Gewebevolumen wie den Gebärmutterhals messen zu können, musste das Multi-Distanz Messgerät ISS Imagent® (ISS Inc., Champaign, Illinois, USA), in ein Multi-Frequenz Gerät mit einer einzigen Lichtquellen-Detektor Kombination umgebaut werden. Der spektrale Messbereich vom Gerät wurde erhöht, um zusätzlich zum Hämoglobin noch Wasser und Fett zu messen. Durchgeführte Validierungs messungen haben gezeigt, dass das modifizierte Messgerät zuverlässig und genau die Konzentrationen von totalen Hämoglobin und Wasser messen kann, aber nicht die von Fett.


Obwohl ausgeprägte Bewegungsartefakte in den Messdaten vorhanden waren, konnte gezeigt werden, dass sich die Veränderungen in der Struktur und Zusammensetzung des Gebärmuttermundes über einen normalen Schwangerschaftsverlauf in den Änderungen der optischen Signal niederschlägt.
Near-infrared spectroscopy (NIRS) is a non-invasive optical method, which measures the concentration of optical absorbers in biological tissue (Jöbsis 1977). Within the near-infrared spectral range (650 – 950 nm), sometimes called "optical window", biological tissue is relatively transparent for light, which allows the detection of concentration changes in absorbers. The main absorbers are oxy and deoxyhemoglobin (O$_2$Hb and HHb), where O$_2$Hb is the hemoglobin state carrying oxygen and it is responsible for the oxygen transport in the blood to the cells. HHb is the deoxygenated hemoglobin state and changes in HHb can be correlated to the amount of oxygen consumed. Using two wavelengths, one below 700 nm and one higher or equal to 830 nm, the two hemoglobin species can be separated. From the sum of [O$_2$Hb] and [HHb], total hemoglobin ([tHb]) can be obtained and the tissue oxygen saturation (StO$_2$) is given by the fraction of [O$_2$Hb] to [tHb]. Spectra of O$_2$Hb and HHb are shown in Fig. 0.1 on the left side (multiplying the extinction coefficient given in the figure by the factor ln(10) results in the absorption coefficient). In addition to [O$_2$Hb] and [HHb], the concentration of fat and water can be measured when two additional wavelengths, one around 920 nm (absorption peak of fat) and one around 970 nm (absorption peak of water), are incorporated in the measurement system. Spectra of water and fat are shown in Fig. 0.1 on the right side.

When doing NIRS measurements, near-infrared light is emitted into biological tissue and undergoes absorption and scattering. In the reflection mode, the light which is scattered back to the surface is measured at the detector, whereas in the transmission mode, the light transmitted through the tissue is measured. For large tissue thicknesses, transmitted light cannot be detected due to high absorption and thus the transmission mode is not practical for measurement on larger tissue structures, such as the brain.

When a NIRS sensor employs multiple, spatially distributed light sources and detectors, the term near-infrared imaging (NIRI) or diffuse optical imaging (DOI) is used. By that, it is then possible to reconstruct images of spatially resolved changes in [O$_2$Hb], [HHb], [tHb] and oxygenation (Gibson and Dehghani 2009). DOI or NIRI are mainly used for imaging of brain functions (Wolf et al. 2008) or breast cancer (Leff et al. 2008). If the time is also considered, which is of interest to visualize brain activity, spatiotemporal movies of the changes can be reconstructed. The spatial resolution of NIRI is not better than 0.5 to 1 cm$^3$, whereas the temporal resolution can be as high as a few ms.

Different NIRS techniques and sensors exist and the methodology is chosen depending on the desired application. These NIRS techniques are: continuous wave (CW), frequency-domain (FD) and time-domain (TD) (Tuchin 2000). In CW systems, light with a constant intensity $I_0$ is emitted into the tissue and from the attenuated detected intensity the change...
in the absorption coefficients are calculated. From the absorption coefficients at different wavelengths the changes in the absorber concentrations can be obtained. However, if one would like to determine absolute absorption and reduced scattering coefficients and absolute absorber concentrations, FD or TD-NIRS instruments must be employed. FD-NIRS instruments are used in two different modes: multi-distance and multi-frequency. In the multi-distance mode, the intensity of the light is modulated at a single frequency between 50 and 500 MHz and the light sources and detectors are arranged in a way so that different source-detector distances are obtained. In the multi-frequency mode, a single source-detector distance is employed in the sensor and the modulation frequency is varied within the range of 50 to 500 MHz. Multi-distance sensors are more suitable for larger tissues (e.g. human head and muscles), whereas multi-frequency sensors can be employed for measurements on much smaller tissue structures, such as the tongue or the cervix.

Primarily, NIRS was applied to detect hypoxic ischemic brain injury in preterm neonates. Several performed studies (Obrig et al. 1996, Heekeren et al. 1997, Schecklmann et al. 2008) presented the possibility to measure hemodynamic responses of the brain to an external stimuli non-invasively with near-infrared spectroscopy and imaging. When measuring hemodynamic responses, the term functional NIRS (fNIRS) is used. The measured concentration changes ($\Delta[O_2Hb]$, $\Delta[HHb]$ and $\Delta[tHb]$) are representing changes in cerebral blood flow (CBF), cerebral blood volume (CBV) and cerebral metabolic rate of oxygen (CMRO$_2$). NIRS and NRI can measure changes in a depth of 2.5 cm in the human head, as Toronov et al. (2001) described. Thus, NIRS is able to assess the outer cortex, which is activated in response to an external stimuli.

Wolf and Greisen (2009) summarized the advances and applications when studying the brain of preterm and term neonates. In NIRS research, attention was mainly focused on the brain, since 21% of the total oxygen is consumed by the brain and as it reacts very

---

**Figure 0.1** – Extinction coefficients for oxy and deoxyhemoglobin (Wray et al. 1988, UCL, Department of Medical Physics and Bioengineering n.d.), water (UCL, Department of Medical Physics and Bioengineering n.d.) and fat (Oregon Medical Laser Center n.d.). The extinction coefficients of water are multiplied with the factor 10 to enable a better comparison of the water and fat spectra.
sensitive to oxygen deficits, e.g. on high altitudes, during difficult childbirth or during sleep apnea.

To measure optical properties and oxygenation of biological tissue, NIRS was applied widely in medical research for neonates or adults, e.g. to monitor brain or tissue oxygenation (Wolf and Greisen 2009), in cardiac and major vascular surgery (Edmonds et al. 2004), cancer diagnosis (Kondepati et al. 2008) or to detect peripheral vascular diseases (Vardi and Nini 2008).

In addition, the scatter power (SP), defined as the exponential decay of the reduced scattering coefficient in dependency of the wavelength, is a measure for the size of scatter particles (Mourant et al. 1997). Thus, structural and compositional changes of tissue, which are accompanied by changes in the size of the scatter particles, should be reflected in changes of the SP. Therefore, monitoring absorption and reduced scattering coefficients over time can reveal structural and compositional tissue changes as well as the water, fat and hemoglobin content and the oxygenation state of the tissue.

Within this thesis two research questions were investigated, the first being of public interest and the second being of high clinical relevance:

- **Do Universal Mobile Telecommunication System electromagnetic fields (UMTS-EMF) alter the cerebral or superficial blood circulation in the human head?**

  This research topic is motivated by the highly increasing number of mobile phone users worldwide and the lack of studies investigating effects of the new telecommunications standard UMTS. Until today, most human exposure studies were using a continuous exposure either due to low time resolution of the measurement method (e.g. positron emission tomography (PET)) or due to electromagnetic interference between EMF and the measurement technique (e.g. electroencephalography (EEG)). NIRI is the only measurement method enabling to investigate immediate short-term effects of intermittent EMF. Furthermore, potential immediate effects of UMTS-EMF on blood circulation have not been investigated yet.

  Since the head is receiving the highest EMF dose during mobile phone calls, investigation of neurophysiological effects (Valentini et al. 2007) is of great importance. The major amount of studies was carried out using EEG and Global System for Mobile communications electromagnetic fields (GSM-EMF), some showing an effect (Huber et al. 2002, Regel, Tinguely, Schudeler, Adam, Kuster, Landolt and Achermann 2007, Regel, Gottselig, Schudeler, Tinguely, Retey, Kuster, Landolt and Achermann 2007, Croft et al. 2008) and some did not (Kleinlogel et al. 2008, Röschke and Mann 1997). Using PET, effects of GSM-EMF on regional CBF (rCBF) were detected (Huber et al. 2002, Huber et al. 2005, Aalto et al. 2006), but no effects on rCBF were found for UMTS-EMF (Mizuno et al. 2009). The low time resolution of PET (15 to 30 min) allows only to study slow effects of EMF on rCBF, whereas NIRI systems can measure with a time resolution up to a few ms, which enables to study not only slow effects but also immediate short-term effects of intermittent EMF. So far, two NIRI studies were carried out with GSM-EMF investigating immediate effects (Wolf et al. 2006) and slow effects of continuous exposure (Curcio et al. 2009). In these studies either borderline significant immediate changes of [O₂Hb] and [HHb] (Wolf et al. 2006) or a significant linear increase in [HHb] (Curcio et al. 2009) were found.
• Are structural and compositional changes in the uterine cervix during a normal pregnancy reflected in optical changes measured by NIRS?

This research topic is motivated by the fact that preterm labor is the most common obstetric complication and can lead to infant’s death or neurological disease. Until today, no method is enough reliable to predict cervical ripening and thus preterm labor, over a broad range of patients (Garfield et al. 2001). Any method that accurately determines the state of the cervical ripening has the potential to become a clinical routine investigation. Accurate diagnosis in preterm cervical ripening would allow to start the appropriate treatment and hence, to prevent preterm labor.

The uterine cervix consists dominantly of connective tissue, which is composed of collagen with elastin and preoglycans (extracellular matrix) and smooth muscle and fibroblasts as the cellular substances (Ludmir and Sehdev 2000). The connective tissue is well perfused with blood. The constitution of the uterine cervix changes over pregnancy to fulfill the changing requirements: i) during pregnancy it has to be strong enough to ensure physical stability, protection against infections and to prevent preterm delivery and ii) at the end of pregnancy it has to be soft enough to dilate and enable delivery. Thus, the uterine cervix has to undergo enormous structural and compositional changes during pregnancy.

Changes in blood perfusion, water content and the size of scatter particles are measurable non-invasively with NIRS and a previous study showed that changes in the constitution of cervical tissue during drug-induced cervical ripening are indeed reflected in changes in the optical NIRS signal (Baños et al. 2007). To assess the potential of the technology, normative data about inconspicuous pregnancies over all three trimesters must be available to compare it in a further study to pregnancies resulting in preterm delivery.
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Potential effects of electromagnetic fields on blood circulation in the human head

The UMTS exposure study was carried out in the framework of the Swiss National Research Programme NRP 57 entitled "Non-Ionising Radiation - Health and Environment". It was carried out in collaboration with Swisscom (Switzerland) Ltd. (Innovation Competence Centre, Environment & Electromagnetic Compatibility, 3050 Bern, Switzerland), which provided the exposure system (the electronics equipment, the antenna, the controlling computer and the EMF absorbers). The necessary antenna power output was assessed with dosimetric simulations. Verification measurement and measurement to validate the system were carried out at the industry-independent IT’IS foundation in Zurich. The responsibilities of Swisscom and the Biomedical Optics Research Laboratory (BORL) were separated and defined in a declaration to ensure that Swisscom had no influence on the data acquisition and analysis. Due to this collaboration, Swisscom’s experience with RF-EMF and exposure systems could be incorporated in the study.

Within the UMTS exposure study different aims have to be achieved by BORL:

- **Aim 1:** Shielding of the NIRI measurement system against UMTS-EMF. This aim was based on the experience gained in the EMF study (GSM 900 MHz) previously carried out in our group (Wolf et al. 2006), where the electronics part of the optical sensor was susceptible to EMF. This caused interference in the optical signal during the time where GSM-EMF was emitted by the antenna. An optical sensor without any active parts was built to prevent interference between the optical sensor and the UMTS-EMF. In addition, the optical cables guiding the light from the sensor to the NIRI instrument had to be long enough to place the instrument outside of the measurement chamber. The degree of inertness had to be validated in phantom measurements. A detailed description of the named steps is given in chapter 2.

- **Aim 2:** Improving horizontal and depth resolution of the novel optical sensor. Achieving depth resolution was motivated by the objective to discriminate between superficial and deep effects of EMF, because on the one hand the skin receives the highest dose of EMF and on the other hand results of previous studies indicated effects on rCBF (Huber et al. 2002, Huber et al. 2005). For localization of absorption changes, a NIRI sensor must consist of spatially distributed sources and detectors with different separations. This was not possible with the commercially available...
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configuration of the ISS Oxiplex® (ISS Inc., Champaign, Illinois, USA), which incorporates only 4 light paths within one single sensor.

The aim was to enhance the range of applications for the instrument by increasing the number of sources and detectors available for a single optical sensor. To achieve this aim, hardware and software modifications to the ISS Oxiplex® had to be implemented and a novel optical sensor (Imager16) had to be constructed (section 2.1 and 2.1.2).

• **Aim 3:** Characterizing the Imager16 in terms of the achievable horizontal and depth resolution.

The third aim was to characterize the ability of the Imager16 to localize absorption changes and to give a basis for the interpretation of results. Simulations based on solving the diffusion equation were carried out to characterize the ability of Imager16 to localize an higher absorbing object and to determine the correlation between the real depth of an higher absorbing object to its reconstructed depth (section 2.2). In addition, different approaches were investigated in order to determine their ability to distinguish superficial from deep changes. The approaches were validated in phantom and in-vivo measurements (section 2.3).

• **Aim 4:** Performing an exploratory study on eight subjects to study potential short-term (shorter than 80 s) effects of various UMTS signals and exposure positions on blood circulation in the human head and to define a final protocol for the main study.

This experimental phase was performed in a single-blind mode to gain experience in handling the setup (exposure and NIRI). A summary of the exploratory study can be found in section 4.2.

• **Aim 5:** Performing a main study to investigate potential short and medium-term (within 80 s to 30 minutes) effects of UMTS-EMF on blood circulation in the human head in a larger population (N=16)

To achieve this aim a controlled, randomized, crossover and double-blind paradigm was applied. Three different dose-levels were used to check for an dose-dependent effect. In addition, functional measurements were planned to compare the amplitude of potential short-term effects to something known. A detailed description of the main study can be found in section 4.3.

Aside from these aims, a novel movement artifact reduction algorithm (MARA) was implemented to minimize the influence of movement artifacts (MAs) on the results. This algorithm can be applied on different NIRI data sets. More details about the MARA are given in section 4.1.

Multi-modal imaging gained more attention in recent years, since it enhances the understanding of physiology and diseases due to different contrasts of the employed imaging methods. In principle, the novel optical sensor (Imager16) could also be used in a magnetic resonance scanner, but initial test measurements showed that iron particles are present within the color used to dye the silicone elastomer shell of the sensor and produced severe artifacts in the magnetic resonance images.
The optical sensor was further developed in an additional side project, which was not within the scope of the UMTS exposure study. This second optical sensor (Imager4MRT) was successfully constructed with a different dye to enable simultaneous measurements with near-infrared imaging and magnetic resonance imaging (section 2.1.3). The Imager4MRT opens a wide range of multi-modal applications, which have the potential to benefit both modalities.

**Monitoring of structural and compositional changes of the cervix**

This study was carried out in collaboration with the gynecology clinic of the University Hospital of Zurich.

- **Aim 1:** Modification of the measurement instrument to suit the study requirements (responsibility: BORL).
  To assess a small tissue volume such as the uterine cervix with NIRS, it was necessary to use a single source-detector distance for the optical sensor. Since multi-frequency FD-NIRS instruments are not commercially available, the multi-distance FD-NIRS instrument ISS Imagent® (ISS Inc., Champaign, Illinois, USA) at BORL was modified to feature a multi-frequency mode. The optical probe was designed specifically for this study. To be able to measure water and fat, two light sources, one with 920 nm and one with 970 nm, have been integrated in the instrument. Since the photomultiplier tube (PMT) was not able to measure up to those wavelengths, one detector was exchanged with an avalanche photo diode (APD). A more detailed description of the modified instrument can be found in chapter 3.

- **Aim 2:** Verifications and validations of the modified instrument in phantom and in-vivo measurements (responsibility: BORL).
  The reliability, accuracy and repeatability of the modified instrument were determined in solid silicone and liquid intralipid phantoms. In addition, measurements on muscle tissue were performed and compared to literature values. The detailed measurement protocol and results are given in chapter 3.

- **Aim 3:** Enrolling pregnant women scheduled for clinical routine examinations to perform NIRS measurements of the cervix (responsibility: gynecology).

- **Aim 4:** Development of an easy-to-use analysis tool and the analysis of the NIRS data itself (responsibility: BORL).
  Based on a first version developed by Meerstetter and Jacoma (2004), the analysis was improved and enhanced (Spichtig 2006), which enabled to analyze multi-frequency measurements carried out on phantoms and humans. The first versions did not account for MAs, which were common in the cervix study. Thus the analysis was further improved to make it more robust to MAs.

- **Aim 5:** Statistical analysis of the measurement data in terms of their correlation to the weeks of gestation and publication (responsibility: gynecology) (chapter 5).
Today, three different types of NIRS instrumentations are available: continuous wave (CW), time-domain (TD) and frequency-domain (FD) (Fig. 1.1). This chapter provides a short introduction to CW and TD-NIRS and covers the working principle, advantages and disadvantages of multi-distance and multi-frequency FD instruments. For more information about CW- and TD-NIRS and comparison between the different techniques see (Tuchin 2000, Hebden et al. 1997, Gibson et al. 2005).

In CW-NIRS, light with a constant intensity $I_0$ is emitted into tissue and undergoes absorption and scattering. In the reflection mode, the backscattered intensity $I$ is measured at the detector, located on tissue’s surface. In the transmission mode, the transmitted light is measured at the detector, located on the tissue surface opposite the sources. Relative changes between two time points can be calculated using the modified Lambert-Beer law, see Eq. 2.3.3 (Wray et al. 1988, Matcher, Elwell, Cooper, Cope and Delpy 1995). Assuming that the reduced scattering coefficient $\mu'_s$ is known and that the photon transport can be modeled by the diffusion equation, absolute values of the absorption coefficient $\mu_a$ can be calculated from the distance dependency of the attenuated intensity (Matcher, Kirkpatrick, Nahid, Dope and Delpy 1995). The first NIRS instrument (Jöbsis 1977) and most of the clinically used NIRS instruments are based on the CW method (Wolf et al. 2007). CW-NIRS systems are less expensive and complex than FD-NIRS or TD-NIRS instruments.

In TD-NIRS, a laser pulse (with durations of a pico, nano or femto seconds) is emitted into the tissue and the time-of-flight of single photons is measured at the detector. The number of detected photons as a function of time is also known as the temporal point spread function (TPSF) (Fig. 1.1). From the ascending slope of $\log(TPSF)$, $\mu_a$ can be calculated and $\mu'_s$ from the time $t_{max}$, where $\log(TPSF)$ reaches the maximum. Looking at the TPSF, one can obtain the average $\mu_a$ and $\mu'_s$ of the tissue, and the optical coefficients at different depths. This is done by selecting different time intervals of the TPSF for the
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Figure 1.1 – Illustration of the temporal characteristic of light transmitted through a highly scattering tissue for the three types of NIRS instrumentation: continuous wave, time-domain and frequency-domain.

analysis (Liebert et al. 2004) and can be applied e.g. in measurements of a multi-layered tissue, which allows to calculate the optical coefficients of each layer.

TD-NIRS measurements are noisier than CW or FD-NIRS, because fewer photons are detected for the analysis. TD-NIRS is the most advanced and complex NIRS technique. It is highly demanding with respect to laser diodes and detectors, which makes it also to the most expensive technique. An overview of TD-NIRS instruments is given in Wolf et al. (2007).

The first FD-NIRS measurements were performed by Lakowicz and Berndt (1990) and since then, different companies and research groups developed their own FD-NIRS instruments. An overview of clinically used FD-NIRS instruments can be found in Wolf et al. (2007).

When doing NIRS in the frequency-domain, the intensity of the emitted light is amplitude-modulated at frequencies between 50 MHz to 500 MHz. Above 500 MHz, the accuracy decreases due to a decreasing detector sensitivity and attenuation, which leads to a lower signal-to-noise ratio. Since frequency synthesizers are necessary, so far, it is not possible to integrate the source and detector unit into the optical sensor itself. Thus, for FD-NIRS and some TD-NIRS instrumentations, the intensity-modulated light is coupled into glass fibres and guided to the tissue of interest. The light is sent into the tissue and undergoes absorption and scattering, which causes attenuation in the mean intensity and modulation amplitude and a longer light path length (Fig. 1.1). The light scattered back to the detector positions is collected and guided back to the instrument by glass fibres. The light is measured at the detector, which is modulated slightly above light’s modulation frequency. From the heterodyne demodulated signal, a software computes intensity, modulation amplitude and phase shift. The measurement of the phase shift between incident
and reference signal makes it possible to determine $\mu'_s$ (Fantini et al. 1995). But since some instrumental factors are not known, such as the intensity of the laser light, the detector sensitivity, the coupling and losses in the glass fibres, a calibration measurement on a phantom with known optical properties is required.

The light sources are time-multiplexed to allow a clear differentiation of the signals measured at the detector. Usually, laser diodes are used as light sources, since they can be intensity modulated with frequencies up to a few hundred MHz. Photomultiplier tubes (PMT) and avalanche photo diodes (APD) are the most common detectors.

The calculation of absolute values for $\mu_a$ and $\mu'_s$ is based on the diffusion equation

$$\left[ \nabla^2 + \frac{i\omega - \nu\mu_a(r)}{D} \right] \Phi(r) = -\frac{\nu}{D} q_0(r),$$  \hspace{1cm} (1.1)

where $r$ is a position vector, $q_0$ stands for a modulated isotropic source (Eq. 1.2), $\mu_a$ is the spatially varying absorption coefficient, $\omega$ the modulation frequency of the laser light, $D = \nu/3\mu'_s$ the diffusion coefficient and $\nu$ light’s velocity in the medium defined by $c_0/n$ with $c_0$ the vacuum light speed and $n$ the index of refraction. Within the diffusion approximation the following assumptions are made:

- $\mu'_s$ of the tissue is much larger than $\mu_a$.
- The source-detector distance is longer than 1 cm.
- The probed tissue is homogeneous.
- The modulation frequency is smaller than 1 GHz.

Two techniques for FD-NIRS instruments exist: multi-distance and multi-frequency. In the following, both techniques are described in detail.

### 1.1 Multi-distance frequency-domain instrument

In multi-distance FD-NIRS, laser light is modulated at a single frequency and the backscattered light is measured at different source-detector distances. This principle of measurement at different distances is also known as spatially resolved spectroscopy (SRS) and is not only used in FD-NIRS, but also in CW- and TD-NIRS. The first multi-distance FD-NIRS instrument was presented by Fantini et al. (1995). For a summary of multi-distance FD-NIRS instruments used in the clinical environment see Wolf et al. (2007).

For a semi-infinite medium and a modulated isotropic light source $q_0$

$$q_0 = \delta(r_s) S \left( 1 + Ae^{-i\omega t} \right),$$  \hspace{1cm} (1.2)

with $\delta(r_s)$ the Dirac delta function located at the source position $r_s$, $S$ the fluence of the source [photons/s], $A$ the source’s modulation amplitude and $\omega$ the modulation frequency, a solution to the diffusion equation (Eq. 1.1) for the photon density $U(r,t)$ is (Fishkin and Gratton 1993)

$$U(r,t) = U_{dc}(r) + U_{ac}(r)e^{-i\omega t + \phi},$$  \hspace{1cm} (1.3)
$U_{dc}$ is the mean intensity of the backscattered light, $U_{ac}$ the modulation amplitude and $\phi$ the phase shift between the emitted and detected light. For the different measurable components of $U(r, t)$, a linear relationship to the source-detector distance was derived by (Fantini, Franceschini and Gratton 1994) and given in a more explicit form by (Hueber, Franceschini, Ma, Zhang, Ballesteros, Fantini, Wallace, Ntziachristos and Chance 2001)

\[
\ln \left( r^2 \cdot U_{dc}(r) \right) = \ln \left( \frac{S}{4\pi v D} \right) - r \left( \frac{\mu_a}{D} \right)^{\frac{1}{2}}, \tag{1.4}
\]

\[
\ln \left( r^2 \cdot U_{ac}(r) \right) = \ln \left( \frac{S A}{4\pi v D} \right) - r \left( \frac{\mu_a}{D} \right)^{\frac{1}{2}} \left[ \left( 1 + \left( \frac{\omega}{v\mu_a} \right)^2 \right)^{\frac{1}{2}} + 1 \right]^{\frac{1}{2}}, \tag{1.5}
\]

\[
\phi(r) = \alpha + r \left( \frac{\mu_a}{2D} \right)^{\frac{1}{2}} \left[ \left( 1 + \left( \frac{\omega}{v\mu_a} \right)^2 \right)^{\frac{1}{2}} - 1 \right]^{\frac{1}{2}}, \tag{1.6}
\]

where $\alpha$ is the phase source term. The fluence $S$ and the modulation $A$ of the light coupled into the tissue differs from light source to light source. Since $S$ and $A$ are not known and different light influx has to be corrected, a calibration measurement on a phantom with known optical properties is needed. $U^c_{dc}(r)$, $U^c_{ac}(r)$ and $\phi^c(r)$, measured for the calibration phantom, are compared to the theoretical values for the phantom’s optical coefficients $\mu_a$ and $\mu'_a$ to obtain the distance-dependent calibration factors for the mean intensity, the modulation amplitude and phase shift ($C_{dc}(r)$, $C_{ac}(r)$ and $C_{\phi}(r)$). The calibrated measurement variables $U^{mc}_{dc}(r)$, $U^{mc}_{ac}(r)$ and $\phi^{mc}(r)$ (Fig. 1.2) are thus

\[
U^{mc}_{dc}(r) = \frac{U_{dc}(r)}{C_{dc}(r)}, \quad U^{mc}_{ac}(r) = \frac{U_{ac}(r)}{C_{ac}(r)} \quad \text{and} \quad \phi^{mc}(r) = \phi(r) - C_{\phi}(r). \tag{1.7}
\]

From the slopes of $\ln \left( r^2 \cdot U^{mc}_{dc}(r) \right)$, $\ln \left( r^2 \cdot U^{mc}_{ac}(r) \right)$ and $\phi^{mc}(r)$ ($S_{dc}$, $S_{ac}$ and $S_{\phi}$), $\mu_a$ and

**Figure 1.2** – Illustration of the linear relationship between $\ln(U_{dc} \cdot r^2)$, $\ln(U_{ac} \cdot r^2)$, $\phi$ and the source-detector distance $r$. Measured values from a solid silicone phantom measurement are indicated with dark blue circles and the best linear fit with a bright blue.
\( \mu'_s \) of the tissue under investigation can be calculated:

\[
\mu_a = \frac{\omega}{2v} \left( \frac{S_\phi}{S_{ac}} - \frac{S_{ac}}{S_\phi} \right) = \frac{\omega}{2v} \cdot \frac{S_{dc}}{S_\phi} \cdot \left( \frac{S_\phi^2}{S_{dc}^2} + 1 \right)^{-\frac{1}{2}},
\]

(1.8)

Thus, the optical coefficients can either be calculated from \( S_\phi \) and \( S_{ac} \) or \( S_\phi \) and \( S_{dc} \).

Compared to the multi-frequency method, the multi-distance method features a higher signal-to-noise ratio (Fantini, Francheschini, Fishkin, Barbieri and Gratton 1994) and due to the shorter duration of a measurement cycle it is much more robust to movement artifacts (MA) occurring in in-vivo measurements. The probed tissue volume depends on the sensor configuration, but is usually several times larger than for the multi-frequency setup. This means that the assumption of a homogeneous medium must be valid for larger tissue volumes. Small heterogeneities, which are probed by only one measurement path, will be visible as outliers in the linear multi-distance plots and can be excluded from the analysis. However, most biological tissues, like for example muscle or brain tissue, are macroscopically homogeneous and thus mean optical properties are obtained. In the case of a superficial layer, like for example the human head, Franceschini et al. (1998) showed that the optical changes in a superficial layer and the layer’s optical properties cancel out for certain specific measurement configurations.

Multi-distance measurements do not only enable measurements of absolute optical coefficients, but also allow estimations about the depth of occurring optical changes. Since the mean penetration depth is dependent on the source-detector distance \( r \) (Choi et al. 2004)

\[
z(r) = \frac{1}{2} \left( \frac{r}{\left(3\mu'_s(r)\mu_a(r)\right)^{\frac{1}{2}}} \right)^{\frac{1}{2}},
\]

(1.10)

photons originating from larger source-detector distances penetrate deeper into tissue structures than from smaller source-detector distances.

Using a multi-distance sensor with spatially distributed sources and detectors, it is possible to obtain horizontal and depth resolution. Using a perturbation approach, where the medium is assumed to be homogeneous and absorption changes are described as perturbations, which are localized disturbances in the optical coefficients, changes in the absorption coefficient can be reconstructed (O’Leary 1996). Also other methods exist to reconstruct the optical coefficients by diffuse optical imaging (DOI) (chapter 2.2.2).

### 1.2 Multi-frequency frequency-domain instrument

In multi-frequency FD-NIRS, a single source-detector separation is employed and the modulation frequency of the laser light is varied within the range of 50 to 500 MHz. The amplitude modulation \( A_{att}(\omega) \) and phase shift \( \Theta_{lag}(\omega) \) as functions of modulation frequency are calibrated (Eq. 3.3) and \( \mu_a \) and \( \mu'_s \) with the best fit determined (Eq. 3.4). An example of calibrated measurement amplitude attenuation \( A_{att}^{mc} \) and phase shift \( \Theta_{lag}^{mc} \)
and the best theoretical fit are shown in Fig. 1.3. For a more detailed description refer to the theory section in chapter 3. Multi-frequency instruments are not yet commercially available and have a relatively low time resolution (≈10 to 40 s) compared to CW-NIRS or multi-distance FD-NIRS (≈10 to 50 ms). Since the multi-frequency method uses only a single source-detector distance, the contact area needed for sensor placement on the tissue is relatively small (≈1 to 2 cm$^2$). This extends the range of applications to smaller organs and tissue structures, such as the tongue or the cervix.
2 Characterization of the multi-distance FD-NIRS instrument

The ISS Oxiplex® instrument (ISS Inc., Champaign, Illinois, USA) (Fig. 2.1) is compact, portable and able to measure $\mu_a$, $\mu'_s$, $[O_2Hb]$, $[HHb]$, $[tHb]$ and $[StO_2]$ of the tissue. The instrument is mainly used in clinical research, especially in premature infants, sports medicine, sleep research and the monitoring of the brain oxygenation.

The ISS Oxiplex® instrument features two laser boards and two PMT detectors. Each laser board contains eight laser diodes, four emitting at a wavelength of 690 nm and four emitting at a wavelength of 830 nm. The laser diodes of each laser board are controlled in a time-multiplexed manner. Both laser boards are used simultaneously, one laser diode from each laser board is in an on-state simultaneously. To prevent interference between the signals of the different laser boards, only one laser board can be used for a single optical sensor. Due to the time-multiplexing of 8 laser diodes, this measurement mode is called the switch8 mode. The intensity of the laser light is amplitude-modulated at a frequency of 110 MHz. The temporal resolution in the switch8 mode is 20 ms.

The commercial optical sensor consists of four source and one detector position (Fig. 2.1). For each source position, light at both wavelengths is guided by individual glass fibres to a prism, which deflects the light by 90° into the tissue. The glass fibres and the prisms are casted in silicone to obtain a flexible planar sensor, which can easily be placed on the tissue of interest. The silicone is dyed black to prevent direct light traveling from source to detector within the silicone and to absorb light re-emitted by the skin at other locations than the detector’s.

In contrast to CW instruments, all source and detector electronics are located inside the instrument and the optical sensor itself contains no active parts. Glass fibres with a length of 1.5 m are used to deliver the light to the optical sensor and the recollected light back to the instrument.
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Figure 2.1 – Left side: Frontal view of ISS Oxiplex® with control computer. The couplings for the glass fibre connectors both for the laser diodes and the detectors are located at the front. Right side: Commercially available optical sensor with four source positions and one detector. Glass fibres enter the flexible black silicone from below and are attached to the source and detector prisms.

The switch8 mode of the commercial instrument has some limitations:

- Due to the one-dimensional arrangement of the detector and the sources and their low number, no spatial resolution can be obtained.
- The volume of the probed tissue is relatively small and thus localized concentration changes can easily be missed.

However, the commercial configuration of the instrument provides also some advantages:

- With the implemented multi-distance paradigm, depth resolution can be obtained (Choi et al. 2004) since longer source-detector distances are more sensitive to deeper concentration changes than shorter source-detector distances.
- Maintaining a certain distance between both sensors, they can simultaneously be used for a measurement. This enables e.g. to investigate both brain hemisphere at the same time or to measure the lateralization of different brain functions.

For the UMTS exposure study, different aims had to be achieved:

1. To enable NIRI recording during EMF exposure, the NIRI instrument must be sufficiently inert to EMF. This means that the sensor cannot contain any active parts. Furthermore, the glass fibres had to be long enough to be able to place the measurement instrument itself outside of the exposure chamber.
2. To resolve absorption changes spatially and in order to be able to distinguish between superficial and deep changes, the optical sensor must provide horizontal and depth resolution. This can be achieved by increasing the number of sources and detectors used for the optical sensor. Furthermore, the sources and detectors must be arranged in a way that horizontal and depth resolution can be obtained.

3. To obtain depth resolution the multi-distance setup must be maintained for the optical sensor. In addition, available depth resolution algorithms must be optimized and tested.

To realize these aims, extensive modifications were needed: hardware and software had to be adapted (2.1.1) and a new optical sensor had to be built (2.1.2). Simulations were carried out to characterize the ability of the novel optical sensor (Imager16) to localize an activation and to determine the correlation between the real depth of an activation and its reconstructed depth (section 2.2). Different depth resolution algorithms were optimized and tested in phantom and in-vivo measurements (2.3).

2.1 Modifications

2.1.1 Hardware and software changes

The core of the ISS Oxiplex® is a uClinux operating system, which controls the whole electronics including laser diode activation, light detection and data processing. A FPGA, programmed in Verilog, is used to activate and switch the laser diodes, which is time critical, in the predefined order. The control computer is connected via USB port to the ISS Oxiplex®.

The adjustment of the ISS Oxiplex® to suit the requirements of the UMTS exposure study was based on modifying FPGA, uClinux and the source code of a dynamically linked library (DLL) which transcodes the recorded measurement data into the format required in the end by the recording software. Since the hardware and software design of the instrument is very complex, the aim was to achieve the desired modifications with as little interventions as possible.

In this novel mode, one laser board is switched on after the other, which enables to use all 16 laser diodes and both detectors for a single optical sensor. This is called switch16 mode. The sampling rate is reduced from 50 Hz to 25 Hz, since twice the time is needed to switch through all laser diodes.

A dip-switch was added at the back of the instrument to enable measurements with both modes. Prior the power-on of the instrument, the user can select between switch8 or switch16 mode. The state of the dip-switch tells the uClinux processor, which protocol has to be used to initialize the FPGA.

Two programs are installed on the control laptop: Boxy4Oxi and OxiTS®. OxiTS® is the original software belonging to the ISS Oxiplex®, whereas Boxy4Oxi was specifically adapted for the switch16 mode. The choice of the software depends on the user’s demands. OxiTS provides no on-line data monitoring, whereas Boxy4Oxi does. Tab. 2.1
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<table>
<thead>
<tr>
<th>Software</th>
<th>record data</th>
<th>view data on-line</th>
<th>save data</th>
</tr>
</thead>
<tbody>
<tr>
<td>OxiTS</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Boxy4Oxi</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

**Table 2.1** – Feasible software applications for the *switch8* mode.

<table>
<thead>
<tr>
<th>Software</th>
<th>record data</th>
<th>view data on-line</th>
<th>save data</th>
</tr>
</thead>
<tbody>
<tr>
<td>OxiTS</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Boxy4Oxi</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Table 2.2** – Feasible software applications for the *switch16* mode.

and summarize the restrictions of both softwares running the instrument in the *switch8* and the *switch16* mode, respectively.

## 2.1.2 Optical sensor for the UMTS exposure study: *Imager16*

Since the commercial sensor contains no active parts, the aim was to build the *Imager16* for the *switch16* mode made from similar parts as used for the commercial sensor (Fig. 2.1). The necessary material included: 10 m long glass fibres to guide light from the source to the tissue (part number: BFL37-400, Thorlabs, Newton, New Jersey, USA), 10 m long glass fibres to guide light from the tissue to the detectors (part number: LP3, Fiberoptic-Heim, Bühler, Schweiz), protective cover for the glass fibres, prisms for source and detector fibres (part number: 65413, Balboa Scientific, Costa Mesa, CA, USA), two-component silicone elastomer (part number: LSR-05, Factor II, Lakeside, AZ, USA), black colour to dye the silicone elastomer (part number: FI-205, Factor II, Lakeside, AZ, USA) and connectors attached at the other end of the fibres (part number: 10410A, Thorlabs, Newton, New Jersey, USA) to connect the source fibres with the ISS Oxiplex®.

Arranging source and detector positions for the *Imager16* was done to fulfill several requirements:

- Eight sources and two detectors must be arranged in an optimal way to obtain spatial resolution.

- The sources must be arranged at different distances from the detectors so that the multi-distance paradigm can be applied.

- Due to the limited dynamic range of the detector electronics, each source position should have the same distance to both detectors. This guarantees that the signal quality is optimal at both detectors.

- The space clearance needed for the optical fibres with the prisms at one end must be taken into account when defining source and detector positions.

The sensor geometry fulfilling the requirements is shown in Fig. 2.2. The shortest distance is given by the place needed for the optical fibres and prisms of both detectors. The
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Detector prism: surface area 5 mm$^2$
Source prism: surface area 3 mm$^2$
Glass fibre for detection: diameter 5 mm
Two glass fibres in a ferrule for light sources: diameter 2.5 mm

Figure 2.2 – Cross-section, bottom view and side view of the Imager16. Sizing units are mm. Larger squares represent the detectors, smaller squares the source positions. A total of 16 sources-detector combinations can be measured with 4 different distances. This sensor design enables a spatial and depth resolution.
maximum source-detector distance present is the largest distance still leading to acceptable signal quality.

An image of the Imager16 with an additional glass fibre fixture to enhance sensor’s stability and detector and source positions is shown in Fig. 2.3 (bottom view). One source position consists of two emitters, one for 690 nm and one for 830 nm. Since the measurement principle of the instrument was not changed and the analysis is the same, the determination of the optical coefficients is as accurate as with the commercial sensor. This was verified with measurements on commercially available solid silicone phantoms (ISS Inc., Champaign, Illinois, USA).

Multi-modal imaging gained more attention in recent years, since it enhances the understanding of physiology and diseases due to different constrasts of the employed imaging methods. Several research groups have published optical NIRI sensors feasible for usage in the MR scanner (Kleinschmidt et al. 1996, Strangman et al. 2002, Toronov et al. 2001, Zhang et al. 2005). The construction principle is mostly based on single glass fibres for each source and detector, which are arranged with some kind of holder or with velcro band resulting in a bulky optical sensor. For combined NIRI and MRI measurements on sensitive subjects, such as term or pre-term neonates, the simple handling of a measurement instrument is very important. For these subjects it is desirable to have an optical sensor, which is simple to attach and compatible for usage in the MR scanner. Planar patch sensors, like the Imager16, are simple to handle and therefore, in principle, suitable for this multi-modal application. Test measurements with the Imager16 revealed artifacts in the MR images (Fig. 2.4C) caused by iron particles within the black color used to dye the silicone elastomer.

Therefore, a second NIRI sensor (called in the following Imager4MRT) was designed and manufactured with the same source-detector arrangement but different components.
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2.1.3 Further development: optical sensor for combined NIRI-MRI measurements: Imager4MRT

Carbon black powder (part number: 45527, Alfa Aesar, MA, USA) was found to be a suitable dye for usage in the MR scanner. To prevent skin irritations and staining of color, a different black dye (ELASTOSIL® pigment paste PT 9005, Wacker Silicone, Munchen, Germany) was used for the contact area between the sensor and the skin. The other sensor sides were covered with a thin transparent silicone film. The silicone elastomer was exchanged by a health care grade silicone rubber (Silpuran 6000/10, Wacker Silicone, Munchen, Germany) to comply with EN/ISO 10993 (biocompatibility), which is necessary to get an approval for potential future clinical applications.

Phantom measurements

To assess if the Imager4MRT causes artifacts in the MR scanner (Philips Achieva 3.0T Quasar Dual Scanner, Philips Healthcare, Best, The Netherlands), test measurements on a spherical water phantom (A Sphere water-phantom, Philips Healthcare, Best, The Netherlands) were performed. The phantom was placed in the head coil (SENSE 8-Channel Headcoil, Philips Health care, Best, The Netherlands) and positioned close to the center of the coil with foam pads. It was then secured with foam wedges and a sandbag was placed over the top of the coil. The MR sequence applied was a modified BIRN (Friedman and Glover 2006), which is a gradient-echo BOLD fMRI T2*-weighted sequence, with strong encoding gradients for a long EPI readout. Other sequence parameters are listed in Tab. 2.3.

The MR images are shown in Fig. 2.4A for the measurement without any optical sensor, Fig. 2.4B for the measurement with the Imager4MRT and, for comparison, the Imager16 in Fig. 2.4C. Whereas the Imager16 produces artifacts, no artifacts are present for the Imager4MRT.

This comparison shows that introducing a foreign object such as the sensor in the MR scanner can influence the image quality to a high degree or can even destroy part of the image. Although, this behaviour depends highly on the constituent parts of the sensor, it is also dependent on the MR sequence and the object the sensor gets attached to. To test the Imager4MRT in a real experimental situation, anatomical head scans and functional
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values used for phantom meas.</th>
<th>Values used for anatomical scan</th>
<th>Values used for functional meas.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Duration [s]</td>
<td>453.68</td>
<td>298.54</td>
<td>424.98</td>
</tr>
<tr>
<td>Number of slices/locations</td>
<td>23</td>
<td>301</td>
<td>30</td>
</tr>
<tr>
<td>Scan resolution</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(acquisition matrix)</td>
<td>80x79</td>
<td>228x227</td>
<td>96x96</td>
</tr>
<tr>
<td>Repetition time (TR) [ms]</td>
<td>2000.00</td>
<td>7.45</td>
<td>1950.18</td>
</tr>
<tr>
<td>FOV (ap,fh,rl) [mm]</td>
<td>(240, 91, 240)</td>
<td>(250, 250, 180.6)</td>
<td>(230, 89.5, 240)</td>
</tr>
<tr>
<td>Slice thickness [mm]</td>
<td>3</td>
<td>1.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Slice gap [mm]</td>
<td>1</td>
<td>-0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Slice Orientation</td>
<td>transversal</td>
<td>sagittal</td>
<td>transversal</td>
</tr>
<tr>
<td>Water Fat shift [pixels]</td>
<td>14.78</td>
<td>2.07</td>
<td>16.07</td>
</tr>
<tr>
<td>Echo time (TE) [ms]</td>
<td>30</td>
<td>3.399</td>
<td>30</td>
</tr>
<tr>
<td>Image flip angle [degree]</td>
<td>90</td>
<td>8</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2.3 – MR sequence parameters used for the phantom and functional measurements and the anatomical scan. A negative slice gap describes overlapping slices.

measurements were also performed. Due to the small amplitude of the blood oxygen level-dependent (BOLD) signal, a stable performance of the MR scanner is required. To assess if the Imager4MRT influences the spatial (e.g. increasing the spatial noise) and temporal (e.g. discharges in and around the optical sensor) stability of the MR scanner, the obtained images (Fig. 2.4A and 2.4B) were analyzed and compared according to Friedman and Glover (2006). The results are shown in Fig. 2.5 with a short description of the parameters. For a more detailed description refer to Friedman and Glover (2006). It is important to note that no significant difference for any parameter was found using a two-sided t-test with a significance level of 0.05. This means that the Imager4MRT does not influence the spatial and temporal stability of the MR scanner.

Anatomical scan and fMRI

To determine the subject-specific localization of the motor cortex, a functional measurement applying a finger tapping paradigm was performed before the combined measurements. This allowed a positioning of the Imager4MRT over the targeted cortex area. The stimulus sequence consisted of finger tapping, 16 s tapping and 16 s recovery, which was repeated 13 times. The software Presentation® (Neurobehavioral Systems Inc., Albany, CA, USA) was used to generate an auditory signal for the subject to indicate each single tapping event. The time between two tapping events was varied between 475 to 525 ms. The auditory signal was transmitted through the headphones, which subjects generally wear during MR scanning.
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Figure 2.5 – Quantitative comparison of the spatial and temporal signal stability of the MR scanner assessed for a spherical phantom only and the spherical phantom with attached Imager4MRT. SNR summary value: static spatial noise variance, SFNR: signal-to-temporal fluctuation-noise ratio, Relative STD single pixel: relative standard deviation for single pixels, Noise spectrum peak: maximum amplitude of temporal noise spectrum, Drift: Drift of MR signal, Ghost: percentage of ghost signal to the real signal (Friedman and Glover 2006)
The computer running Presentation®, the MR scanner and the ISS Oxiplex® were time-synchronized by using an analog trigger signal issued by the MR scanner. This setup and stimulus paradigm was used for all functional measurements. Using a custom-built headband with holes for detectors and sources enabled to shift hair aside, which would have blocked the detectors and sources, and hence reduced light attenuation by hair. Elastic bandages (Derma Plast®, IVF Hartmann AG, Neuhausen, Switzerland) were used to attach the Imager4MRT at the head. After attaching the Imager4MRT over the left motor cortex area, the anatomical head scan was performed using a T1-weighted TFE sequence. Further scan parameters are given in Tab. 2.3. Six slices of the anatomical scan are shown in Fig. 2.6. One slice is located below the position of the Imager4MRT and five slices are located within the position of the sensor. The optical sensor is clearly visible on the MR scans and produces no visible artifacts. The data set of the anatomical scan was imported to MRIcro (Rorden n.d.), a freely available image processing software. A 3D model of the head with attached optical NIRI-MRI sensor was generated from the anatomical scan (Fig. 2.7), using the surface render function of MRIcro. The figure shows that using an anatomical scan the Imager4MRT is clearly visible at subject’s head and thus co-registration between NIRI and MR data is simple to perform. In addition, the exerted pressure from the headband is apparent at the forehead and below sensor’s location the crumpled skin and fat layer can be seen. For the functional measurements, the BOLD signal was analyzed online using IviewBold (Philips Healthcare, Best, The Netherlands) with the following constraints: the minimal cluster size was 9 pixels, the threshold value 5% and the noise discard level mask was 79 arbitrary units. The results of a representative activation are displayed in Fig. 2.8. The comparison between the activation without and with Imager4MRT attached has shown that the sensor does not influence the BOLD signal (data not shown). In contrast to the anatomical scan, the Imager4MRT can not be seen in the functional MR scan due to different contrast of the sequences. In conclusion, the Imager4MRT allows the simultaneous acquisition of fNIRI and fMRI data in a simple setup. Furthermore, the visibility of the optical sensor in an anatomical scan allows the experimenter to co-register fNIRI and fMRI data.
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Figure 2.6 – Displayed are six slices of an anatomical MR head scan with Imager4MRT attached to the head. For the orientation, A: anterior and P: posterior.

Figure 2.7 – 3D model of the head with attached Imager4MRT reconstructed from the anatomical scan.
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2.2 Characterization using diffuse optical imaging

2.2.1 Background

This section describes the ability of the Imager16 and Imager4MRT to localize an object with higher absorption than the medium it is contained in. For this purpose, simulations were performed with varying position of the object. This simulations give a best case estimate for the reconstruction of in-vivo measurements, since instrumental and physiological noise and the heterogeneity of the tissue is neglected.

For the UMTS exposure study, only relative changes in $O_2$Hb and HHb concentrations were of interest, which are calculated from changes in $\mu_a$. Therefore, changes in $\mu'_s$ were not considered in the characterization of the sensor with DOI. Furthermore, scattering was assumed to be constant, which is a common assumption in DOI and near infrared spectroscopy (Matcher, Elwell, Cooper, Cope and Delpy 1995, Wray et al. 1988). This is a valid assumption, since the only scatterers with time-varying concentrations are blood constituents - erythrocytes, leukocytes and thrombocytes - representing only a small fraction of total tissue scattering (Matcher, Elwell, Cooper, Cope and Delpy 1995).

In the majority of older DOI studies, the image was reconstructed with measurements using single source-detector distances and without overlapping light paths (Franceschini et al. 2000, Fantini, Franceschini, Gratton, Hueber, Rosenfeld, Maulik, Stubblefield and Stankovic 1999). This restricts the spatial resolution to the source-detector distance, which is usually between 2 and 4 cm. In the past ten years, optical systems were developed providing overlapping light paths and an increased spatial resolution better than 1 cm$^3$ (Boas, Dale and Franceschini 2004, Dehghani et al. 2009).

Due to high scattering of near-infrared light in biological tissue, resolution in the horizontal plane and in depth is restricted. Multiple scattering per photon occurs in tissue and causes features to blur. Beside these physical restrictions, other factors such as the number of source-detector combinations integrated in a sensor and the arrangement of
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source and detector positions determine the resolution. Furthermore, due to the limited number of sources and detectors in DOI, the volume of interest located under the sensor is not probed homogeneously. This means that the sensitivity of DOI to absorption changes is not homogeneous over the probed volume and depends highly on the sensor geometry used and on the position of the absorption change with respect to source and detector positions. This is the reason, why one should perform a sensitivity analysis for all novel sensors, taking into account the resolution in the horizontal plane and in depth. Not only the resolution depends on the position of the absorption change relative to sources and detectors, but also its amplitude. Depending on the position of a higher absorbing volume in respect to source and detector positions, it will get probed by more or less light and leads to a higher or lower reconstructed absorption change. This is known as the partial volume effect. Thus, when measurements are only performed with NIRS or DOI, it is not possible to obtain accurate quantitative measures for the absorption changes. However, (Boas, Dale and Franceschini 2004) showed that the quantitative accuracy of DOI can be improved when it is used in combination with structural and functional magnetic resonance imaging (MRI). The structural MRI will provide constraints to the image reconstruction so that it is cortically restricted and the functional MRI will provide information about the location of the brain activation.

2.2.2 Introduction to DOI

Performing optical imaging depends on the usage of an appropriate model of photon transport and on solving an inverse problem. A very good synopsis about models and image reconstruction methods is given by Arridge and Hebden (1997). The modeling of photon transport through the tissue and the amount of light collected by the detectors is known as the forward problem. The reconstruction of changes in the optical coefficients using the information from the detected light, is the so-called inverse problem. To describe photon transport in highly scattering media, the radiative transfer equation (RTE) (Chandrasekhar 1950) can be approximated by the diffusion equation. The photon fluence rate $\Phi(r)$ (photons/[cm$^2$·s]) can be described by the diffusion equation (Furutsu 1980) given in Eq. 1.1:

$$\nabla^2 + \frac{i\omega - v\mu_a(r)}{D} \cdot \Phi(r) = -\frac{v}{D} q_0(r),$$

where $r$ is a position vector, $q_0$ stands for a modulated isotropic source (Eq. 1.2), $\mu_a$ is the spatially varying absorption coefficient, $\omega$ the modulation frequency of the laser light, $D = v/3\mu'_s$ the diffusion coefficient and $v$ light’s velocity in the medium defined by $c_0/n$ with $c_0$ the vacuum light speed and $n$ the index of refraction. The photon fluence rate $\Phi(r,t)$ is proportional to the photon density $U(r,t)$ [photons/cm$^3$] used in chapter 1.1 $\Phi(r,t) = v \cdot U(r,t)$ (Boas, Dale and Franceschini 2004).

The diffusion approximation is the most widely used approach in the field of DOI and differences to approximations considering higher-order terms are neglectable for modulation frequencies below 1 GHz and high-scattering tissues (Arridge 1999).

To image the optical properties of heterogeneous tissue a perturbation approach is applied, where the absorption coefficient $\mu_a$ is divided into a homogeneous background
component and a spatially varying part $\delta \mu_a(r)$

$$\mu_a(r) = \mu_{a,0} + \delta \mu_a(r).$$  \hspace{1cm} (2.1)

The scattering coefficient is assumed to be homogeneous for the following explanations and simulations. The photon fluence rate $\Phi_{i}(r_d, r_s)$ can as well be separated in an incident photon fluence rate $\Phi_{i}(r_d, r_s)$ and a scattered photon fluence rate $\Phi_{sc}(r_d, r_s)$. $\Phi_{i}(r_d, r_s)$ is the incident photon fluence rate on the detector due to interactions with the background medium and $\Phi_{sc}(r_d, r_s)$ due to the inhomogeneities. $r_s$ is the position of the source for which the photon fluence rate is measured at the detector positioned at $r_d$. Using the Rytov approximation, which is much more suitable for most biological situations than the Born approximation (O’Leary 1996), $\Phi_{d}(r_d, r_s)$ can be expressed as

$$\Phi_{d}(r_d, r_s) = \Phi_{i}(r_d, r_s) \cdot e^{\Phi_{sc}(r_d, r_s)}.$$  \hspace{1cm} (2.2)

The first-order scattered photon fluence rate $\Phi_{sc}^{d=0}(r_s, r_s)$ in the Rytov approximation is

$$\Phi_{sc}^{d=0}(r_d, r_s) = -\frac{1}{\Phi_{d}(r_d, r_s)} \int_{V} G(r_d, r) \Phi_{i}(r, r_s) \frac{\Delta \mu_a(r)}{D} d^3 r.$$  \hspace{1cm} (2.3)

In the following, $\Phi_{sc}^{d=0}(r_s, r_s)$ is abbreviated as $\Phi_{sc}(r_s, r_s)$. For measurements at the human head it is justified to assume a semi-infinite medium (Boas, Dale and Franceschini 2004). To find the Green function for this geometry, the method of images was applied. The source was modeled one mean free path length $l_{tr}$ above the surface. In the so-called extrapolated boundary condition, the photon fluence rate is non-zero at the physical boundary, but zero at a distance $z_b$ out of the medium,

$$z_b = \frac{2}{3 \mu'_e} \left( \frac{1 + R_{eff}}{1 - R_{eff}} \right).$$  \hspace{1cm} (2.4)

$R_{eff}$ is the effective reflection coefficient from inside of the medium. For the method of images and a semi-infinite medium the following Green function is obtained

$$G(r_d, r) = \frac{-1}{4\pi |r_d - r|} e^{i k_0 |r_d - r|} + \frac{1}{4\pi |r_d - r'|} e^{i k_0 |r_d - r'|},$$  \hspace{1cm} (2.5)

where $r$ is the position of the source one mean free path length below the surface of the medium and $r'$ the position of the image source located $z_b + l_{tr}$ above the surface. In practice, the perturbation approach is realized by performing difference measurements to estimate $\Phi_{sc}(r)$ as the difference between two known states. Performing a measurement of the homogeneous medium and one of the homogeneous medium with inhomogeneity or an activation, $\Phi_{sc}(r)$ can be calculated as

$$\Phi_{sc}(r) = ln \frac{\Phi(r)}{\Phi_{i}(r)}.$$  \hspace{1cm} (2.6)

Replacing the integral in Eq. 2.3 by a discretization of the volume and considering only the real part of $\Phi_{sc}$, the following system of linear equations ($Ax = b$) is obtained (O’Leary
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\[ \begin{align*} 
\Re(\Phi_{sc}(\vec{r}_{d1}, \vec{r}_{s1})) &= \begin{pmatrix} 
\text{In} \left( \frac{A}{A_0} \right)(\vec{r}_{d1}, \vec{r}_{s1}) \\
\vdots \\
\Re(\Phi_{sc}(\vec{r}_{dm}, \vec{r}_{s1})) 
\end{pmatrix} \\
\Im(\Phi_{sc}(\vec{r}_{d1}, \vec{r}_{s1})) &= \begin{pmatrix} 
\text{In} \left( \frac{A}{A_0} \right)(\vec{r}_{dm}, \vec{r}_{sm}) \\
(\phi - \phi_0)(\vec{r}_{d1}, \vec{r}_{s1}) \\
\vdots \\
(\phi - \phi_0)(\vec{r}_{dm}, \vec{r}_{sm}) 
\end{pmatrix} 
\end{align*} \]

(2.7)

with

\[ W_{ij} = \frac{V_{\text{voxel}}}{D \cdot \Phi_i(\vec{r}_{di}, \vec{r}_{si})} G(\vec{r}_{di}, \vec{r}_{j}) \Phi_i(\vec{r}_{di}, \vec{r}_{si}). \]  

(2.8)

Considering also the imaginary part of \( \Phi_{sc} \) leads to

\[ \begin{align*} 
\Re(\Phi_{sc}(\vec{r}_{d1}, \vec{r}_{s1})) &= \begin{pmatrix} 
\text{In} \left( \frac{A}{A_0} \right)(\vec{r}_{d1}, \vec{r}_{s1}) \\
\vdots \\
\Re(\Phi_{sc}(\vec{r}_{dm}, \vec{r}_{s1})) 
\end{pmatrix} \\
\Im(\Phi_{sc}(\vec{r}_{d1}, \vec{r}_{s1})) &= \begin{pmatrix} 
\text{In} \left( \frac{A}{A_0} \right)(\vec{r}_{dm}, \vec{r}_{sm}) \\
(\phi - \phi_0)(\vec{r}_{d1}, \vec{r}_{s1}) \\
\vdots \\
(\phi - \phi_0)(\vec{r}_{dm}, \vec{r}_{sm}) 
\end{pmatrix} 
\end{align*} \]

(2.9)

\( A_0 \) and \( \phi_0 \) are the amplitude and phase measured at the detector for the homogeneous case and \( A \) and \( \phi \) for the total system (homogeneous plus inhomogeneity or activation).

The linear equations [2.7] and [2.9] are ill posed and underdetermined, since the discretization of the volume of interest leads usually to more voxels than the number of measurements. To solve the system of linear equations, a linear reconstruction technique, namely the Simultaneous Iterative Reconstruction Technique (SIRT) (Kak and Slaney 2001) is applied. A comparison of different linear reconstruction technique is given by Gaudette et al. (2000). Since the system of linear equations is ill-posed, it can lead to artifacts in the reconstructed image.

Boas et al. (1997) performed an extensive analysis about detecting and characterizing optical inhomogeneities within a homogeneous medium. A slab geometry was used and measurements were carried out in the transmission mode. They examined the influence of different moments of the scattered fluence rate \( \Phi_{sc} \) on the reconstruction. They
showed that for reconstructions using only the monopole moment of the scattered fluence rate $\Phi_{sc}^{l=0}$ (Boas 1997), objects as small as 0.3 cm in diameter can be detected. Above this limit, a small, highly absorbing object cannot be discriminated from a larger, less-absorbing object. In the case, where the inhomogeneity with volume $a^3$ and the medium exhibit an absorption difference of $\delta \mu_a$, but the same scattering coefficient, one can only reconstruct the product of $a^3 \delta \mu_a$. All the possibilities of $a^3$ and $\delta \mu_a$ combinations define a family of solutions. O’Leary (1996) mentioned that the higher the number of iterations for solving the linear equation system the smaller and more absorbing the object was. This was explained such that increasing the number of iterations moved the reconstruction through this family of solutions; notably always in the same way if the initial guess is the same.

Boas et al. (1997) mentioned that a scanning of source and detector along three orthogonal axis allows the detection of the central (X/Y/Z) coordinates of the object. This is possible for setups based on the transmission mode, but not for the ones based on the reflection mode. This is the reason why absorbing objects can be localized in depth for the transmission mode, whereas depth localization is very restricted in the reflection mode. In reflection mode, the resolution decreases also rapidly with increasing depth into the brain. Several research groups showed that depth resolution in reflection mode can be improved by providing overlapping light paths (Dehghani et al. 2009, Boas, Chen, Grebert and Franceschini 2004).

Thus, it is necessary to perform simulations for a novel NIRI sensor to obtain a qualitative measure of its ability to localize optical changes. In addition, correlations between real and reconstructed depth were carried out to characterize a best case scenario of depth reconstructions for the Imager16. The characterization applies also to the Imager4MRT, since the sensor geometry is the same as for the Imager16. Other approaches to achieve depth resolution are covered in chapter 2.3.

### 2.2.3 Simulation settings

The following simulations were carried out for the novel sensor:

- **Simulation A**: the three-dimensional reconstruction of a local activation volume (a sphere) in a depth of 1.5 cm was simulated. The volume was positioned at different locations. These simulations mimic a local activation in the human cortex and assess the ability to localize activation volumes with the Imager16.

- **Simulation B**: simulations with a higher absorbing sphere at different depths were carried out to estimate the ability to obtain depth information using the Imager16 and image reconstruction. The real depth of the absorbing sphere was correlated with the reconstructed depth.

All simulations were carried out with the photon migration imaging software (PMI). PMI is freely available on the website of Martinos center for biomedical imaging. The simulation is based on solving the diffusion equation, which was described earlier in the introduction. The parameters were set to simulate measurements at the human head, but neglected the influence of blood circulation in the skin.
The SIRT algorithm was applied with 200 iterations. The medium properties were set as follows: \( \mu_a = 0.15 \text{ cm}^{-1}, \mu'_s = 5.0 \text{ cm}^{-1} \) (Choi et al. 2004) and the index of refraction was set to 1.37. Since \( \mu'_s \gg \mu_a \) and the source-detector distance \( \rho > 1 \text{ cm} \), the assumption of the photon propagation as a diffusive process is valid.

### 2.2.4 Simulation A: reconstruction of local activation volumes

Within the homogeneous medium a sphere with a radius of 0.5 cm was placed at a depth of 1.5 cm. \( \mu_a \) was 0.05 cm\(^{-1} \) higher than \( \mu_a \) of the medium and \( \mu'_s \) of the sphere and the medium were equal. The position of the sphere was altered within one sensor quadrant to test the reconstruction performance and space resolution. The following representative sphere positions were selected for the simulation:

- **Position A**: \((X/Y) = (0/0) \text{ cm}\), where the sphere is located in the middle of both detectors and the closest source positions.
- **Position B**: \((X/Y) = (-1/0) \text{ cm}\), where the sphere is located under the closest source position.
- **Position C**: \((X/Y) = (-2/0) \text{ cm}\), where the sphere is located in the middle of four source position.
- **Position D**: \((X/Y) = (-3/0) \text{ cm}\), where the sphere is located under the farthest source position.
- **Position E**: \((X/Y) = (0/0.7) \text{ cm}\), where the sphere is located horizontally at the right side and vertically in the middle of the sensor quadrant.
- **Position F**: \((X/Y) = (-1/0.7) \text{ cm}\), where the sphere is located horizontally on the same height as the closest source position and vertically in the middle of the sensor quadrant.
- **Position G**: \((X/Y) = (-2/0.7) \text{ cm}\), where the sphere is located horizontally in the middle of four source positions and vertically in the middle of the sensor quadrant.
- **Position H**: \((X/Y) = (-3/0.7) \text{ cm}\), where the sphere is located horizontally at the left side and vertically in the middle of the sensor quadrant.
- **Position I**: \((X/Y) = (0/1.4) \text{ cm}\), where the sphere is located under a detector.

The depth of the sphere was -1.5 cm. The voxel size for the simulations was 0.1 cm\(^3\). The absorption difference \( \Delta \mu_a \) was reconstructed in the horizontal plane at a depth of -1.5 cm (Fig. 2.9A - 2.11A). The position of the sphere is given in the captions of the subfigures. In addition, the maximum absorption change in all horizontal planes is plotted in dependency of the depth \( z \). These reconstructed depth profiles are shown in Fig. 2.9B - 2.11B, where the real sphere position is shaded in grey.
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Figure 2.9 – Simulation of the image reconstruction process for three different sphere positions: A, B and C. A: reconstructed absorption difference in the horizontal plane at a depth of 15 mm. The smaller black ellipses represent the position of the light sources and the black rectangle the position of the detectors. The larger black ellipse marks sphere’s position. B: reconstructed depth profile (z axis) of the absorption difference. The location of the sphere is shaded in grey.
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![Simulation of the image reconstruction process for three different sphere positions D, E and F. A: reconstructed absorption difference in the horizontal plane at a depth of 15 mm. The smaller black ellipses represent the position of the light sources and the black rectangle the position of the detectors. The larger black ellipse marks sphere’s position. B: reconstructed depth profile (z axis) of the absorption difference. The location of the sphere is shaded in grey.](image)

Figure 2.10 – Simulation of the image reconstruction process for three different sphere positions D, E and F. A: reconstructed absorption difference in the horizontal plane at a depth of 15 mm. The smaller black ellipses represent the position of the light sources and the black rectangle the position of the detectors. The larger black ellipse marks sphere’s position. B: reconstructed depth profile (z axis) of the absorption difference. The location of the sphere is shaded in grey.
Figure 2.11 – Simulation of the image reconstruction process for three different sphere positions G, H and I. A: reconstructed absorption difference in the horizontal plane at a depth of 15 mm. The smaller black ellipses represent the position of the light sources and the black rectangle the position of the detectors. The larger black ellipse marks sphere’s position. B: reconstructed depth profile (z axis) of the absorption difference. The location of the sphere is shaded in grey.
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2.2.5 Conclusions: simulation A

The localization in the horizontal plane for all sphere positions agrees quite well with the real position, but the reconstructed geometry and the optical properties of the sphere depend highly on its position with respect to the optical sensor. Reconstructed images and depth profiles are more accurate for sphere positions that are probed by multiple overlapping light paths, e.g. positions B, C, F and G. In extreme cases, where only one light path probes the object, e.g. position D and H, the problem is undetermined. The missing information leads to a poor resolution in the horizontal plane and no information about the depth of the object can be obtained. In the case where the sphere is located in the middle of two sources and detectors - position A - the object gets equally sampled by all four source-detector combinations, but due to the short distance of 1.5 cm between source and detector each path measures only part of the object. Thus, lower absorption values are obtained for the sphere compared to other simulations. For all depth profiles, the simulation results place the sphere closer to the surface than it is in reality. This is a common problem for measurements in the reflection mode and in reconstructions using a norm minimization (Boas, Dale and Franceschini 2004). Firstly, the reflection mode provides no measurements along the z-dimension and secondly, norm minimizations bias the solution towards smaller absorption amplitude, which is achieved by shifting the object closer to the surface and to regions with higher sensitivity (Boas, Dale and Franceschini 2004).

The real size of the object and its absorption coefficient cannot be determined since the solution of the problem is not unique and only the product $a^3 \delta \mu_a$ is determinable and preserved (Boas et al. 1997). The simulations present the best case scenario and do not consider instrumental and physiological noise. When reconstructing an in-vivo experiment, the signal-to-noise ratio plays an important role. Since solving the linear equation system is already ill posed, insufficient signal quality will lead to noisy and coincidental reconstructed images. Thus, diffuse optical imaging was also applied on in-vivo measurements (section 2.3, part in-vivo measurements). Nevertheless, the resolution in the horizontal plane obtained in the simulations for the Imager16 is comparable to simulations with other optical sensors (Haensse et al. 2005).
2.2.6 Simulation B: correlation between real and reconstructed depth for local activation volumes

In order to characterize the correlation between real and reconstructed depth of a sphere, simulations with varying sphere depth were performed. These simulations were conducted at the same sphere positions as in the section before but with varying object depths from -0.6 cm to -2.5 cm (object centre). The voxel dimension in z direction was reduced to 0.05 cm as compared to 0.1 cm in the earlier simulations to achieve a higher accuracy for the reconstructed depth. The maximal number of voxels and thus the minimal voxel length in all directions is limited by the memory capacity of the computer used.

For each object depth (real depth), a depth profile was plotted (analogue to Fig. 2.9-2.11B) and the depth at which the maximum absorption change occurred was calculated (reconstructed depth). The reconstructed versus the real depth was plotted for each sphere position (Fig. 2.12-2.14A). The relative error of the reconstructed depth to the real, 100·\(\frac{\text{reconstructed depth} - \text{real depth}}{\text{real depth}}\) is shown in Fig. 2.12-2.14B. Sphere depths for which relative errors are smaller than 35% are shaded in grey.

2.2.7 Conclusions: simulation B

The correlation between the real and reconstructed depth and the relative error in Fig. 2.12-2.14 showed that in general the depth of an object cannot be accurately determined by the Imager16 and DOI. The simulations demonstrated that for a restricted set of object depths and positions, relative position errors smaller than 35% can be obtained. At these positions, the object was probed by light of several source-detector combinations with different distances leading to overlapping measurements and a better defined problem. In the best case, where the sphere is positioned at (-1/0.7/-1), a minimum relative error of 18% is achieved.

It can be seen in Fig. 2.12-2.14 that the reconstructed depth is correlated with the real depth often in a highly non-linear manner. For real depths smaller than 0.9 cm the sphere is mostly reconstructed at the surface, since no measurement path, which measures the homogeneous medium above the sphere is available. The relative error is the smallest at sphere depths, which are probed by overlapping measurements. Increasing the sphere depth increasingly lowers the number of overlapping measurements and leads to increasing relative errors.

However, a step in the depth profiles between -0.6 cm and -1.0 cm can be observed for most sphere positions and thus, it may be possible to discriminate between superficial and deep changes. This was tested in phantom and in-vivo experiments (section 2.3).
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Figure 2.12 – Simulation of the image reconstruction. **A**: correlation between real and reconstructed depth. The dotted line describes the theoretical behavior if the reconstructed depth is equal the real object depth. **B**: relative error of the reconstructed depth. Grey shaded represents depths with a relative error smaller than 35%.
Figure 2.13 – Simulation of the image reconstruction. 

A: correlation between real and reconstructed depth. The dotted line describes the theoretical behaviour if the reconstructed depth is equal the real object depth. 

B: relative error of the reconstructed depth. Grey shaded represents depths with a relative error smaller than 35%.
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Figure 2.14 – Simulation of the image reconstruction. A: correlation between real and reconstructed depth. The dotted line describes the theoretical behaviour if the reconstructed depth is equal the real object depth. B: relative error of the reconstructed depth. Grey shaded represents depths with a relative error smaller than 35%.
2.2.8 Outlook

Dense imaging arrays (Boas, Chen, Grebert and Franceschini 2004, Zeff et al. 2007, Yamamoto et al. 2002, Bluestone et al. 2001), which became more popular in the past ten years, enhanced the spatial uniformity in the image resolution, image amplitude and improved the localization accuracy. However, although dense imaging arrays are a very promising imaging approach, as the optical sensor covers a larger surface area and the number of sources and detectors is higher, the equipment becomes more bulky and hence less practical. To date, all instruments with dense imaging arrays were custom-built in research laboratories.

Many efforts have been undertaken to improve imaging performance and several promising methods such as sophisticated brain models, use of a priori knowledge to define constraints and the use of a spatial deconvolution (Xu et al. 2005, Xu et al. 2007) were presented in the last years. The brain models range from schematic models taking the brain ayri into account (Okada et al. 1997) to models based on segmented anatomical MRI scans (Schweiger and Arridge 1999, Boas, Dale and Franceschini 2004, Custo et al. 2010). These models in combination with a priori spatial information about occurring concentration changes can be used to place constraints in the image reconstruction. For example, in functional measurements, the image reconstruction can be constrained to the cortex.

In addition, the computational power available today enables the application of more complex numerical models to describe photon transport in strongly diffusive tissues more accurately. For an overview of numerical models please refer to (Dehghani et al. 2009) and for a general overview of photon transport models and image reconstruction to (Arridge 1999).

The combination of dense imaging arrays, a priori structural information as spatial constraints and more complex numerical models will improve the image performance and accuracy of DOI. The future of DOI, especially if it is applied for clinical diagnosis and prognosis, will be determined by the achieved image quality and reliability of the reconstructed concentration changes.

Although dense imaging arrays seem promising, small planar sensors combined with methods described above will have some advantages in the future:

- Planar optical sensor are easy to handle and to attach.
- They are flexible and can be attached to different tissues or body parts, e.g. to muscles, the breast or head.
- The short time needed to attach the sensor allows to perform test measurements and to rearrange the sensor if necessary. This is especially useful for functional measurements, where the experimenter can record a test measurement and verify the correct placement.
- The system is compact, can be moved easily and allows measurement at the bedside of the patient.
2.3 Different approaches to obtain depth resolution

2.3.1 Background

In conventional NIRI brain studies, the depth of the measured hemodynamic signals remains unknown. Superficial fluctuations in the chromophore concentrations are not of interest in functional studies and Toronov et al. (2001) showed that the measured signal changes in response to a stimulus did originate from the brain. However, for some NIRI research topics acquiring depth resolution is crucial and motivated by different aims:

- Separating the blood flow changes or oxygenation and hemoglobin concentration within the skin from those within the deeper tissue, e.g. the brain or the muscle.
- Improving the spatial correlation between fNIRI and fMRI.
- Localizing breast tumors or brain lesions with satisfying accuracy.

To achieve the second and third aim, more accurate photon transport models have been proposed. A priori information was incorporated in the models and multi-modal measurements were applied. Instead of a semi-infinite medium, photon transport can also be modeled in a multiple-layer medium (Okada et al. 1997, Alexandrakis et al. 1998, Kienle et al. 1998, Pham, Spott, Svaasand and Tromberg 2000) or in more sophisticated tissue models (Schweiger and Arridge 1999, Boas, Dale and Franceschini 2004, Custo et al. 2010). Although the models are very promising, they always require a priori knowledge about the thickness of the layers or accurate information about the underlying structure. To obtain subject-specific tissue models and to integrate them in the reconstruction process, fNIRI can be combined with anatomical MRI scans (Boas, Dale and Franceschini 2004, Schweiger and Arridge 1999).

The topic of separating superficial changes from changes in deeper tissue structures was approached by most research groups with the question how to eliminate superficial changes from the total optical signal (Saager and Berger 2005, Kohno et al. 2007). Saager and Berger (2005) proposed a least-square fitting method, in which the signal from a shorter source-detector distance is fitted to the signals measured at larger distances and afterwards subtracted to get rid of the superficial changes. This method is based on the assumption that the signal penetrates only the upper layer for short source-detector distances and thus is representative for the superficial changes. Another approach has been presented by Kohno et al. (2007), who showed that it is possible to extract the skin blood flow from the total NIRS signal by independent component analysis (ICA).

In clinical research, the most widely used approach is the multi-distance method (section [L1]), where optical changes in a superficial layer and the layer’s optical properties cancel out for certain specific measurement configurations. Franceschini et al. (1998) used source-detector distances ranging from 1.5 to 4.5 cm and investigated the recovered optical properties in a two-layered turbid media in dependency of the thickness of the layer. They found that i) for a thickness of approximately 4 mm of the superficial layer, the optical properties were representative for the deeper layer and ii) for a thickness of approximately 13 mm of the superficial layer, the optical properties were representative
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for this layer. For layer thicknesses in-between, the measured optical coefficients were a mixture of the optical properties of the superficial and deeper layer. These results also depend on the source-detector distances incorporated in the analysis (Choi et al. 2004). They performed measurements on the head of 30 volunteers and showed that for shorter source-detector distances, the optical coefficients of the scalp and skull were dominant. However, for longer source-detector distances the optical coefficients of the brain could be measured.

2.3.2 Discriminating superficial from deep changes

In the beginning of this thesis, the aim was to improve depth resolution methods to localize potential changes in the tissue. However, diffuse optical imaging based on a homogeneous semi-infinite medium which is the most promising method showed in simulations and measurements that it is unable to localize occurring changes accurately. It was found that for an accurate depth localization of absorption changes more sophisticated inversion algorithms and head models, such as subject-specific anatomical MR scans, are needed. Unfortunately the extra cost and work power needed exceeded by far the financial and temporal budgets of the project. Thus, the aim was redefined to distinguish between superficial and deep effects, rather than to achieve accurate depth localization. This discrimination is important, because on the one hand the skin receives the highest dose of EMF and on the other hand the brain is a sensitive organ and results of previous studies indicated effects of EMF on rCBF (Huber et al. 2002, Huber et al. 2005). To achieve this discrimination, different approaches were evaluated in phantom and in-vivo measurements for the Imager16, which require no prior knowledge. These approaches were:

A) The modified Lambert-Beer law (Eq. 2.3.3).

B) The slope comparison method based on the multi-distance approach (section 1.1).

C) Depth reconstruction based on DOI (section 2.2.2).

In the following chapters, the principle of the methods is explained, the performed measurements described and the results presented and discussed. The aim of this chapter is to demonstrate the ability of the Imager16 to distinguish between superficial and deep structures. This ability is strongly dependent on the sensor geometry and the number of light paths and thus this chapter provides no conclusions about general NIRI performance, but rather for our specific NIRI sensor (section 2.1.2).

2.3.3 Principle

For measurements done in the reflection mode, depth resolution can be obtained due to the fact that different source-detector distances show a different depth sensitivity. Following calculations assume a constant scattering coefficient.
2.3 Different approaches to obtain depth resolution

The modified Lambert-Beer law

The modified Lambert-Beer law (Matcher, Elwell, Cooper, Cope and Delpy 1995, Wray et al. 1988)

\[
\begin{pmatrix}
\frac{\ln I_{690nm}(t_1)}{I_{690nm}(t_0)} \\
\frac{\ln I_{830nm}(t_1)}{I_{830nm}(t_0)}
\end{pmatrix}
= - \begin{pmatrix}
\varepsilon_{690nm}^{HHb} & \varepsilon_{690nm}^{O_2Hb} \\
\varepsilon_{830nm}^{HHb} & \varepsilon_{830nm}^{O_2Hb}
\end{pmatrix} \cdot d \cdot DPF \cdot \begin{pmatrix}
\Delta[HHb] \\
\Delta[O_2Hb]
\end{pmatrix},
\]

can also be written as

\[
\begin{pmatrix}
\frac{\ln I_{690nm}(t_1)}{I_{690nm}(t_0)} \\
\frac{\ln I_{830nm}(t_1)}{I_{830nm}(t_0)}
\end{pmatrix}
= - d \cdot DPF \cdot \begin{pmatrix}
\Delta \mu_{a,690nm} \\
\Delta \mu_{a,830nm}
\end{pmatrix},
\tag{2.10}
\]

where \(I_{\lambda}(t_0)\) is the detected intensity of the light source with wavelength \(\lambda_i\) at the reference time point \(t_0\). \(I_{\lambda}(t_1)\) is the detected intensity of the light source with wavelength \(\lambda_i\) at any time \(t_1\), \(\varepsilon_{\lambda}^{HHb}\) and \(\varepsilon_{\lambda}^{O_2Hb}\) are the extinction coefficients at wavelength \(\lambda_i\) for HHb and O\(_2\)Hb, \(\Delta[HHb]\) and \(\Delta[O_2Hb]\) are the concentration changes in HHb and O\(_2\)Hb, \(\Delta \mu_{a,\lambda_i}\) is the change in the absorption coefficient at wavelength \(\lambda_i\), \(d\) is the source-detector distance and \(DPF\) the differential path length factor, which accounts for the longer path length the light traveled due to scattering.

Values for the \(DPF\) can either be taken from the literature (Duncan et al. 1995, Zhao et al. 2002) or can be calculated (Franceschini et al. 1998, Fantini, Hueber, Franceschini, Gratton, Rosenfeld, Stubblefield, Maulik and Stankovic 1999). To calculate \(DPF\) values, the absorption and scattering coefficient of the tissue must be known or must be calculated using the multi-distance approach (section 1.1). This approach assumes that the same amount of light is coupled into the tissue for the measurements on the phantom and the tissue. Yet, for investigations at the human head, the amount of light coupled into the tissue can vary due to local light attenuation by hair and hence, a reliable determination of the \(DPF\) is not possible anymore. Thus, for all in-vivo measurements the same literature \(DPF\) values as for the UMTS exposure study were used (Zhao et al. 2002): \(DPF_{690nm} = 8.21\) and \(DPF_{830nm} = 7.3\). For phantom measurements, absorption and scattering were known and thus the \(DPF\) values were calculated (Fantini, Hueber, Franceschini, Gratton, Rosenfeld, Stubblefield, Maulik and Stankovic 1999) using a semi-infinite medium

\[
DPF(\lambda) = \frac{1}{2} \left( \frac{3 \mu_{sp}(\lambda)}{\mu_{a,initial}(\lambda)} \right)^{\frac{1}{2}} \left[ 1 - \frac{1}{\left( 1 + d(3 \mu_{sp,initial}(\lambda) \cdot \mu_{a,initial}(\lambda))^{\frac{1}{2}} \right)^{\frac{1}{2}}} \right],
\tag{2.11}
\]

where \(\mu_{a,initial}\) and \(\mu_{sp,initial}'\) are the absorption and scattering coefficient of the homogeneous reference phantom and \(\mu_{sp}'\), the calculated scattering coefficient of the phantom of interest.

Plotting \(\Delta \mu_{a,690nm}\) and \(\Delta \mu_{a,830nm}\) or \(\Delta[HHb]\) and \(\Delta[O_2Hb]\) versus the distance \(d\), should reveal if the changes are more pronounced at shorter or longer source-detector distances. Since longer source-detector distances are more sensitive to deeper structures, more pronounced changes at longer distances should indicate changes in deeper structures. This hypothesis was tested in phantom and in-vivo measurements and the results are shown in
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Relative concentration changes calculated with the Lambert-Beer law are usually given the unit [µM] in the literature. However, in the case of localized activation, the absolute quantification is not reliable. In this case, the assumption of an homogeneous medium leads to an underestimation in the magnitude of the concentration change (Boas, Gaudette, Strangman, Cheng, Marota and Mandeville 2001), which depends on the optical path length covered within the activation compared to the optical path length within the whole tissue. This is called the partial volume effect. If global changes occur in the tissue of interest, the partial volume effect becomes small.

Since the penetration depth is not the same for different wavelengths, the partial volume effect becomes wavelength dependent, which can result in a cross-talk in the absorber concentrations (Uludag et al. 2002, Boas et al. 2001). For the wavelength pair used in the UMTS exposure study - 690 nm and 830 nm - the cross-talk between Δ[O₂Hb] and Δ[HHb] is significantly decreased (Sato et al. 2004).

Although no absolute values for local concentration changes can be obtained with the modified Lambert-Beer law, it provides some advantages. The approach is easy to comprehend and does not require huge computational resources. The obtained concentration changes provide an estimation of the minimal concentration changes, since the modified Lambert-Beer law tends to underestimate concentrations and also very importantly of the sign of changes.

The slope comparison method

The slope comparison method is based on the multi-distance method introduced in section 2.3.4. For a medium consisting of a superficial and deeper layer (see section 2.3.4), ln(Uac)², ln(Udc)² and φ (Fig. 1.2) in dependency of the distance r will not be linear anymore. For specific layer thicknesses, source-detector distances and optical properties of the superficial and deeper layer, the influence of the superficial and deeper layer on different measurement paths is approximatively the same and therefore the deviation from linearity is minimal (Franceschini et al. 1998, Choi et al. 2004). For these cases, it is not possible to discriminate between superficial and deep changes. Still, the aim was to test if this discrimination can be achieved with the Imager16 and the optical conditions of the human head. For this purpose, the slopes between the two closest (short separation) and two farthest (long separation) source-detector distances were calculated and converted to optical coefficients. The performance of this method was tested in phantom and in-vivo measurements. For the phantom measurements the optical coefficients at short and long distances were compared to the optical coefficients of the deep and superficial layer.

Depth reconstruction based on DOI

The theory of diffuse optical imaging was described in section 2.2.2. As mentioned there, the depth reconstruction shows highly non-linear behaviour, but nonetheless it may be possible to distinguish between superficial (skin) and deep (cerebral) changes. The aim was to test this method in terms of discriminating superficial from deep changes for phantom and in-vivo measurements.

For the in-vivo measurements, the amplitude of the reconstructed Δ[O₂Hb] and Δ[HHb]
have low absolute accuracy because the coefficients of the homogeneous medium cannot
be estimated accurately and because of the underestimation of the amplitude in the case
of localized absorption changes. For the phantom measurements, the optical coefficients
were known and the properties of the deeper layer were used as background properties.

2.3.4 Methods

To investigate the performance of the proposed methods in discriminating superficial from
depth changes, a two-layered configuration was chosen as model for the brain. A super-
ficial layer mimics skin and skull, a thick block the brain, which can be assumed to be
infinitely thick. This simplified model is relevant, since our work was focused on discrim-
inating superficial from deep changes and not on an accurate depth localization.

Phantom kits were used as test systems, which consist of interchangeable blocks and lay-
ers. For the in-vivo experiments, a skin heating measurement was performed to induce
localized superficial optical changes. In addition, a motor cortex activation measurement
was carried out to induce cerebral changes. Both in-vivo measurements were carried out
at the human head.

Phantom measurements

For the phantom measurements, phantom kits were manufactured, which consisted of a
block and at least one layer (Fig. 2.15). One layer of each phantom kit was 8 mm thick
and was used with the phantom block for the measurements. Several phantom kits were
made to establish a phantom set for BORL. The optical properties have been measured
with the ISS Oxiplex® and a commercial optical sensor (Tab. 2.4).

The phantom kits were manufactured following the instructions from the ISS Documen-
tation (n.d.). A two-component silicone (Elastosil® RT 601, Wacker Chemie AG, Mu-
nich, Germany) was used as the basis of the solid phantoms. Adding a specific amount
of carbon black powder and titanium dioxide (TiO₂) allows to adjust the absorption and
scattering coefficient. Phantoms made of silicone, in contrast to those made e.g. of bio-
logical materials, feature constant optical properties on a long term scale.

Since phantom manufacturing is a complex procedure, it was very difficult to achieve
exactly the same scattering coefficient for two phantom kits. Thus, the two phantom
kits with the closest scattering but different absorption coefficients were chosen, namely
phantom kit D and I (bold font in Tab. 2.4).

To calibrate the measurement on a phantom with known optical properties (also called cal-
ibration phantom), a commercially available solid silicone phantom from ISS Inc. (Cham-
paign, Illinois, USA) was used. The optical coefficients are listed in Tab. 2.3.

Five different phantom measurements were carried out: one on the calibration phantom,
one on block I with layer I on top (II), one on block D with layer D on top (DD), one on
block I with layer D on top (ID) and one on block D with layer I on top (DI) (Fig. 2.15).

The measurements were repeated three times. For all measurements, elastic bandages
(Derma Plast®, IVF Hartmann AG, Neuhausen Switzerland) were used to assure a good
and constant contact of the Imager16 to the phantom. In addition, it should prevent the
formation of an air layer between phantom block and layer.
### Phantom kit

<table>
<thead>
<tr>
<th>Phantom kit</th>
<th>$\mu_{a,690\text{nm}}$ [cm$^{-1}$]</th>
<th>$\mu_{a,830\text{nm}}$ [cm$^{-1}$]</th>
<th>$\mu_{s,690\text{nm}}$ [cm$^{-1}$]</th>
<th>$\mu'_{s,830\text{nm}}$ [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.238</td>
<td>0.233</td>
<td>14.6</td>
<td>14.7</td>
</tr>
<tr>
<td>B</td>
<td>0.099</td>
<td>0.106</td>
<td>11.9</td>
<td>11.6</td>
</tr>
<tr>
<td>C</td>
<td>0.145</td>
<td>0.157</td>
<td>5.3</td>
<td>5.3</td>
</tr>
<tr>
<td>D</td>
<td>0.14</td>
<td>0.144</td>
<td>5.9</td>
<td>5.8</td>
</tr>
<tr>
<td>E</td>
<td>0.216</td>
<td>0.224</td>
<td>17.2</td>
<td>17.8</td>
</tr>
<tr>
<td>F</td>
<td>0.192</td>
<td>0.198</td>
<td>8.2</td>
<td>8.0</td>
</tr>
<tr>
<td>G</td>
<td>0.151</td>
<td>0.152</td>
<td>4.9</td>
<td>6.2</td>
</tr>
<tr>
<td>H</td>
<td>0.053</td>
<td>0.056</td>
<td>5.5</td>
<td>5.6</td>
</tr>
<tr>
<td>I</td>
<td>0.096</td>
<td>0.10</td>
<td>5.7</td>
<td>5.6</td>
</tr>
<tr>
<td>K</td>
<td>0.104</td>
<td>0.106</td>
<td>12.0</td>
<td>12.2</td>
</tr>
<tr>
<td>L</td>
<td>0.122</td>
<td>0.122</td>
<td>12.3</td>
<td>12.8</td>
</tr>
</tbody>
</table>

**Table 2.4** – Optical properties of phantom basis set of BORL.

---

### Figure 2.15

Left side: picture of a solid silicone phantom kit containing one block and two layers. Right side: illustration of the use of the constructed solid silicone phantom kits. Performing a measurement on a layer-block combination belonging to the same kit and on a layer-block combination where the layer or the block is exchanged, one can mimic superficial or deep absorption changes.

---

### Table 2.5

<table>
<thead>
<tr>
<th></th>
<th>$\lambda = 690$ nm</th>
<th>$\lambda = 830$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption coefficient [cm$^{-1}$]</td>
<td>0.115</td>
<td>0.107</td>
</tr>
<tr>
<td>Scattering coefficient [cm$^{-1}$]</td>
<td>10.9</td>
<td>9.7</td>
</tr>
</tbody>
</table>

**Table 2.5** – Optical coefficients of the calibration phantom.
2.3 Different approaches to obtain depth resolution

Figure 2.16 – Illustration of the heating coil used for the skin heating measurement. A power supply was connected to the heating coil to control the current in the circuit and the thermal energy released by the constantan wire. The heating coil was casted in black silicone to prevent direct skin contact.

The 15 phantom measurements were used for all depth analysis methods. However, the calibration measurements were only needed for the slope comparison method. For all analysis methods, mean and standard deviation were calculated over the three repetitions.

In-vivo measurements

Two in-vivo measurements were carried out: first, a motor cortex activation triggered changes in a deep tissue structure and second, localized heating of the skin induced optical changes in the superficial structures. Both measurements were performed at the same position on the human head.

For the skin heating measurement, a planar heating device was built, which was thin enough to place it between skin and Imager16 (Fig. 2.16). A constantan wire, casted in black silicone, formed a heating coil. Since both, the heating device and the sensor were built from the same silicone, they kept together well, which prevented the formation of air layer between them. This is very important, because otherwise light may tunnel directly from source to detector, which would falsify the results.

The heating coil was connected to a power supply, which was used to control the current in the coil and thus the released thermal energy. For safety reasons, the current needed to achieve an increase in temperature of approximately four degrees was estimated in experiments before the real skin heating measurement took place.

For the motor cortex activation, a stimulation period of 20 s finger tapping and 20 s recovery was applied. The stimulation was repeated 15 times and before and after all repetitions a baseline of 2 minutes length was recorded (Fig. 2.17).

Both measurements were performed on one male test subject, who was positioned in a comfortable sitting position. The heating device was placed underneath the Imager16 and both was attached with elastic bandages to the head with the center point located over C3 (in the international 10-20 EEG positioning system (Jasper 1958)).

The measurements were performed in the following order: first the measurement on the calibration phantom, then the performance of the motor cortex activation and skin heating followed by the calibration phantom. The sensor was attached to the head before the motor cortex activation and detached after the skin heating measurement. A temperature sensor was positioned between the sources closest to both detectors and the detectors.
Since the sensor itself insulated the skin from ambient air, the temperature decrease after the heating was very slow. To perform the measurement in a reasonable time, the next heating phase was initiated after the temperature dropped at least 3 degrees compared to maximum temperature reached in the previous heating phase. The maximum temperature was kept constant for about 30 s. In total, 3 heating phases were initiated resulting in a measurement duration of 23 minutes.

Since all depth analysis methods are based on representative values for the activation or heating phase and the rest phase, a mean over specific time slots was calculated for each stimulation segment: for the motor cortex measurements, the mean over the last 10 s tapping and over the last 10 s rest before tapping were calculated, for the skin heating measurement, the mean over the 30 s constant maximum temperature was calculated (heating phase) and the mean over the last 30 s before the start of the next heating event (rest).

In order to apply the slope comparison method, the first phantom measurement was used to calibrate the motor cortex activation and the second phantom measurement to calibrate the skin heating measurement.

For the motor activation and skin heating measurement, the mean and standard deviation of $\Delta[O_2Hb]$ and $\Delta[HHb]$ were calculated over the 15 stimulation segments or over the three heating phases, respectively.
2.3.5 Results

Phantom measurements

A) Modified Lambert-Beer law

The measured changes in the absorption coefficients ($\Delta\mu_a,690\text{nm}$ and $\Delta\mu_a,830\text{nm}$) are shown for all measurement paths in Fig. 2.18-2.20. These figures include one subfigure for each sensor quadrant. The phantoms used for the comparison are displayed using a color code above the reconstructed depth profiles; dark grey indicates stronger absorption (block D, layer D) as compared to the lightly greyed compartments (block I, layer I).

As expected, it can be seen in Fig. 2.18 that replacing the superficial layer with a layer of higher absorption leads to increased absorption at shorter source-detector distances. The opposite can be observed if the deep structure shows an increase in the absorption coefficient (Fig. 2.19). Comparing both figures, it can be seen that a superficial increase in $\mu_a$ influences the calculated $\Delta\mu_a$ of all source-detector distances, whereas a change in a depth over 8 mm has a relatively small impact on $\Delta\mu_a$ at the shortest source-detector distances. The same pattern, but with an opposite sign for $\Delta\mu_a$ can be observed for the comparisons of DD to DI and DD to ID (Fig. 2.21-2.20).

Overall, $\Delta\mu_a$ was maximal for comparisons, where superficial changes were induced. The obtained $\Delta\mu_a$ were in the range of 0.035 to 0.055 cm$^{-1}$, which corresponds well with the expected $\Delta\mu_a$ of 0.045 cm$^{-1}$ between phantom II and DD. The variations between the quadrants may arise from errors in coupling constants.
Figure 2.18 – Modified Lambert-Beer law applied on the II-ID phantom comparison ($\mu_a(690 \text{ nm}) = 0.096 \text{ cm}^{-1}$ for I and $\mu_a(690 \text{ nm}) = 0.14 \text{ cm}^{-1}$ for D). For each source-detector distance, the calculated mean changes ± the standard deviation in the absorption coefficients are displayed.
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Figure 2.19 – Modified Lambert-Beer law applied on the II-DI phantom comparison ($\mu_a(690\text{ nm}) = 0.096\text{ cm}^{-1}$ for I and $\mu_a(690\text{ nm}) = 0.14\text{ cm}^{-1}$ for D). For each source-detector distance, the calculated mean changes ± the standard deviation in the absorption coefficients are displayed.
Figure 2.20 – Modified Lambert-Beer law applied on the DD-ID phantom comparison ($\mu_a(690 \text{ nm}) = 0.096 \text{ cm}^{-1}$ for I and $\mu_a(690 \text{ nm}) = 0.14 \text{ cm}^{-1}$ for D). For each source-detector distance, the calculated mean changes ± the standard deviation in the absorption coefficients are displayed.
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Figure 2.21 – Modified Lambert-Beer law applied on the DD-DI phantom comparison ($\mu_a(690 \text{ nm}) = 0.096 \text{ cm}^{-1}$ for I and $\mu_a(690 \text{ nm}) = 0.14 \text{ cm}^{-1}$ for D). For each source-detector distance, the calculated mean changes ± the standard deviation in the absorption coefficients are displayed.
B) Slope comparison method
The results for the slope comparison method are shown for each sensor quadrant in Fig. 2.22 and 2.23. The slopes of the two sources closest to the detectors was used to calculate the corresponding absorption coefficients, which are labelled short separation in the figures. Accordingly, the absorption coefficients belonging to the two sources farthest from the detectors are labelled long separation. In addition to the mean $\mu_a \pm$ standard deviation of the short and long distance, $\mu_a(690\text{nm})$ of the homogeneous phantoms DD and II are indicated with a dotted grey line for better comparison. On the left side of the figures, the measured block-layer configuration is shown, which are displayed using a color code; dark grey indicates stronger absorption (block D, layer D) as compared to the lightly greyed compartments (block I, layer I).

For the block D with layer I (Fig. 2.22), four quadrants show the expected behavior for the 690 nm wavelength. Unexpectedly, for two quadrants, $\mu_a(830\text{nm})$ are higher at the short distance. A possible explanation is a small curvature of block D’s surface, which could have led to a localized air layer with a higher influence on the 830 nm wavelength, which penetrates deeper into tissue. Such air layers lead to light piping and erroneous results.

For the block I with layer D (Fig. 2.22), the experimental behavior is in good agreement with the expectations, meaning that longer distances show absorption coefficients closer to phantom II and shorter distances absorption coefficients closer to phantom DD. This indicates clearly that shorter distances are more sensitive to superficial changes.

Based on the presented results, the slope comparison method is suitable for phantom measurements to distinguish between superficial and deep changes.
Figure 2.22 – Slope comparison method applied on the DI phantom. For the short and long source-detector distance, the calculated mean absorption coefficient $\mu_a \pm$ the standard deviation are shown. The dotted grey line indicates the pure absorption coefficient of phantom DD and phantom II at wavelength $\lambda = 690$ nm.
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Figure 2.23 – Slope comparison method applied on phantom ID. For the short and long source-detector distance, the calculated mean absorption coefficient $\mu_a \pm$ the standard deviation are shown. The dotted grey line indicates the pure absorption coefficient of phantom DD and phantom II at wavelength $\lambda = 690$ nm.
C) Depth reconstruction based on DOI

The results of the depth reconstructions based on DOI are shown in Fig. 2.24. The phantoms used for the comparison are displayed using a color code above the reconstructed depth profiles; dark grey indicates stronger absorption (block D, layer D) as compared to the lightly greyed compartments (block I, layer I).

The sign of the reconstructed $\Delta \mu_a$ was expected, whereas the depth profiles themselves provide no clear distinction between a superficial and deep changes. The depth profiles converge to zero for larger distances, because the depth sensitivity of a NIRI sensor is limited. Although, the depth profiles for deep changes show a maximum, which is below the surface, the same can be observed for the II - ID comparison. Also, the changes in $\Delta \mu_a$ are smaller and more broadly distributed over the depth for deep changes. However, without a direct comparison to a superficial change of the same magnitude, which is not possible for in-vivo measurements, no conclusions can be drawn.

This means that DOI in combination with our NIRI sensor is not a reliable method to distinguish between superficial and deep changes in phantom measurements.
(a) DOI depth reconstruction for comparison of phantom II to ID (A) and phantom II to DI (B).

(b) DOI depth reconstruction for comparison of phantom DD to DI (A) and phantom DD to ID (B).

Figure 2.24 – DOI depth reconstruction applied on the phantom measurement data. $\Delta \mu_a(z) \pm$ standard deviation is plotted for 690 nm and 830 nm (block and layer I: $\mu_a(690 \text{ nm}) = 0.096 \text{ cm}^{-1}$, block and layer D: $\mu_a(690 \text{ nm}) = 0.14 \text{ cm}^{-1}$.)
In-vivo measurements

A) Modified Lambert-Beer law
Changes in \(O_2\text{Hb}\) and \(HHb\) were calculated from changes in the absorption coefficients and are shown in Fig. 2.25 for the motor cortex activation and in Fig. 2.26 for the skin heating measurement. All figures include a subfigure for each sensor quadrant. For the motor cortex activation, \(\Delta[O_2\text{Hb}]\) is increased and \(\Delta[HHb]\) decreased at longer distances, which suggests an increase in cerebral blood flow (CBF) and in CMRO\(_2\) at deep tissue layers (brain) (Hoshi et al. 2001, Wolf et al. 2002). For the skin heating measurement, \(\Delta[O_2\text{Hb}]\) is increased at short distances, whereas \(\Delta[HHb]\) shows no clear trend and the values are around zero. This may be interpreted as an increase in arterial blood flow and volume and will be discussed later on. For the motor cortex activation, the concentration changes are largest for the left half of the sensor, whereas for the skin heating measurement, the largest concentration changes occur at the upper half of the sensor. These results indicate that superficial and deep changes can be well distinguished for in-vivo measurements using the modified Lambert-Beer law.
Motor Cortex Activation

![Motor Cortex Activation Image]

Figure 2.25 – Modified Lambert-Beer law applied on the motor cortex activation data. Displayed are for each sensor quadrant, the calculated mean changes in the chromophore concentrations ± the standard deviation in dependency of the source-detector distance.
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![Skin heating measurement](image)

**Figure 2.26** – Modified Lambert-Beer law applied on the skin heating measurement data. Displayed are for each sensor quadrant, the calculated mean changes in the chromophore concentrations ± the standard deviation in dependency of the source-detector distance.
B) Slope comparison method

The results of the slope comparison method are shown in Fig. 2.27. For each in-vivo measurement, a representative sensor quadrant illustrates the performance of the method. The calculated $\mu_a$ are quite different between the short and long separation, but between the rest and stimuli phase hardly any differences are detectable. In some cases, $\mu_a$ shows unreasonable values, e.g. being negative or as high as 0.3 cm$^{-1}$. Furthermore, the difference between rest and stimuli phase was calculated for short and long separation to investigate if this difference would be a meaningful indicator. However, no trend in the comparison of short to long separation was detected (data not shown). This indicates that the calculated $\mu_a$ values are erroneous. These erroneous values result from local light attenuation by hair. These local attenuations lead to unequal light coupling for different light sources and thus the basic assumption for the slope comparison method, having constant light coupling, is not valid anymore. Therefore, the slope comparison method is not suitable for in-vivo measurements, at least for measurement positions where the subjects exhibit hair.

![Figure 2.27](image)

**Figure 2.27** – Slope comparison method applied on the motor cortex activation (left side) and skin heating measurement (right side). $\mu_a \pm$ standard deviation are shown for the 690 nm and 830 nm wavelengths. $\mu_a$ is given for short and long distances as well as for rest and stimuli (finger tapping/heating) phases.
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C) Depth reconstruction based on DOI

Fig. 2.28 shows on the left side the depth profile for the motor cortex activation and on the right side for the skin heating measurement. For the in-vivo measurements, not only a depth profile is provided as for the phantom measurements, but also reconstructions in the horizontal plane at different depths. This enhances the understanding of the spatial distribution of the stimuli response. In Fig. 2.29-2.30 the reconstructions in the horizontal plane at different depths are shown for the motor cortex activation and the skin heating measurement, respectively.

It must be noted, that a mean over the stimulation segments was calculated for the reconstructions in order to improve the signal-to-noise ratio and to minimize the occurrence of artifacts in the reconstructed image. Thus, the reconstructions and depth profiles shown in this section depict the mean response to the stimuli.

The results of the motor cortex activation - an increase in $\Delta[O_2Hb]$ and a decrease in $\Delta[HHb]$ - confirm the results of the modified Lambert-Beer law and, with respect to physiology, an increase in CBF and CMRO$_2$ (Hoshi et al. 2001, Wolf et al. 2002). And the spatial distribution of the change is in agreement with the modified Lambert-Beer law: the highest changes of $[O_2Hb]$ and $[HHb]$ were detected on the left sensor half, together with small changes in the lower right sensor quadrant.

Furthermore, the results of the skin heating measurement are in good agreement with the results of the modified Lambert-Beer law. $\Delta[O_2Hb]$ is larger for the upper half of the sensor, whereas reconstructed $\Delta[HHb]$ values are relatively small when comparing the ratio between $\Delta[O_2Hb]/\Delta[HHb]$ for the motor cortex and skin heating measurement. Taking into account the coincidental pattern of reconstructed $\Delta[HHb]$ changes (Fig. 2.30), it can be concluded that the reconstruction shows probably noise. The high increase in $\Delta[O_2Hb]$ may result from an increase in arterial blood flow and volume to compensate the external heating. Vasodilation of small arteries, capillaries and small veins results in an increased blood volume and thus in an increased $[O_2Hb]$ and $[HHb]$. An increased blood flow leads to an increase in $[O_2Hb]$ and a decrease in $[HHb]$ due to the wash-out effect. Both effects together results in an increase in $[O_2Hb]$ and a zero change in $[HHb]$. The physiological vasodilatory effect to an external heating source is commonly known and is utilized for example for the measurement of transcutaneous partial pressure of oxygen (tcPO$_2$).

By comparing the depth profile of the motor cortex activation with the one of the skin heating measurement, it can be seen that the motor cortex activation cause a concentration change below the surface, with a maximum at a depth of 0.2 cm, whereas the skin heating measurement shows a maximum at the surface. This indicates that a simple homogeneous semi-infinite model is sufficient to distinguish roughly between superficial and deep changes.

The amplitudes of the concentration changes are higher for the DOI reconstructions than for the modified Lambert-Beer law. Due to the overlapping measurements, DOI is less susceptible for partial volume effects and thus estimates the concentration changes closer to the real values (Boas et al. 2001).
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Figure 2.28 – Depth reconstruction based on DOI for the motor cortex activation (left side) and skin heating measurement (right side).

2.3.6 Conclusion

The performance of the different methods for discrimination between superficial and deep changes in phantom and in-vivo measurements is summarized in Tab. 2.6. As shown earlier, the modified Lambert-Beer law is suitable for distinguishing superficial and deep changes, for both phantom and in-vivo measurements. Since the modified Lambert-Beer law compares different time points of the same measurement, it is relatively robust against movement artifacts and thus suitable for analysis of in-vivo measurements. In contrast, the slope comparison method relies on constant light coupling for all light sources and is therefore very susceptible to localized light attenuation such as by hair. This explains why the slope comparison method works very well for measurement on phantoms, but fails in in-vivo measurements. Although the depth reconstruction using DOI provides some depth information for the in-vivo measurements, the reconstructed depth profiles are not that easy to interpret. And if the non-linearity of the depth reconstruction is taken in account (section 2.3), then the uncertainty of the interpretation increases even further. All investigated approaches have the advantage that they require no a priori knowledge of the tissue structure, but this means that the probed tissue volume is assumed to be homogeneous. However, this does not apply for e.g. functional brain measurements, where increased neuronal activation results in localized perfusion changes. When using the modified Lambert-Beer law, the estimated absorption change is then highly dependent on the position of light sources and detectors with respect to the activation. Probing only a part of the activation volume with light leads to an underestimation of the magnitude of the absorption change. Furthermore, the DPF values could not be determined for the in-vivo measurements because of local light attenuation by hair. By using literature values for the DPF one may introduce an additional source of errors. Hence, the accuracy of the methods cannot be determined in-vivo since the real values are not known. This poses a problem when more sophisticated anatomical models and inversion algorithm are used: the optical properties of the different tissue structures in the human head are not
2.4 Conclusion

By modifying the ISS Oxiplex®, several improvements were achieved:

- The quadrupled number of measurement paths provides the possibility to achieve spatial resolution, which was not possible with the commercial instrument. This allows the experimenter to record functional activation and to reposition the optical sensor if the activation is slightly out of focus.

- In addition, the Imager16 covers a larger surface and brain area, which makes the placement over the cortical area of interest easier.

- Due to the dip-switch on the back of the instrument, that allows to switch between the commercial and the newly implemented mode, the old instrument configuration is maintained but the range of applications of the instrument enhanced.

The localization of an absorbing object in the horizontal plane using DOI works well for the Imager16, although the shape of the object is distorted due to the sensor geometry. The reconstructed amplitude of absorption changes was found to be highly dependent on the position of the absorbing volume in respect to source and detector positions and the depth of the volume. This behavior - the spatial non-uniformity of the light probing the tissue - is caused by the limited number of sources and detectors.

The modified Lambert-Beer law has proven to be the most reliable method to distinguish between superficial and deep changes, for both phantom and in-vivo measurements. Yet, absolute quantification of concentration changes cannot be achieved.

---

### Table 2.6 – Summary of results when discriminating superficial from deep changes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Phantom measurement</th>
<th>In-vivo measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod. Lambert-Beer approach</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Slope comparison method</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Depth reconstructions using DOI</td>
<td>NO</td>
<td>YES, but difficult to interpret</td>
</tr>
</tbody>
</table>

YES indicates that this method is suitable to distinguish superficial from deep changes and NO not. YES, but stands for results where the discrimination was possible, but difficult to interpret.

measurable in-vivo and postmortem evaluation may be erroneous. However, as the results show, the modified Lambert-Beer law seems still the most reliable method for distinguishing between superficial and deep changes in phantom and in-vivo measurements. For that reason the modified Lambert-Beer law was applied in the UMTS exposure study (section 4.3). The so-called path analysis in the UMTS paper corresponds to the analysis presented for the modified Lambert-Beer law, where $\Delta [O_2Hb]$ and $\Delta [HHb]$ were calculated for each source-detector distance (Eq. 2.3.3) and plotted as shown in Fig. 2.26, 2.25.

---

### 2.4 Conclusion

The localization of an absorbing object in the horizontal plane using DOI works well for the Imager16, although the shape of the object is distorted due to the sensor geometry. The reconstructed amplitude of absorption changes was found to be highly dependent on the position of the absorbing volume in respect to source and detector positions and the depth of the volume. This behavior - the spatial non-uniformity of the light probing the tissue - is caused by the limited number of sources and detectors.

The modified Lambert-Beer law has proven to be the most reliable method to distinguish between superficial and deep changes, for both phantom and in-vivo measurements. Yet, absolute quantification of concentration changes cannot be achieved.
The achieved depth resolution is quite limited and lower than anticipated in the beginning of the project. The Imager4MRT was developed and is applicable for combined NIRI and MRI measurements and might be used in future applications to improve depth resolution.
Motor cortex activation

Figure 2.29 – DOI reconstruction at different depths (z = -0.5, -0.75, -1.0 and -1.5 cm) for the motor cortex activation. On the left side the reconstructed changes in [HHb] are shown and on the right side the reconstructed changes in [O_2Hb]. The black ellipses represent the position of the light sources and the black rectangle the position of the detectors. From top to bottom, the depth z increases.
Figure 2.30 – DOI reconstruction at different depths (z = -0.5, -0.75, -1.0 and -1.5 cm) for the skin heating measurement. On the left side the reconstructed changes in [HHb] are shown and on the right side the reconstructed changes in [O_2Hb]. The black ellipses represent the position of the light sources and the black rectangle the position of the detectors. From top to bottom, the depth z increases.
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Abstract

In this paper we describe the modification and assessment of a standard multi-distance FD-NIRS instrument to perform multi-frequency FD-NIRS measurements. The first aim of these modifications was to develop an instrument that enables measurement of small volumes of tissue, such as the cervix, which is too small to be measured using a multi-distance approach. The second aim was to enhance the spectral resolution to be able to determine the absolute concentrations of $O_2$Hb, HHb, tHb, water and lipids. The third aim was to determine the accuracy and error of measurement of this novel instrument in both in-vitro and in-vivo environments. The modifications include two frequency synthesizers with variable, freely adjustable frequency, broadband high-frequency amplifiers, the development of a novel APD detector and demodulation circuit, additional laser diodes with additional wavelengths and a respective graphic user interface to analyze the measurements. To test the instrument and algorithm, phantoms with optical properties similar to those of biological tissue were measured and analyzed. The results show that the $\mu_a$ can be determined with an error of $< 10\%$. The error of the scattering coefficient was smaller than 31\%. Since the accuracy of the chromophore concentrations depends on the $\mu_a$ and not on the $\mu_s'$, the $< 10\%$ error is the clinically relevant parameter. In addition, the new APD had similar accuracy as the standard PMTs. To determine the accuracy of chromophore concentrations measurements we employed liquid Intralipid® phantoms that contained 99% water, 1% lipid, and an increasing concentration of hemoglobin in steps of 0.010 mM. Water concentration was measured with an accuracy of 6.5% and hemoglobin concentration with an error of 0.0024 mM independent of the concentration. The measured lipid concentration was negative, which shows that the current set-up is not suitable for measuring lipids. Measurements on the forearm confirmed reasonable values for water and hemoglobin concentrations, but again not for lipids. As an example of a future application, chromophore concentrations in the cervix were measured and comparable values to the forearm were found. In conclusion the modified instrument enables measurement of water concentration in addition to $O_2$Hb and HHb concentrations with a single source-detector distance in small tissue samples. Future work will focus on resolving the lipid component.

Introduction

Biological tissue exhibits relatively low absorption in the near-infrared range, 650 to 1000 nm, and light in this wavelength range penetrates tissue relatively deeply. NIRS has been successfully applied in medicine for a variety of non-invasive diagnostic purposes, e.g. to quantitatively investigate the oxygenation, blood flow, volume or function of tissues such as the breast, muscle or brain (Wolf et al. 2008, Leff et al. 2008, Ward et al. 2006, Wolf et al. 2007). Various techniques have been developed for this purpose. CW spectroscopy employs light sources with constant intensity to determine changes in attenuation. However, this enables only measurement of changes in chromophore concentrations and not absolute values. To determine absolute values the absorption ($\mu_a$ in 1/cm) and reduced scattering ($\mu_s'$ in 1/cm) coefficients of tissue must be quantified. Chromophore concentrations can then be calculated from $\mu_a$ values. Measurement of $\mu_a$ values is achieved either by TD spectroscopy, which records the dispersion of extremely short pulses of
light by tissue, or by FD spectroscopy, which assesses the phase shift ($\Theta$) and amplitude ($A$) of intensity modulated light. Here, we focus on FD spectroscopy. There are two basic frequency-domain modes, the multi-distance mode, which measures $\Theta$ and $A$ at several different source-detector distances, but at a single modulation frequency, and the multi-frequency mode, which measures $\Theta$ and $A$ at a single source-detector distance, but at several different modulation frequencies (Fantini, Franceschini and Gratton 1994). The multi-distance method has a higher signal to noise ratio, but assumes a relatively large volume of homogeneous tissue of $\approx 250$ ml. For many clinical applications this assumption is fulfilled. However, other clinical situations necessitate small volume measurements. To increase the scope of clinical applications and the potential of NIRS it is then desirable to enable measurements on smaller tissue volumes. The multi-frequency method is ideally suited for smaller volumes of tissue, in the range of $\approx 30$ ml. This extends the range of clinical applications to smaller organs or tissues such as the cervix. While multi-distance instruments are commercially available (Fantini, Franceschini and Gratton 1994, ISS Inc. n.d.), multi-frequency instruments are not yet available on the market.

Therefore the aims of this work were to

- transform a commercial ISS Inc. (Champaign, Illinois, USA) FD multi-distance instrument to a multi-frequency mode instrument, which enables measurements on small tissues at a single source-detector distance,
- to enhance the spectral resolution to enable quantitative detection of $O_2$Hb, HHb and tHb, as well as water and lipid concentrations
- and finally to test the accuracy and error of measurements, thus characterizing the properties of the novel instrument in vitro and in vivo.

**Instrumentation**

The commercially available ISS Imagent® multi-distance instrument that was transformed originally featured four PMT as detectors and 32 laser diodes as light sources, 16 at 690 nm and 16 at 830 nm. The emitted light intensity is modulated at 110 MHz (ISS Inc. n.d.). The light sources are time multiplexed, i.e. only one light source is on at a time. The light is coupled to fibers (400 $\mu$m diameter) that guide light to the tissue. After penetrating the tissue the light is received and guided back to the instrument by another fiber (3 mm diameter), where it is detected by a PMT modulated at 110'005 kHz. The demodulated signal at 5 kHz is amplified and digitized in a computer (Datel PCI-416-M2 PCI ADC board). The computer also generates the timing signals (PCI-CTR05 PCI board). A software computes $\Theta$ and $A$ by FFT and calculates the $\mu_a$ and $\mu'_a$ and absolute concentrations of $O_2$Hb, HHb and tHb and the regional tissue oxygen saturation StO$_2$. The sensor implements a multi-distance geometry, i.e. usually $\Theta$ and $A$ are measured at four different distances, ranging from 1.5 to 5 cm. In theory, it is assumed that the tissue below the sensor is homogeneous (Fantini, Franceschini and Gratton 1994). Thus, this technique has been successfully applied in many types of tissue with a volume larger than 250 ml. It would, however, be advantageous to extend the range of applications to small volumes of tissue such as the cervix. Additionally, the commercial instrument’s detectors
are insensitive to wavelengths above 880 nm and thus chromophores such as water and lipids, whose absorption peaks are above 900 nm, cannot be detected.

**Modified ISS Inc. multi-frequency FD instrument**

To extend the range of NIRS to smaller tissue volumes and to enable measurement of water and lipids, a commercially available Imagent® has been modified in collaboration with ISS Inc.

To enable the multi-frequency mode, the two original synthesizers with fixed frequencies were replaced by two frequency generators (PTS 500), whose frequency can be freely adjusted from 50 to 500 MHz. A new broad band amplifier delivers the modulation frequency to the laser diodes and detectors. The Boxy® (ISS Inc, Champaign, Illinois, USA) software that controls the instrument was modified to control the two frequency generators. Compared to network analyzers (Pham, Coquoz, Fishkin, Anderson and Tromberg 2000) our set-up decreases the sample time from ≥60 – 10 s and enables continuous measurements at a time resolution better suited for physiological measurements.

To be able to also measure water and lipid, the instrument was modified to measure at more, and also at higher, wavelengths. This required modifications of both the light sources and detectors. In the multi-frequency mode, only one laser diode is needed per wavelength. Thus, one laser board was equipped with 8 different laser diodes at the following wavelengths (in brackets the chromophore/s for which the respective wavelength is relevant): 690 nm (HHb), 692 nm (HHb), 764 nm (HHb), 831 nm (O₂Hb), 872 nm (O₂Hb), 888 nm (O₂Hb, lipid), 914 nm (lipid, water) and 980 nm (water).

The standard PMT detectors (R926, Hamamatsu Photonics, Japan) of the ISS Inc. instrument have several disadvantages. They are relatively expensive, fragile (an excess of light may destroy the PMT, a situation that can easily occur in a clinical environment), and need a high supply voltage of 1 kV. Their spectral sensitivity decreases rapidly at 800 nm which makes it impossible to detect water and lipid spectra above 880 nm. In addition the frequency response of the PMT decreases above 400 MHz. However, they have a high internal gain and a large detection area. For our low-level light application, we have chosen an APD as light detector, because it offers a broader spectral range including the wavelengths required for water and lipid detection. The APD also has a higher sensitivity, improved quantum efficiency compared to the PMT detector, and a higher signal to noise ratio than a PIN photodiode. To implement the APD two circuit boards were designed and produced, one to generate the high voltage for the APD and the APD demodulation board with the APD itself and all the filters.

The reverse bias voltage of the APD is delivered by the TR-0.2P high-voltage power supply (Matsusada). It has an output voltage of 0 to 200 V and temperature compensation. The voltage is controlled by a potentiometer.

The intensity of the laser diodes can be modulated from 50 to 500 MHz. The APD detector is modulated at a frequency that is always 5 kHz above the laser diodes. Thus, at the detector the frequency is mixed down to 5 kHz. This is achieved by heterodyne modulation of the reverse voltage of the APD. It consists of high-voltage and high-frequency elements. These are connected by inserting a capacitor as a DC-blocker on the high-
Figure 3.1 – APD demodulation board; high voltage and high frequency parts of APD, lowpass and transimpedance amplifier.

frequency element and inductivity as a high frequency-blocker on the high-voltage side on the APD demodulation board (Fig. 3.1).

For instance, when the incident light is modulated with 50 MHz and the APD with 50 MHz + 5 kHz, then the resulting signal contains the Θ and A information in a 5 kHz wave. The higher frequencies are suppressed by a lowpass filter (Yokoyama et al. 1995), which is attached to the anode of the APD. It is followed by a transimpedance amplifier to convert the current into a voltage. A feedback capacitance over the operational amplifier is applied in order to avoid oscillations of the system. The 5 kHz signal is connected to an active bandpass filter, which is implemented as a two-pole (4th order) multi-feedback filter (Lancaster 1996). It works with only one operational amplifier to serve the intended purpose. The source impedance must be low with respect to the input resistance, with the transimpedance amplifier as the source. This implementation only allows a Q value of 2 to 5 and the amplification is $-2Q^2$. To ensure the stability of the system, the amplification of the operational amplifier should be at least $20Q^2$ at the resonance frequency. An amplifier is connected to the output of the bandpass filter to enable reasonable values for the analog-digital converter board of the computer. The Θ and A are calculated digitally by fast Fourier Transform (FFT).

The modified instrument is shown in Fig. 3.2.

Theory

In the following we describe how the concentration of O₂Hb, HHb, water and lipid can be calculated from the Θ and A. The underlying theory of multi-frequency FD spectroscopy
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Figure 3.2 – Left side: ISS Imagent® and right side: optical cervix sensor.

has been described in detail elsewhere (Arridge 1999). Briefly, the propagation of light through a highly scattering medium \((\mu_a << \mu_s')\) is described by the diffusion approximation to the Boltzmann transportation equation. The diffusion equation describes the propagation of a photon density wave,

\[
-D(r)\nabla^2 \Phi(r,t) + \mu_a \Phi(r,t) + \frac{1}{c} \frac{\partial \Phi(r,t)}{\partial t} = q_0(r,t)
\]  

(3.1)

With \(r\) the source-detector distance, \(t\) the time, \(q_0\) a modulated point source, \(D\) the diffusion coefficient, and \(\Phi(r,t)\) the space- and time-dependent photon density. The light velocity in the medium can be calculated using \(c = (3 \cdot 10^8 \text{ m/s})/n\), where \(n\) is the refractive index for the medium.

The diffusion equation can be solved by assuming a semi-infinite medium, which approximately corresponds to the case in many clinical applications. The partial-current-extrapolated-boundary unification is an accurate representation of the boundary condition; for details about the theory and application see (Haskell et al. 1994).

The two measurable quantities of a photon density wave, the phase lag \(\Theta_{\text{lag}}^{m}\) and the amplitude \(A_{\text{att}}^{m}\), can be theoretically simulated: For a given \(\mu_a, \mu_s'\) and modulation frequency \(\omega\) of the point source, the solution to the diffusion equation can be solved and the theoretical phase lag \(\Phi_{\text{lag}}^{h}(\omega, \mu_a, \mu_s')\) and amplitude attenuation \(A_{\text{att}}^{h}(\omega, \mu_a, \mu_s')\) calculated (Haskell et al. 1994).

Calibration and curve fitting

Since the various instrument factors such as source power, detector gain, losses due to the source and detector fiber are unknown and cannot be eliminated, the instrument needs
to be calibrated. This calibration is done by measuring the phase lag $\Theta_m^{\text{lag}}$ and amplitude $A_m^{\text{att}}$ over all employed modulation frequencies on a phantom with known optical properties similar to tissue. A comparison between the obtained values with the theoretical phase lag $\Phi_{\text{th}}^{\text{lag}}(\omega, \mu_a, \mu'_s)$ and amplitude attenuation $A_{\text{th}}^{\text{att}}(\omega, \mu_a, \mu'_s)$ leads to the modulation-frequency-dependent correction factor $A_{\text{att}}^c$ and term $\Theta_{\text{lag}}^c$:

$$A_{\text{att}}^c(\omega) = \frac{A_m^{\text{phantom}}(\omega)}{A_{\text{th}}^{\text{phantom}}(\omega)}, \quad \Theta_{\text{lag}}^c(\omega) = \Theta_m^{\text{phantom}}(\omega) - \Theta_{\text{th}}^{\text{phantom}}(\omega). \quad (3.2)$$

This correction factor and term are then applied to biological tissue measurements to eliminate the unknown instrumental factors,

$$A_{\text{att}}^{mc}(\omega) = \frac{A_m^{\text{att}}(\omega)}{A_{\text{att}}^{\text{mc}}(\omega)}, \quad \Theta_{\text{lag}}^{mc}(\omega) = \Theta_m^{\text{lag}}(\omega) - \Theta_{\text{lag}}^{\text{mc}}(\omega). \quad (3.3)$$

$A_{\text{att}}^{mc}$ and $\Theta_{\text{lag}}^{mc}$ are the calibrated measurement values of the tissue under investigation at a specific modulation frequency. A recursive fitting procedure is used to determine the $\mu_a, \text{tissue}$ and $\mu'_s, \text{tissue}$ for which the corresponding $A_{\text{th}}^{\text{att}}$ and $\Theta_{\text{th}}^{\text{lag}}$ show the best agreement to the calibrated measurement values $A_{\text{att}}^{mc}$ and $\Theta_{\text{lag}}^{mc}$. More explicitly, a least square Gaussian-Newton algorithm with varying $\mu_a, \text{fit}$ and $\mu'_s, \text{fit}$ is applied to minimize the following expression over all modulation frequencies $\omega_n$:

$$\left\{ \sum_n [(A_{\text{att}}^{mc}(\omega_n, \mu_a, \text{fit}, \mu'_s, \text{fit}) - A_{\text{att}}^{\text{fit}}(\omega_n, \mu_a, \text{tissue}, \mu'_s, \text{tissue}))^2 + \ldots \alpha (\Theta_{\text{lag}}^{mc}(\omega_n, \mu_a, \text{fit}, \mu'_s, \text{fit}) - \Theta_{\text{lag}}^{\text{fit}}(\omega_n, \mu_a, \text{tissue}, \mu'_s, \text{tissue}))^2] \right\} \quad (3.4)$$

The factor $\alpha$ adjusts the magnitude of the phase difference to that of the amplitude attenuation, meaning that differences in phase and amplitude have the same impact on the fitting procedure. It is also possible to fit $\Theta_{\text{lag}}$ or $A_{\text{att}}$ by themselves (minimizing the differences for each variable separately), however, fitting both simultaneously increases the robustness of the fit (Pham, Coquoz, Fishkin, Anderson and Tromberg 2000).

**Determining the physiological properties**

Once $\mu_a$ and $\mu'_s$ of the measured tissue have been determined, the physiological concentrations of interest, mainly $O_2$Hb, HHb, water and lipid, can be calculated. For a given wavelength $\lambda$, the relation between $\mu_a$ and the concentration of the mentioned absorbers is,

$$\mu_a^\lambda = \varepsilon_{\text{HHb}}^\lambda \cdot c_{\text{HHb}} + \varepsilon_{O_2\text{Hb}}^\lambda \cdot c_{O_2\text{Hb}} + \varepsilon_{H_2O}^\lambda \cdot c_{H_2O} + \varepsilon_{\text{lipid}}^\lambda \cdot c_{\text{lipid}}, \quad (3.5)$$

where $\varepsilon_x^\lambda$ is the molar extinction coefficient of absorber x at wavelength $\lambda$ and $c_x$ is the concentration of absorber x. Equation 3.5 can also be written in the matrix form,

$$\bar{\mu}_a = \ln(10) \cdot E \cdot \bar{c}, \quad (3.6)$$
where $E$ is the extinction matrix and $c$ the concentration vector (Cerussi et al. 2001),

$$
E = \begin{pmatrix}
\varepsilon_{\lambda_1}^{HHb} & \varepsilon_{\lambda_1}^{O_2Hb} & \varepsilon_{\lambda_1}^{H_2O} & \varepsilon_{\lambda_1}^{lipid} \\
\vdots & \vdots & \vdots & \vdots \\
\varepsilon_{\lambda_n}^{HHb} & \varepsilon_{\lambda_n}^{O_2Hb} & \varepsilon_{\lambda_n}^{H_2O} & \varepsilon_{\lambda_n}^{lipid}
\end{pmatrix},
\vec{c} = \begin{pmatrix}
c_{HHb} \\
c_{O_2Hb} \\
c_{H_2O} \\
c_{lipid}
\end{pmatrix}.
$$

(3.7)

To calculate the concentrations in Eq. 3.6, the equation and hence the extinction matrix have to be inverted. In this case where the system is overdetermined (more wavelengths than absorbers), the Gaussian normal equation, a least-squares procedure minimizing the error, is applied,

$$
\vec{c} = \frac{1}{\ln(10)} (E^T \cdot E)^{-1} E^T \cdot \mu_a.
$$

(3.8)

To calculate chromophore concentrations, the values of the extinction coefficients of hemoglobin and water were taken from the literature (Wray et al. 1988, Matcher et al. 1994, Matcher, Elwell, Cooper, Cope and Delpy 1995, Oregon Medical Laser Center n.d.). For lipid we used the spectra of pork lipid (Oregon Medical Laser Center).

**Graphical user interface**

To analyze the data and calculate the optical properties a graphical user interface was programmed. It enables graphical inspection of the results of the calibration, measurement, and fitted lines. Furthermore, from the raw optical data the optical properties of the sample are calculated for each wavelength and the chromophore concentrations determined. Motion artifacts sometimes occur in clinical situations and may lead to unacceptable data. The graphic user interface enables immediate analysis and detection of such problems. Thus, often it will be possible to carry out another measurement without motion artifacts.

**Measurements**

To test the reproducibility, reliability, and accuracy of the modified instrument and algorithms, several experiments were performed:

- Measurements on silicone phantoms with known optical properties,
- Measurements of an Intralipid® solution with known chromophore concentrations
- In vivo measurement on a male human forearm for a comparison with values from the literature. Additionally, measurements on the human cervix were performed to show the feasibility of the method for small tissue investigations.

For all measurements a single-distance reflection sensor (Fig. 3.2) with a source-detector separation of 1.5 cm was used (mean penetration depth of \(\approx 5\) mm). The following eight laser diodes of the instrument were used: 980, 914, 888, 872, 805, 764, 692, and 690 nm. The measurements were recorded with modulation frequencies ranging from 130 to 490 MHz in 10 MHz steps. The modulation frequency range for the analysis of all measurements was constrained to 130 – 400 MHz due to resonance effects below 130
MHz, significantly increasing noise for modulation frequencies above 400 MHz and to optimize the signal to noise ratio.

Silicone phantom measurements

An array of four silicone phantoms with known optical coefficients (Tab. 3.1) specified by the manufacturer ISS Inc. was selected to test the instrumental accuracy of the modified instrument. For comparison, the experiments were once performed with the APD and once with the PMT.

Each phantom was measured three times in an alternating order. First, the measurements were recorded by the PMT, then by the APD. For the analysis, a phantom (i.e., calibration phantom) was used to calibrate for the instrumental factors while optical properties of another phantom (i.e., measurement phantom) were measured. As the respective calibration phantom we chose the one with the \( \mu_a \) closest to the one of the measurement phantom. The analysis was performed for each combination of a specific calibration-measurement phantom pair. For instance, for phantom 1 as measurement phantom and phantom 4 as calibration phantom, each measurement of phantom 1 was calibrated with each measurement of the calibration phantom 4. For three measurements on each phantom this yields nine combinations, i.e., nine estimates of \( \mu_a \) and \( \mu'_s \) for the measurement phantom 1. \( \mu_a \) and \( \mu'_s \) were averaged for each wavelength and the error 100 \( \cdot \) \frac{\text{measured value} - \text{actual value}}{\text{actual value}} \) and standard deviation (SD) of \( \mu_a \) and \( \mu'_s \) calculated.

Since the spectral range of the PMT is limited to 880 nm, the error for the wavelengths of 888, 914, and 980 nm were higher than 100% and increasing with the wavelength. For the other wavelengths, the error for \( \mu_a \) was constant and < 10%. The APD showed no wavelength-dependent change in the accuracy of the measured optical properties, i.e., the error was very similar for all wavelengths for \( \mu_a \) and \( \mu'_s \). For \( \mu_a \) the error was smaller than 10% for all wavelengths. Since the errors were very similar across wavelengths, in Tab. 3.1 the errors for \( \mu_a \) and \( \mu'_s \) were averaged across all wavelengths for the APD and across all wavelengths smaller than 880 nm for the PMT.

Tab. 3.1 shows that the error increases with the difference in the absorption between calibration and measurement phantom. For example the largest error was found for measurement phantom 3 and calibration phantom 1 with the largest \( \Delta \mu_a = 0.021 \text{ cm}^{-1} \). The same is true for the \( \mu'_s \): the errors for \( \mu'_s \) increase with the size of the \( \Delta \mu'_s \) between calibration and measurement phantom (e.g. for phantom 1 versus phantom 4 \( \Delta \mu'_s = 6 \text{ cm}^{-1} \) and for phantom 2 versus phantom 4 \( \Delta \mu'_s = 0.1 \text{ cm}^{-1} \)). Since the accuracy of the chromophore concentrations depends on the \( \mu_a \) and not on the \( \mu'_s \), the error in \( \mu_a < 10\% \) is the clinically relevant parameter.

This has implications for measurements on tissue. It is advisable to use a calibration phantom with similar optical properties as the tissue under investigation. The observed effect may be due to some instrumental nonlinearities which lead to calibration errors that depend on the difference between calibration and measurement phantoms.

Summarizing the results, for all wavelengths the APD provides approximately the same accuracy as the PMT. However, the APD enables detection of wavelengths above 880 nm, which includes absorption peaks of lipids and water. The small SD of the error demonstrates that the reproducibility of the measurements is high, demonstrating proper
The main purpose of the measurements in an Intralipid® phantom was to test whether chromophore concentrations can be determined accurately. Thus, not only the instrumental accuracy but also the algorithms used to calculate optical properties and chromophore concentrations were tested. The Intralipid® phantom is a liquid emulsion, which has similar $\mu_a$ and $\mu'_s$ to human tissue, and the concentrations of water, lipids, and tHb are known.

The APD detector, the same frequency range, and wavelengths were used as described above. Again, the calibration was performed with two silicone phantoms from ISS Inc. (phantom 1 and 2 in Tab. 3.1). The Intralipid® phantom consisted of 99% water with 1% Intralipid® and an increasing amount of hemoglobin. Intralipid® without hemoglobin at this dilution is an emulsion of lipids, which has similar $\mu'_s$ as tissue, i.e., $\mu'_s = 9.71 \text{ cm}^{-1}$ at 633 nm (van Staveren et al. 1991). We added constant amounts of red cell concentrate [the hemoglobin content was determined beforehand by blood gas analysis (ABL 835, Radiometer Copenhagen)] in ten steps, increasing the tHb concentration by 0.010 mM with each step. This tHb is used as the reference value and is called the "actual concentration of tHb". The Intralipid® solution was maintained at a constant temperature of 37°C using a temperature controlled bath mixed with a magnetic mixer to ensure homogeneity of the solution and avoid sedation.

In total nine calibrations per silicone phantom were recorded: three before, three between, and three after the Intralipid® phantom measurements. Each specific tHb concentration in the Intralipid® phantom was also measured three times and for the analysis every single measurement was calibrated with two (both phantoms) times nine calibration measurements. The resulting 54 optical coefficients for each tHb concentration of the Intralipid®
phantom were then averaged to obtain mean and SD, which are displayed in Fig. 3.3. With our instrument we determined the optical coefficients of $\mu_a = 0.161 \text{ cm}^{-1}$ and $\mu'_s = 11.56 \text{ cm}^{-1}$ at 690 nm. These coefficients were measured with 0.010 mM of tHb. Since no data were recorded without hemoglobin in the Intralipid® phantom, we subtracted the absorption of the tHb and received $\mu_a = 0.049 \text{ cm}^{-1}$ for the pure Intralipid® phantom. Compared to the published optical coefficients (van Staveren et al. 1991) of $\mu_a = 0.0169 \text{ cm}^{-1}$ and $\mu'_s = 9.71 \text{ cm}^{-1}$ at 633 nm the measured ones show good agreement, taking into account that the optical coefficients vary from batch to batch. The measured tHb correlated well with the actual values (Fig. 3.3), except for the 0.050 and 0.100 mM actual tHb. The reason for this error at 0.050 and 0.100 mM tHb is that the measured $\mu'_s$ for the 980 nm wavelength were overestimated by a factor 3 – 4. This led to large errors in the water concentration but has also affected the tHb. Since our instrument is designed for tissue, which has a lower concentration of water than the Intralipid® phantom with 99% water concentration, the signal at the 980 nm wavelength was relatively small because the absorption peak of water is at this wavelength. Therefore the signal to noise ratio at 980 nm was comparably low, which leads to high sensitivity to motion artifacts and probably led to the large $\mu'_s$ values. In a real measurement in tissue, an error of this size would lead to the elimination and repetition of the measurement.

Figure 3.3 – Correlation of the actual tHb (dotted line) and the one measured by the modified NIRS instrument (solid line).

To analyze the agreement between the actual and measured tHb concentrations, we calculated the mean difference ± standard deviation between the two concentrations (measured - actual) according to the literature (Bland and Altman 1986): $\Delta[tHb] = 0.0088 \pm 0.02 \text{ mM}$ for all measurements (Fig. 3.4). These values are strongly affected by the two outliers 0.050 and 0.100 mM. When these were removed, a mean of the differences of $-0.0012 \pm 0.0024 \text{ mM}$ was obtained, which was 5 – 10 times smaller than the lowest measured concentration. This indicates a high degree of accuracy of the measured concentrations, provided outliers are detected by their erroneous $\mu'_s$ and removed.
The concentration of water and lipid in the Intralipid® emulsion was nearly constant throughout the experimental series because the total volume of the solution was 400 ml and the addition of 0.010 mM of hemoglobin corresponded to an addition of only 1.6 ml of red cell concentrate. Therefore, for water as well as lipid all measurements were averaged, resulting in a water concentration of 58.6 ± 8.3 M. Since the Intralipid® phantom consisted of 99% water, a concentration of 55 M was expected. Thus, the water concentration was determined with a mean error of 6.5%.

The lipid concentration of -408 ± 139 mM was negative instead of close to 0 mM, which is erroneous. Thus, this experiment revealed that the lipid cannot be accurately measured with the current setup. There are two possible reasons for these erroneous results: (1) the implemented spectrum of porcine lipid may not match the actual spectrum of Intralipid® and (2) the silicone of the phantom has an absorption peak at 910 nm close to the wavelength of 914 nm. Although we have tried to correct for this absorption peak, the interpolation may not match the actual spectrum and we did not have the means to measure the actual spectrum of the calibration phantoms. We simulated small variations in the calibration of this peak and they considerably affected the measured lipid concentrations. Therefore we will measure the spectrum of the calibration phantom in the future in an attempt to overcome this problem. Once the spectra are obtained, the measured data can still be reanalyzed, but for the moment we conclude that the measurement of the lipid concentration is inaccurate.

In summary, the experiment demonstrates the importance of testing the accuracy of the instrument and algorithm. It also shows the feasibility of reliably and accurately measuring the tHb and water concentration but not lipid concentration by our instrument.
Table 3.2 – Measured optical coefficients and chromophore concentrations for the forearm of a male subject.

<table>
<thead>
<tr>
<th>λ [nm]</th>
<th>$\mu_a$ [cm$^{-1}$]</th>
<th>$\mu'_s$ [cm$^{-1}$]</th>
<th>Optical Properties</th>
<th>Chromophore concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>690</td>
<td>0.129 ± 0.003</td>
<td>8.10 ± 0.91</td>
<td>[HHb]</td>
<td>0.0173 ± 0.0006 mM</td>
</tr>
<tr>
<td>692</td>
<td>0.124 ± 0.007</td>
<td>7.49 ± 0.75</td>
<td>[O$_2$Hb]</td>
<td>0.0421 ± 0.005 mM</td>
</tr>
<tr>
<td>764</td>
<td>0.141 ± 0.006</td>
<td>7.03 ± 0.77</td>
<td>[tHb]</td>
<td>0.0594 ± 0.005 mM</td>
</tr>
<tr>
<td>831</td>
<td>0.130 ± 0.0007</td>
<td>6.88 ± 0.74</td>
<td>StO$_2$</td>
<td>70.7 ± 2.7%</td>
</tr>
<tr>
<td>872</td>
<td>0.164 ± 0.014</td>
<td>6.58 ± 0.78</td>
<td>H$_2$O</td>
<td>22.98 ± 1.34 M</td>
</tr>
<tr>
<td>888</td>
<td>0.192 ± 0.017</td>
<td>6.46 ± 0.71</td>
<td>lipid</td>
<td>-116.6 ± 137.3 mM</td>
</tr>
<tr>
<td>914</td>
<td>0.172 ± 0.018</td>
<td>5.9 ± 0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>980</td>
<td>0.330 ± 0.007</td>
<td>5.87 ± 0.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**In vivo measurements**

To test the modified instrument and analysis with an in vivo application, measurements on a male human forearm were performed and the results were compared to values previously presented in the literature. The APD detector, the same frequency range, and wavelengths were used as described above. For the calibration, two silicone phantoms from ISS Inc. (phantoms 1 and 2 of Tab. 3.1) were used. The measurements were performed in the following order: forearm, phantom 1, and phantom 2. The procedure was repeated three times. Each forearm measurement was calibrated with each phantom measurement and the mean and SD for each wavelength and chromophore concentration were calculated (Tab. 3.2). The measured concentrations of HHb, O$_2$Hb, tHb, and StO$_2$ values values are similar to published data (Casavola et al. 2000). Also the SDs of the hemoglobin and water concentrations are small, corresponding to an error of measurement of 3.5% for HHb, 11.9% for O$_2$Hb, 8.4% for tHb, and 3.8% for StO$_2$. Since it is expected that the concentration of the chromophores is not completely stable in living tissue, the true error may even be smaller. A water concentration of 23.0 ± 1.3 M was obtained, which corresponds to a tissue water content of 41.37 ± 2.41%. From the literature, water concentration of 78 ± 4% in the male human forearm muscle and 20 ± 9% in the adipose tissue have been published (Matcher et al. 1994). Since adipose tissue is present between muscle and the skin and due to the small mean penetration depth (0.5 cm) of the sensor, it is likely that mixture of muscle and adipose tissue was measured. A tissue water content of 41.37%, i.e., a value between adipose tissue and muscle, seems reasonable. It is quite clear, however, that this is only a relatively imprecise estimate. The SD of repeated measurements and thus the error of measurement at 5.8% were small for water.

As in the Intralipid® experiment, the estimation of the actual lipid concentration yielded a negative value and thus was inaccurate. Possible reasons have been discussed above. Thus, we conclude that for the HHb, O$_2$Hb, tHb, StO$_2$, and water, the in vivo measurement...
yields reasonable values and an acceptable error of measurement for clinical research applications.
To show that the method is suitable for investigations of small tissue volumes, the same setup was used to perform measurements of the cervix on two test subjects. The results are shown in Tab. 3.3. Since no other data on cervix chromophore concentrations have previously been published, we can only demonstrate the feasibility but not the accuracy of the method.
The measured HHb, O$_2$Hb, and tHb are higher than the values on the male human forearm but still within a reasonable range. Water concentrations also compare favorably to those measured in the male human forearm. As before, estimation of the measured lipid concentration yielded a negative value and thus was inaccurate. Possible reasons for this have been discussed above.
In conclusion, in the cervix reasonable values for O$_2$Hb, HHb, and water were obtained.

### Conclusions
In this work we present the modification and assessment of a commercially available FD NIRS instrument adapted from a multi-distance instrument to a multi-frequency FD NIRS instrument to enable measurements in small volume of tissue. The algorithms used to determine optical coefficients and concentrations of HHb, O$_2$Hb, tHb, lipid, and water were implemented in a graphical user interface. The instrument was tested in solid and liquid phantoms as well as in in vivo settings. The results show that thorough testing in vitro and in vivo is essential to assess the strengths and weaknesses of an instrument and they demonstrate the capability of the modified instrument to accurately quantify both $\mu_a$ and $\mu'_s$ and all chromophore concentrations (except for lipids) in highly scattering media, thus providing the necessary background information for further clinical investigations. There are numerous clinical applications for this noninvasive method, which include, but are not limited to, organs with small volumes such as the hand, foot, tongue, and cervix, the latter to monitor cervical ripening during pregnancy (Baños et al. 2007).
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4.1 Movement artifact reduction
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Abstract

NIRI is a neuroimaging technique which enables to non-invasively measure hemodynamic changes in the human brain. Since the technique is very sensitive, the movement of a subject can cause movement artifacts (MAs), which affect the signal quality and results to a high degree. No general method is yet available to reduce these MAs effectively. The aim was to develop a new MA reduction method. A method based on moving standard deviation and spline interpolation was developed. It enables the semi-automatic detection and reduction of MAs in the data. It was validated using simulated and real NIRI signals. The results show that a significant reduction of MAs and an increase in signal quality is achieved. The effectiveness and usability of the method is demonstrated by the improved detection of evoked hemodynamic responses. The presented method cannot only be used in the postprocessing of NIRI signals but also for other kinds of data containing artifacts, for example electrocardiography (ECG) or EEG signals.

Introduction

Since Jöbsis (1977) first demonstrated the possibility of non-invasively measuring changes in concentrations of oxyhemoglobin ($\Delta[O_2Hb]$), deoxyhemoglobin ($\Delta[HHb]$) and total hemoglobin ($\Delta[tHb] = \Delta[HHb] + \Delta[O_2Hb]$) in the human brain using NIRS, this technique has been continuously developed and the scope of applications in medicine and neuroscience expanded (Boushel et al. 2001, Ferrari et al. 2004, Wolf et al. 2007, Hoshi 2007, Hamaoka et al. 2007, Muehlemann et al. 2008, Gibson and Dehghani 2009).

Since NIRI is a very sensitive method, head and body movements lead to changes in light coupling to the head and therefore to movement artifacts (MAs) in the signals. This is well known and can lead to the exclusion of whole data sets from a clinical study. This is a problem especially if the subject is unable to avoid movements deliberately, which is the case for neonates or animals.

To solve this problem, simple linear filtering techniques are not effective because $\Delta[O_2Hb]$, $\Delta[HHb]$ and $\Delta[tHb]$ (in the following summarized as “NIRI signals”) as well as MAs are highly non-stationary multicomponent signals.

Up to now, different methods where suggested to overcome this problem. According to Cui, Bray and Reiss (2010), these methods can be categorized as: (i) methods based on the temporal characteristics of the signal, (ii) methods based on the spatial characteristics of the signal, and (iii) methods that use external signals for MA removal by adaptive filtering.

Generally three methods have been published in relation to the first category: Wiener filtering (Izzetoglu et al. 2005), wavelet minimum description length (Wavelet-MDL) detrending (Jang et al. 2009) and a correlation-based signal improvement (CBSI) method (Cui et al. 2010). A Wiener filter does not need an external input signal because the filter coefficients are only estimated based on the statistics of the measured signal. This requires two calibration measurements before the actual measurement: one measurement without MAs, and one with MAs. The disadvantage is that the only types of MAs eliminated are those present in the calibration measurement. Additionally, in animals or neonates, it is difficult to avoid MAs during the calibration measurement. Wavelet-MDL detrending outperforms the conventional detrending approaches. The disadvantage is that the fine
structure of the signal is lost due to detrending and it has yet to be investigated whether strong and short MAs can be removed effectively. The CBSI method proposed by Cui et al. (2010) is based on the assumption that the time courses of the true $\Delta[O_2Hb](t)$ and $\Delta[Hb](t)$ time series should be maximally negatively correlated. It improves signals with large amounts of noise in particular.

The second category comprises methods based on eigenvalue decomposition (Zhang et al. 2005, Wilcox et al. 2005, Nozawa and Kondo 2009). These methods need a set of signals from the same measurement in order to calculate the spatial covariance of the signals to design spatial filters. According to the results presented by Zhang et al. (2005), Wilcox et al. (2005) and Nozawa and Kondo (2009), these methods work quite well. Nevertheless, it is not easy to select components with characteristic features of MAs and the methods are difficult to apply in a real-time signal-processing environment.

Methods of the third category use adaptive filters to subtract the noise and MAs from the signals. Input signals for the adaptive filters can be (i) externally measured body movements (Izzetoglu et al. 2003), or (ii) signals that come from optode channels with a very short emitter-receiver distance (to ensure that the light changes detected are not caused by brain activity because the light cannot pass through the brain at this short distance) (Zhang et al. 2007a, Zhang et al. 2007b, Zhang et al. 2009). One drawback of the methods in this category is that the effectiveness of the adaptive filtering depends strongly on the external input signal. If information (such as time of occurrence and intensity) about the MAs is incomplete, the adaptive filter obviously cannot remove the MAs completely.

In general, all filtering approaches have the disadvantage that the filter needs a specified sample size to estimate the filter coefficients and thus the first samples of the measured time series remain unchanged.

The aim of our work was to develop a new method to reduce MAs in NRI signals, which overcomes the disadvantages of the methods mentioned and extends the range of available methods for MA reduction by introducing a new approach for signals especially heavily affected by MAs.

Materials and methods

A.) Near-infrared imaging

For an NRI measurement a specified number of light-sources and light-detectors are placed on the tissue. Then the light attenuation at multiple wavelengths is measured, enabling the calculation of concentration changes of $O_2Hb$, $Hb$ and $tHb$. The volume and depth of the tissue investigated depends on the wavelength and the distance between source and detector. The concentration changes of $O_2Hb$, $Hb$ and $tHb$ are calculated using (i) the modified Lambert-Beer law (Delpy et al. 1988, Sassaroli and Fantini 2004) or (ii) the diffusion approximation of the Boltzmann transport equation for the semi-infinite boundary condition (Arridge et al. 1992). NRI enables the measurement of evoked hemodynamic responses during stimulation of areas of the brain like the visual cortex (Karen et al. 2008), motor cortex (Haensse et al. 2005), auditory cortex (Zaramella et al. 2001) and olfactory cortex (Fladby et al. 2004). In this context, the terms fNIRS or fNIRI are used. The evoked hemodynamic response is a change in the NRI signals due to an increase in CMRO$_2$, rCBF and rCBV (Wolf et al. 2002).
**B.) The new movement artifact reduction algorithm**

Our movement artifact reduction algorithm (MARA) is implemented in MATLAB™ and based on six data processing steps (see figure 4.1 and 4.2):

1. Calculation of the moving standard deviation (MSD) $s(t)$ of the discrete time series $x(t) = \{x(t_i)\}, \ t_i = i\Delta t, \ i = 1, 2, \ldots, N$, where $\Delta t$ is the sampling period and $N$ the number of sampling points.

2. Detection of the start and endpoints of the MAs. The indices of the corresponding sample points are stored in the vector $\xi(n) = \{\xi(n_i)\}, \ i = 1, 2, \ldots, M$, where $M$ is twice the number of detected MAs.

3. Segmentation of $x(t)$ into parts with MAs ($x_{MA}(t)$) and without MAs ($x_{ok}(t)$), where $x_{MA}(t) = \{x_{MA,j}(t)\}, \ k = 1, 2, \ldots, L$ with $L = M/2$ the total number of segments stored in $x_{MA}(t)$, and $x_{ok}(t) = \{x_{ok,k'}(t)\}, \ k' = 1, 2, \ldots, L'$ with $L'$ the total number of segments stored in $x_{ok}(t)$.

4. Spline interpolation of each $k$-th segment stored in $x_{MA}(t)$.

5. Subtraction of the spline interpolation function $x_{S,k}(t)$ of each $k$-th segment of $x_{MA}(t)$ to get the denoised segment $x_{D,k}(t)$.

6. Reconstruction of the whole time series by reconnecting all segments.

---

**Figure 4.1 – Flow chart of the MARA.** $x(t)$: original signal (containing MAs), $s(t)$: moving standard deviation, $\xi(n)$: indices with the start and endpoints of the MAs, $x_{ok}(t)$: segments of $x(t)$ without MAs, $x_{MA}(t)$: segments of $x(t)$ which contain MAs, $x_{S}(t)$: spline interpolation function of $x_{MA}(t)$, $x_{D}(t) = x_{MA}(t) - x_{S}(t)$, $y(t)$: denoised signal.

---

**B.1.) Calculation of the moving standard deviation**

The two-sided moving standard deviation is given by

$$s(t) = \frac{1}{2k+1} \left[ \sum_{j=-k}^{k} x^2(t+j) - \frac{1}{2k+1} \left( \sum_{j=-k}^{k} x(t+j) \right)^2 \right]^{\frac{1}{2}}$$  \hspace{1cm} (4.1)
4.1 Movement artifact reduction

Figure 4.2 – Illustration of the MA reduction algorithm steps. (a): original signal \( x(t) \) containing a MA; (b): calculated moving standard deviation \( s(t) \) and indicated threshold level \( T \); (c): original signal \( x(t) \) with marked MA; (d): enlarged plot of the segment \( x_{\text{MA}}(t) \) of \( x(t) \) which contains a MA, \( x_S(t) \): spline interpolation function of \( x_{\text{MA}}(t) \); (e) residual signal \( x_D(t) = x_{\text{MA}}(t) - x_S(t) \); (f) original signal \( x(t) \) and denoised signal \( y(t) \) after applying MARA to \( x(t) \).

\[
\text{for } t = k + 1, k + 2, \ldots, N - k \text{ with } N \text{ the length of the time series } x(t) \text{ and } W = 2k + 1 \text{ the sliding window length. } W \text{ has to be an odd value.}
\]

B.2.) Detection of the start and endpoints of the MAs

In the next step, the moving standard deviation time series \( s(t) \) is processed by using a threshold value \( T \), which can be specified by the user. All values of \( s(t) \) smaller than \( T \) are set to zero so that the remaining non-zero values in \( s(t) \) correspond to segments of \( x(t) \) which are part of an MA. The first and last samples of the non-zero values in \( s(t) \) are than extracted. Using the parameters \( T \) and \( W \) the user can adjust the MARA specifically for the MAs occurring in a certain NIRI signal.

B.3.) Segmentation of the time series

Using the start and endpoints of the MAs, the time series \( x(t) \) is segmented. If the first segment contains no MA and the last segment contains one, \( x(t) \) can be expressed as

\[
x(t) = \{ x_{\text{ok},1}(t), x_{\text{MA},1}(t), x_{\text{ok},2}(t), x_{\text{MA},2}(t), \ldots, x_{\text{ok},L'}(t), x_{\text{MA},L}(t) \},
\]

(4.2)

with \( x_{\text{ok},k}(t) \) the \( k \)-th segment of \( x(t) \) which contains no MA, \( x_{\text{MA},k}(t) \) the \( k \)-th segment of \( x(t) \) which contains a MA, and \( L = L' = M/2 \) the half number of all segments.

B.4.) Spline interpolation

In the next step, each segment containing an MA \( x_{\text{MA},k}(t) \) is spline interpolated. The main advantages of this interpolation are that it is efficiently computed and more stable than polynomial interpolation by avoiding the problem of Runge’s phenomenon (Biran and Breiner 1999). The cubic spline interpolation method (csaps) implemented in MATLAB™
is used. The accuracy of the interpolation can be specified by choosing an adequate degree of the spline function by defining the value of the parameter $p$ that is in the range $[0, 1]$. For $p = 1$ a least-squares straight line fit is applied, whereas for $p = 0$ a natural cubic spline interpolation is conducted. The appropriate $p$ value depends on the specific type of MA to be removed from the signal. A $p$ value of 0.01 will give a good result for most MAs. Tests with other interpolation and fitting methods (such as moving average interpolation or Savitzky–Golay smoothing) showed that in principal these methods can be used as alternatives to spline interpolation.

**B.5.) Subtraction of the spline interpolation function**

The spline interpolation function $x_{S,k}(t)$ for each segment $x_{MA,k}(t)$ is subtracted from $x_{MA,k}(t)$. The difference represents the denoised segment and is stored in $x_{D,k}(t)$. Figure 4.2(e) illustrates this step. According to Eq. 4.2 the new signal $x'(t)$ is:

$$x'(t) = \{x_{ok,1}(t), x_{D,1}(t), x_{ok,2}(t), x_{D,2}(t), \ldots, x_{ok,L'}(t), x_{D,L}(t)\}. \quad (4.3)$$

**B.6.) Reconstruction of the whole time series**

Since the spline subtraction leads to different signal levels of $x_{ok,k}(t)$ and $x_{D,k}(t)$, a correction algorithm has been implemented to ensure a continuous signal. In general, each segment $x_{p,m+1}(t)$, $m = 1, 2, \ldots, L + L' - 1$ of $x'(t)$ is parallel-shifted with respect to its mean value and the mean value of the previous segment $x_{p,m}(t)$, considering also the length of both segments to calculate the mean value. Hence, the number of samples used to determine the mean value of a segment depends on the actual segment length. We defined three cases of segment length: the segment has (i) fewer or equal than $\alpha$ samples, (ii) more than $\alpha$ samples but less than $\beta$ samples, and (iii) more or equal than $\beta$ samples. This leads to nine different cases to determine the value by which the segment $x_{p,m+1}(t)$ has to be parallel-shifted (see table 4.1). The parameters $\alpha$ and $\beta$ can be determined using the empirically found equations $\alpha = 3^{-1}Hz^{-1}f_s$ and $\beta = 2 Hz^{-1}f_s$ with $f_s$, the sampling frequency corresponding to the recorded NIRS signal $x(t)$. If the solutions of the equations are not integers, the value is rounded to an integer value. For example, $f_s = 100$ Hz yields the values $\alpha = 33$ and $\beta = 200$.

The resulting time series $y(t) = \{y(t_i)\}$, $i = 1, 2, \ldots, N$ with the total length $N$ is the denoised (MAs reduced) time series $x(t)$, which can be expressed, according to (3), as

$$y(t) = \{x_{ok,1}(t), x_{D,1}(t) + \vartheta_1, x_{ok,2}(t) + \vartheta_2, x_{D,2}(t) + \vartheta_3, \ldots, x_{ok,L'}(t) + \vartheta_{L+L'-2}, x_{D,L}(t) + \vartheta_{L+L'-1}\}, \quad (4.4)$$

with $\vartheta$ the value of the vertical shift. Figure 4.2(f) visualises these steps of the algorithm.
Table 4.1 – Table with the rules to determine the proper magnitude of the shift for each segment \( x_{p,m+1}(t), \) \( m = 1, 2, \ldots, L + L' - 1 \) with respect to the length of the previous segment \( x_{p,m}(t) \). The new segment \( x_{p,m+1}(t) \) is then calculated as \( x_{p,m+1}^{\text{new}}(t) = x_{p,m+1}(t) + \vartheta_m \), with the shift parameter \( \vartheta_m = a - b \). The constants \( \alpha \) and \( \beta \) define the threshold values for the case differentiation, whereas \( \theta_1 \) and \( \theta_2 \) represent the next integer values of the solution of equations \( \theta_1 = \lambda_1/10 \) and \( \theta_2 = \lambda_2/10 \).

C.) Validation of the MARA with simulated NIRI signals

An NIRI signal containing typical oscillations of systemic hemodynamic changes was simulated. This signal was composed of four sine waves and additional white Gaussian noise \( \sigma(t) \):

\[
x_{\text{NIRI}}(t) = \sum_{i=1}^{n} \left( \mu_i \sin(\omega_i t) + \gamma_i \sigma(t) \right),
\]

with \( n = 4 \), \( \omega = 2\pi f \), \( \mu \): amplitude of the sine wave oscillation, \( \gamma \): amplitude of \( \sigma(t) \). \( x_{\text{NIRI}}(t) \) is in the range \([-1,1]\). The amplitude and frequency values of each sine wave were defined according to the mean frequencies of real NIRI signals (Elwell et al. 1999, Obrig et al. 2000, Müller et al. 2003): (i) very high frequency oscillation (heart rate, \( f = 1 \) Hz, \( \mu = 0.6 \), \( \gamma = 0.01 \)), (ii) high frequency oscillation (respiration, \( f = 0.25 \) Hz, \( \mu = 0.2 \), \( \gamma = 0.01 \)), (iii) low frequency oscillation \( f = 0.1 \) Hz, \( \mu = 0.9 \), \( \gamma = 0.01 \)), and (iv) very low frequency oscillation \( f = 0.04 \) Hz, \( \mu = 1 \), \( \gamma = 0.05 \). The sampling frequency of the simulated NIRI signal \( x_{\text{NIRI}}(t) \) was set to 20 Hz and the length to 5000 samples (about 4 min).

The three time series \( x_{\text{MA}_1}(t) \), \( x_{\text{MA}_2}(t) \) and \( x_{\text{MA}_3}(t) \) were defined having the same length as \( x_{\text{NIRI}}(t) \), which simulate three typical forms of MAs: base shifts (MA1), short impulses (MA2) and temporally low frequency oscillation (MA3). These simulated MAs were added to \( x_{\text{NIRI}}(t) \) (see figure 4.3).

In a next step, these simulated MA afflicted NIRI signals were processed with MARA.
Therefore the following empirically generated values for the parameters $T$ and $W$ are used: (i) $y_{\text{NIRI,MA}}_1(t)$: $T = 0.25$, $W = 100$; (ii) $y_{\text{NIRI,MA}}_2(t)$: $T = 0.25$, $W = 100$; (iii) $y_{\text{NIRI,MA}}_3(t)$: $T = 0.22$, $W = 1800$. In all cases the parameter $p$ was set to $p = 0.01$.

To estimate the degree of agreement between the MA reduced NIRI signals $y_{\text{NIRI,MA}}_i(t)$, $y_{\text{NIRI,MA}}_2(t)$, $y_{\text{NIRI,MA}}_3(t)$ and the simulated NIRI signal $x_{\text{NIRI}}(t)$, the percent root difference (PRD), the root mean square error (RMSE) and the Pearson product-moment correlation coefficient ($r$) are calculated, as in Liu et al. (2008). The parameters are defined as:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x(t_i) - y(t_i))^2}, \tag{4.6}
\]

\[
PRD = 100 \% \times \frac{\sum_{i=1}^{N} (x(t_i) - y(t_i))^2}{\left( \sum_{i=1}^{N} x^2(t_i) \right)^{-1}}, \tag{4.7}
\]

\[
r = \frac{1}{M} \sum_{i=1}^{N} \left( \frac{x(t_i) - \langle x(t) \rangle}{s_x} \right) \left( \frac{y(t_i) - \langle y(t) \rangle}{s_y} \right), \tag{4.8}
\]

whereby $x(t)$ and $y(t)$ are the time series which should be compared, $M = N - 1$ and $N$ the length of $x(t)$ and $y(t)$ respectively. The agreement between $x(t)$ and $y(t)$ is evaluated by the parameters PRD and RMSE, $r$ determines the similarity between the two signals.

![Figure 4.3 – Simulated NIRI signal (a) and zoomed in section (b); simulated MAs (c), (e) and (g); (d), (f), (h): signals obtained by adding (a) to the MAs (c), (e) (g).](image-url)
The smaller the PRD and RMSE values and the larger the \( r \) value, the better the correspondence between the signals.

D.) Validation of the MARA with real NIRI signals

In order to test if the MARA is applicable on real NIRI signals, the algorithm was applied on three NIRI data sets affected with three types of MAs: short impulses (first data set), base shifts (second data set) and temporally limited low frequency oscillations (third data set). The NIRI data sets originated from two measurements with a multidistance near-infrared spectroscopy instrument developed at our laboratory (Haensse et al. 2005). The time series represent data which would have been excluded from an analysis due to the MAs. In particular, data set three originated from an experiment whereby evoked hemodynamic responses in the motor cortex of a subject were measured. In this experiment the subject performed a finger tapping exercise (20 s tapping, 60 s rest) repeated 16 times.

All three data sets were processed in a two step procedure: (i) calculation of the relative changes of oxyhemoglobin and deoxyhemoglobin (\( \Delta [O_2Hb], \Delta [HHb] \)) according to the approach presented in Haensse et al. (2005), (ii) application of the MARA. For the time series of the third data set, a block average was calculated to assess brain activation. The empirically generated values used for the parameters \( t, W \) and \( p \) are mentioned in the legends of the figures 4.5-4.7.

Results

A.) Validation of the MARA with simulated NIRI signals

The effectiveness of the MARA is shown in figure 4.4 and table 4.2. As one can see from the relative changes of these parameters with and without applied MARA, MARA yielded in all three cases an improvement of the signal quality. The efficacy of the denoising depends on the type of MA. Whereas for short impulses (MA_2) \( \Delta PRD \) and \( \Delta RMSE \) decreased at the most, \( \Delta r \) increased most of all for base shifts (MA_3).

<table>
<thead>
<tr>
<th>Signal</th>
<th>PRD</th>
<th>RMSE</th>
<th>( r )</th>
<th>MARA</th>
<th>( \Delta PRD )</th>
<th>( \Delta RMSE )</th>
<th>( \Delta r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{NIRI}(t) )</td>
<td>0 %</td>
<td>0</td>
<td>1</td>
<td>without</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x_{NIRI,MA_1}(t) )</td>
<td>236.4 %</td>
<td>2.43</td>
<td>0.07</td>
<td>without</td>
<td>89.3 % ↓ 90.8 % ↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( y_{NIRI,MA_1}(t) )</td>
<td>25.4 %</td>
<td>0.26</td>
<td>0.76</td>
<td>with</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x_{NIRI,MA_2}(t) )</td>
<td>25.0 %</td>
<td>0.26</td>
<td>0.67</td>
<td>without</td>
<td>95.2 % ↓ 33 % ↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( y_{NIRI,MA_2}(t) )</td>
<td>1.2 %</td>
<td>0.01</td>
<td>1.00</td>
<td>with</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x_{NIRI,MA_3}(t) )</td>
<td>54.4 %</td>
<td>0.56</td>
<td>0.36</td>
<td>without</td>
<td>84.6 % ↓ 60.9 % ↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( y_{NIRI,MA_3}(t) )</td>
<td>8.4 %</td>
<td>0.09</td>
<td>0.92</td>
<td>with</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2 – PRD, RMSE and \( r \) values for the comparison between the simulated NIRI signal without MAs (\( x_{NIRI}(t) \)), with MAs (\( x_{NIRI,MA_1}(t), x_{NIRI,MA_2}(t), x_{NIRI,MA_3}(t) \)) and with reduced MAs (\( y_{NIRI,MA_1}(t), y_{NIRI,MA_2}(t), y_{NIRI,MA_3}(t) \)). The \( \Delta \) values correspond to the percental changes comparing the results without and with MARA usage.
Figure 4.4 – Results of the MARA. The figures (a)–(c) show the simulated NIRI signals without MAs (grey lines), with MAs (dashed black lines) and the artifact reduced signals (black lines). MSD: moving standard deviation $s(t)$, $T$: threshold value.
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B.) Validation of the MA reduction algorithm with real NIRI signals

The effects of the MARA on the three real NIRI data sets are shown in figure 4.5 – 4.7. It is obvious that the MAs are reduced considerably. For the case of the brain activity measurement, the improvement in the quality leads to a better signal-to-noise ratio of evoked hemodynamic responses (see figure 4.7).

Figure 4.5 – Illustration of the MA reduction performed on MA affected data (Δ[O2Hb]0(t), Δ[HHb]0(t)). Original data: (a, b); corrected data: (c, d). The shaded areas denote parts of the NIRI signal afflicted by MAs. (e) and (f) show enlarged parts of the Δ[O2Hb](t) time series (grey lines: original time series, black lines: corrected time series). The empirically generated values used for the parameters T, W and p are (i) T = 0.4, W = 195, p = 0.01 for the Δ[O2Hb]0(t) signal, and (ii) T = 0.25, W = 195, p = 0.01 for the Δ[HHb]0(t) signal.
Figure 4.6 – Illustration of the MA reduction process performed on the second MA afflicted time series of $\Delta O_2Hb$ (a, c) and $\Delta HHb$ (b, d). The empirically generated values used for the parameters $T$, $W$ and $p$ are (i) $T = 0.3, W = 705, p = 0.01$ for the $\Delta O_2Hb_0(t)$ signal, and (ii) $T = 0.2, W = 705, p = 0.01$ for the $\Delta HHb_0(t)$ signal.

Figure 4.7 – Illustration of the MA reduction performed on the MA afflicted signal of $O_2Hb$ from the functional motor cortex experiment. Shown are the original (a) and MA reduced (b) signals and the corresponding evoked hemodynamic responses using the original data (c) or the MA reduced data (d). The time period in which the subject performed the finger tapping task is highlighted with a grey area starting at 20 s and ending at 40 s. The bold black curve represents the mean of all time series, and the sixteen grey curves in (c) and (d) show the time series of each stimulation segment. The empirically generated values used for the parameters $T$, $W$ and $p$ are (i) $T = 0.8, W = 495, p = 0.01$
Discussion and conclusion

The MARA presented in this paper was tested on simulated and real NIRI signals. In both cases the MARA reduces MAs significantly and without changing the signal characteristics.

The advantages of the MARA are (i) the automatical detection of MAs, (ii) the efficiency of MA reduction without affecting the non-MA part and (iii) the option to adapt the algorithm to different types of MAs by choosing the optimal parameters ($W$, $T$, $p$). This option may be also regarded as a disadvantage, because the optimal parameters are not chosen automatically. However, manual selection of parameters ensures the quality of the reduction in MAs because a person can best distinguish MA-free data from MA-afflicted data. Another limitation of the MARA is that the variances of the MAs have to be greater than the variances of the physiological signal components in order to ensure the correct detection and reduction of MAs. However, if the variance of the MA is smaller than the one of physiological signals, this also means that it is not a severe MA.

Furthermore, one has to keep in mind that the reconstructed time series is always an estimation of the time series without MAs.

MARA is particularly appropriate for long NIRI measurements (> 1 h) where the likelihood of MAs is high, e.g. in sleep research. Here it may enable further data analysis, e.g. extraction of the sleep-stage-dependent hemodynamic changes or sleep apneas by using advanced signal decomposition techniques for non-linear and non-stationary time series (such as empirical mode decomposition (EMD) (Huang et al. 1998) or non-linear singular spectrum analysis (NLSSA) (Hsieh and Wu 2002) for example) which are not efficient when signals include strong MAs.

For further improvement, it would be interesting to test how different interpolation methods affect the MA reduction process. Instead of spline interpolation (which tends to cause an overshoot in the interpolated data), Akima interpolation (Akima 1970) might be an interesting alternative worth testing.

In conclusion, the proposed algorithm provides an efficient and practical method to semi-automatically detect and reduce MAs in NIFI data. In principle, the algorithm can also be applied to other kinds of signals containing artifacts, for example ECG or EEG signals.
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Abstract

Potential short-term effects of intermittent UMTS electromagnetic fields (UMTS-EMF) on the cerebral blood circulation were assessed by near-infrared imaging. Different UMTS-EMF signals and exposure positions were applied in an exploratory study on 8 subjects. Since no significant changes were found, the UMTS-EMF signal and the exposure position with the maximum changes in the measurement variables were estimated.

Introduction

We investigated potential short-term effects (occurring within 80 s) of intermittent Universal Mobile Telecommunications System electromagnetic fields (UMTS-EMF) on blood circulation in the human head using near-infrared imaging (NIRI). NIRI measures changes in oxy, deoxy and total hemoglobin concentration ($\Delta[O_2Hb]$, $\Delta[HHb]$ and $\Delta[tHb]$), which reflect changes in cerebral activity, perfusion and/or oxygenation. Its insensitivity to EMF, the high temporal resolution and the flexibility in choosing the exposure sequence makes NIRI an excellent tool to study immediate physiological effects of continuous and intermittent EMF.

The aim of this exploratory study was i) to investigate several UMTS signal types and exposure positions in 8 subjects for potential effects, and ii) to define a final protocol for a more extensive study.
4.2 Exploratory study

Materials and Methods

Optical Setup

Hardware and software changes on the commercially available ISS Oxiplex® (ISS Inc., Champaign, Illinois, USA) quadrupled the number of detector and light source combinations available for a single optical sensor. The available 2 detectors and 8 source positions enable to collect in total 16 light bundles, also called light paths. Each light bundle comprised light at two wavelengths, namely 690 nm and 830 nm. The NIRI sensor was custom-built in our lab and contains no active parts to be insensitive to UMTS-EMF. 10 m long optical fibres were used for the NIRI sensor to enable the placement of the NIRI instrument outside of the exposure chamber and therefore to minimize potential electrical interferences. For more details about the modifications on the ISS Oxiplex® refer to Spichtig (2010).

Exposure Setup

The measurements were carried out in an experimental room located in the basement of the University Hospital Zurich, where the electromagnetic background fields were determined to be very low (@1.9 GHz the background electrical field strength was 0.0002 V/m). The noticeable contributions to the background electrical field strength were a GSM downlink signal (@900 MHz: 0.005 V/m), a FM radio signal (@88 MHz: 0.0005 V/m) and the hospital pager (@451 MHz: 0.0003 V/m). Absorber walls were arranged around the subject’s bench to minimize possible UMTS-EMF reflections of the exposure setup.

The electronics was programmed to produce 4 different UMTS signal types with a carrier frequency of 1.9 GHz: i) continuous wave (cw), ii) base station-like (bs, as in the TNO-study (Zwamborn et al. 2003)), iii) W-CDMA uplink 1 communication channel (1up; similar to the signal proposed by (Mbonjo et al. 2004)), iv) W-CDMA uplink 6 communication channels (6up; as proposed by (Mbonjo et al. 2004)). Two exposure positions were defined, one located close to the ear (Fig. 4.8: T3) and the other (Fig. 4.8: B-C3) midway between the motor cortex and position B where previously a change in the regional cerebral blood flow was reported for a Global System for Mobile Communications (GSM) signal (Huber et al. 2002, Huber et al. 2005). The center point of the optical sensor was positioned directly on these positions and a planar patch antenna (SPA 2000/80/8/0/V, Huber & Suhner, Switzerland) emitting the EMF at a distance of 4 cm.

The spatial peak specific absorption rate (SAR) over 10 g of the exposure setup was simulated with SEMCAD X (Version 13, Schmid and Partner Engineering, Zurich, Switzerland) using the Specific Anthropomorphic Mannequin (SAM) phantom defined in CENELEC 50361 (CENELEC 2001). The simulation results were verified with an experimental SAR measurement using the DASY5 Dosimetric Assessment System (Schmid and Partner Engineering, Zurich, Switzerland) at the IT’IS foundation in Zurich. The simulated and experimental data showed deviations smaller than ± 5% and thus a high agreement. Maximum peak SAR (over 10 g) applied was 1.8 W/kg, which is below the ICNIRP guidelines. For more information about the exposure system and dosimetry see (Lehmann et al. to be published).
Subjects and study protocol

Eight right-handed male subjects (age: 28.6 ± 2.9 y) participated after giving written informed consent. They were asked to abstain from coffee, cigarettes and mobile phone use within two hours before a measurement. Each subject underwent eight measurements on different days experiencing all possible combinations of UMTS signal types and exposure positions in a single-blind paradigm.

A measurement consisted of 15 cycles, the exposure segments, 20 s of UMTS-EMF exposure alternated with 60 s recovery. Before and after the cycles a base-line was recorded for 3 minutes. In total, a measurement lasted 26 min.

Data analysis

Data were band pass filtered (0.008–0.8 Hz) to remove high frequency noise and very low physiological contributions. ∆[O$_2$Hb] and ∆[HHb] were calculated using the modified Lambert-Beer law. The differential pathlength factors (DPF) for C3 given in the literature (Zhao et al. 2002) were linearly interpolated to DPF$_{690nm}$ = 8.21 and DPF$_{830nm}$ = 7.3 and used in the modified Lambert-Beer law.

To reduce present movement artifacts, the algorithm presented by Scholkmann et al. (2010) was applied to the concentration time series of ∆[O$_2$Hb] and ∆[HHb]. The sum of the MA reduced ∆[O$_2$Hb] and ∆[HHb] yielded ∆[tHb].

The last 10 s of UMTS-EMF exposure (ON) and recovery (OFF) were averaged. The difference between ON-OFF was modeled using a linear mixed-effects model with the factors signal type (levels: cw, bs, 1up and 6up), exposure position (levels: T3, B–C3), light path (defined as the different source-detector combinations; levels: light path 1 to light path 16) and exposure segments (levels: exposure segment 1 to exposure segment 15). The subject was defined as random factor.
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### Table 4.3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Position</th>
<th>Signal</th>
<th>$[\mu M]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max($\Delta [O_2Hb]$)</td>
<td>C3</td>
<td>1up</td>
<td>0.1357</td>
</tr>
<tr>
<td>Min($\Delta [O_2Hb]$)</td>
<td>T3</td>
<td>downlink</td>
<td>-0.1818</td>
</tr>
<tr>
<td>Max($\Delta [HHb]$)</td>
<td>C3</td>
<td>cw</td>
<td>0.0418</td>
</tr>
<tr>
<td>Min($\Delta [HHb]$)</td>
<td>T3</td>
<td>cw</td>
<td>-0.0380</td>
</tr>
<tr>
<td>Max($\Delta [tHb]$)</td>
<td>T3</td>
<td>downlink</td>
<td>0.1421</td>
</tr>
<tr>
<td>Min($\Delta [tHb]$)</td>
<td>T3</td>
<td>downlink</td>
<td>-0.1752</td>
</tr>
</tbody>
</table>

Table 4.3 – Maximum and minimum concentration changes in $\mu M$ described by a linear mixed-effects model.

### Results

The histograms for the difference between ON and OFF are displayed in Fig. 4.9 for $\Delta [O_2Hb]$, $\Delta [HHb]$ and $\Delta [tHb]$ with all 15’360 observations. They show normally distributed concentration differences with a mean close to zero. No statistically significant differences between exposure and recovery were found for any condition and measurement parameter.

The signal type and exposure position with maximum and minimum differences (ON–OFF) in $\Delta [O_2Hb]$, $\Delta [HHb]$ and $\Delta [tHb]$ are summarized in Tab. 4.3.

![Figure 4.9](image-url)

Figure 4.9 – Histograms of $\Delta [O_2Hb]$, $\Delta [HHb]$ and $\Delta [tHb]$ for all observations. Mean (black dotted vertical line), 2.5% and 97.5% quantiles are given for each distribution.

### Discussion and Conclusion

The largest differences in $\Delta [O_2Hb]$, $\Delta [HHb]$ and $\Delta [tHb]$ (Tab. 4.3) occurred for the majority of cases at the position T3 and the signal type bs. Hence, this signal type and exposure position were selected for the protocol of a more extensive study.

To set the size of the obtained changes in perspective, we compared them to concentration changes elicited by functional activation of the brain, e.g. for a motor cortex activation
their size is approximately $0.8 \, \mu M$ for $\Delta[O_2Hb]$, $0.15 \, \mu M$ for $\Delta[HHb]$ and $0.65 \, \mu M$ for $\Delta[tHb]$. These values are reference values based on the literature including the results of functional measurements on adults in several studies (Wolf et al. 2006). The changes presented in Tab. 4.3 were 4 to 6 times smaller.

There could be different reasons why no significances were detected: firstly, the effect could be very small as the detected maximum and minimum differences indicate and the number of subjects was too low to detect the effect with statistical measures. Thus the power of the study was not sufficient to detect such small effects. And secondly, it could be that there is no effect of UMTS-EMF on the blood circulation at this measurement positions or anywhere.

To further investigate this, a more extensive study with enhanced power (twice the number of subjects) and the exposure parameters mentioned above will be carried out.
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Abstract

The aim of the present study was to assess the potential effects of UMTS-EMF on blood circulation in the human head using NIRI in the short-term (effects occurring within 80 s) and in the medium-term (effects occurring within 80 s to 30 min). For the first time, we measured potential immediate effects of UMTS-EMF in real-time without any interference during exposure. Three different exposures (sham, 0.18 W/kg, 1.8 W/kg) were applied in a controlled, randomized, crossover and double-blind paradigm on 16 healthy volunteers. In addition to [O₂Hb], [HHb] and [tHb], the heart rate (HR), subjective well-being, tiredness and counting performance were recorded. During exposure to 0.18 W/kg, we found a significant short-term increase in Δ[O₂Hb] and Δ[tHb], which is small (≈17%) compared to a functional brain activation. A significant decrease in the medium-term response of Δ[HHb] to 0.18 W/kg and 1.8 W/kg exposures was detected, which is in the range of physiological fluctuations. The medium-term ΔHR was significantly higher (+1.84 bpm) for 1.8 W/kg than for sham exposure. The other parameters showed no significant effects. Our results suggest that intermittent exposure to UMTS-EMF has small short and medium-term effects on cerebral blood circulation and HR and the reason for this should be investigated in further studies.
Introduction

The growing use of mobile phones in today’s communication increases the duration that individuals are exposed to radiofrequency electromagnetic fields (RF-EMF). To assess the potential effects of RF-EMF exposure, several studies have been performed for different exposed biosystems ranging from cells to humans (Vecchia et al. 2009). Since the head is the part of the body receiving the highest RF-EMF dose during mobile phone calls, the investigation of neurophysiological effects (Valentini et al. 2007) is of great importance. Important studies have been performed using EEG and have shown a significant effect of GSM RF-EMF on sleep EEG (Borbely et al. 1999, Huber et al. 2000, Huber et al. 2002, Regel, Tinguely, Schuderer, Adam, Kuster, Landolt and Achermann 2007) and on waking EEG (Huber et al. 2002, Croft et al. 2008, Curcio et al. 2005, Regel, Gottselig, Schuderer, Tinguely, Retey, Kuster, Landolt and Achermann 2007), whereas in other studies no effects were found (Röschke and Mann 1997, Hietanen et al. 2000, Hinrichs and Heinze 2006, Kleinlogel et al. 2008). Using PET rCBF was significantly increased (various locations) 30 minutes after exposure (Huber et al. 2002, Huber et al. 2005), and decreased (close to the antenna) during (Aalto et al. 2006) exposure to GSM-like signals. The signal used in these studies was equivalent to either a mobile phone or a base station in terms of their carrier frequency and modulation but not intensity. Another study reported a decrease in rCBF, although this is probably a spurious auditory effect (Haarala et al. 2003). For UMTS-EMF only one study was performed, which observed no change in rCBF (Mizuno et al. 2009).

PET has a low time resolution (15 – 30 min) and is therefore only suited to study slow effects. Another technique to measure rCBF changes with a much higher temporal resolution (≈100 Hz) is NIRI. NIRI is based on the low light absorption of biological tissue in the optical window (650 – 950 nm). The use of at least two wavelengths makes it possible to measure $\Delta[O_2Hb]$, $\Delta[Hb]$ and $\Delta[tHb]$. They represent changes in CBF, CBV and CMRO$_2$. $[O_2Hb]$, $[HHb]$ and $[tHb]$ are very sensitive to physiological changes, i.e. changes in temperature, metabolism and brain activity due to neurovascular coupling. Several studies showed a high level of agreement between fNIRI, fMRI (Kleinschmidt et al. 1996, Strangman et al. 2002, Toronov et al. 2001) and PET (Hock et al. 1997, Villringer et al. 1997) measures.

NIRI and fNIRI sensors can be built completely from optical parts, which make them insensitive to EMF. Thus NIRI enables to investigate potential immediate and long-lasting effects of EMF exposure. So far, immediate (Wolf et al. 2006) and long-lasting (Curcio et al. 2009) effects of GSM-EMF on $[O_2Hb]$, $[HHb]$ and $[tHb]$ have been studied. Wolf et al. (2006) found small borderline significant short-term changes in $[O_2Hb]$ and $[HHb]$, which correspond to a decrease of CBF and CBV. No effect was found over 20 minutes of exposure. Curcio et al. (2009) found a significant linear increase in $[HHb]$ during 40 minutes of exposure.

Since near-infrared light also penetrates superficial tissue, it provides simultaneous information on cerebral and superficial effects. However, these need to be separated. Since longer source-detector distances probe deeper tissue layers, it is possible to estimate whether an effect is more likely to be superficial or cerebral.

NIRI signals also contain the heart rate (HR). Three studies on the effects of GSM ex-
4.3 Main study

Presence on HR have been published so far. Braune et al. (2002) measured no effect on the HR using a randomized crossover study design. Huber et al. (2003) showed a small reduction of the HR and Tahvanainen et al. (2004) found no effect. Two studies (Eltiti et al. 2007, Eltiti et al. 2009) were carried out with a continuous 2020 MHz UMTS signal and found no effect.

Despite the rapid replacement of GSM by UMTS, few exposure studies using UMTS signals exist, although effects of GSM on CBF and CBV were demonstrated. Thus, we decided to investigate potential effects of UMTS-EMF using NRI. The studies conducted with NRI and GSM-EMF (Curcio et al. 2009, Wolf et al. 2006) indicate that the effects of RF-EMF may depend on the time the individuals are exposed. Therefore, we choose to incorporate two different time scales in this study.

Since EMF sensitive individuals claim to experience a variety of symptoms (Röösli et al. 2004) and due to inconsistent data about potential effects on cognitive performance (Vecchia et al. 2009), we included a self-evaluation questionnaire and a counting performance test in our study.

We tested the following hypotheses:

1. There is a short-term response of [O$_2$Hb], [HHb], [tHb] and/or HR to UMTS-EMF occurring within 80 s.
2. There is a medium-term response of [O$_2$Hb], [HHb], [tHb] and/or HR to UMTS-EMF occurring within 80 s to 30 minutes.
3. There is a dose-dependent response of [O$_2$Hb], [HHb], [tHb] and/or HR.
4. There is a dependence of subjective self-evaluations and counting performance on UMTS-EMF.

In addition, to set potential short-term changes in relation to normal brain activity, results were compared to a motor activation measurement.

Materials and methods

A.) Subjects

Sixteen healthy, right-handed, male non-smokers (mean age ± SD: 26.8 ± 3.9 y, weight: 83.2 ± 11.3 kg, height: 182.5 ± 8.8 cm, mobile phone use/day: 7.1 ± 4.5 minutes, mobile phone use since: 8.4 ± 2.5 y) participated after giving written informed consent. The protocol was approved by the ethical committee of the Canton of Zurich. Subjects were briefed to abstain from alcohol, medication and sport and to maintain constant waking times, sleep hours and coffee levels for each study day. Additionally, subjects had to switch off their mobile phone on the evening before the experiment to inhibit use on the measurement day. There were no withdrawals or drop-outs.

B.) Study design

Each subject encountered four different conditions on four different days at the same day time: i) maximum peak SAR of 1.8 W/kg, ii) maximum peak SAR of 0.18 W/kg, iii) sham and iv) motor activation measurement. The three types of exposure took place on
study day 1-3 and in a controlled, randomized, crossover and double-blind paradigm. On study day 4 a motor activation measurement was performed. Before each measurement, subjects answered a questionnaire about activities, tiredness and well-being. Subjects had to insert earplugs to avoid potential external auditory stimuli, since the chosen position was located close to the auditory cortex. Afterwards, the center of the optical sensor was fixed at position T3 (Fig. 4.10A) according to the international 10–20 EEG positioning system (Jasper 1958) for exposure experiments and at C3–1.5 cm for the motor activation experiment. Subjects were placed in comfortable supine position. They were asked not to talk and to avoid unnecessary movements.

A measurement consisted of 16 cycles, the exposure/stimulation segments, 20 s of UMTS-EMF exposure (ON) or finger tapping were alternated with 60 s recovery (OFF). Beforehand a baseline was recorded for 3 minutes, afterwards for 6 minutes. A measurement lasted 31 minutes in total. During the exposure measurements, subjects were asked to perform a counting performance test consisting of the task to count back from 2000. Additionally, this task should ensure that subjects were mentally focused and did not fall asleep. To assess the counting, an acoustic signal was emitted after 12 minutes and subjects reported the number reached (Mid_Exp) and continued counting. Tiredness and well-being, the number reached at the end of measurement (End_Exp) and the subject’s guess about the exposure condition was recorded after the measurement. The Karolinska sleepiness scale (Åkerstedt and Gillberg 1990) was used to evaluate tiredness and an analogue scale (10 steps) to evaluate well-being.

C.) Near-infrared system

The commercially available ISS Oxiplex® (ISS Inc., Champaign, Illinois, USA) was specifically adapted for this study. Modifications to hardware and software quadrupled the number of detector and light source combinations available for a single optical sensor. This provided information on location and depth of concentration changes. The optical
NIRI sensor was custom built without active parts to be insensitive to UMTS-EMF. It consisted of 2 detectors and 8 sources enabling 16 measurement paths (Fig. 4.10A). Each source position included light at two wavelengths (690 nm, 830 nm) to detect both O$_2$Hb and HHb. Data acquisition rate was 25 Hz. 10 m long glass-fibres connected the sensor to the NIRI instrument, which was placed behind absorber walls in the measurement room to minimize potential electrical interferences. An interference test, where the optical sensor fixed to an optical phantom was exposed to intermittent UMTS-EMF, demonstrated the insensitivity of the NIRI setup to UMTS-EMF.

E.) UMTS exposure system

The measurements were carried out in the basement of the University Hospital Zurich, where electromagnetic background was very low (@1.9 GHz the background electrical field strength was 0.0002 V/m). The bench for the subject was laterally shielded by pyramidal radio frequency absorbers (Emerson & Cuming ECCOSORB VHP-12) in order to minimize the possible UMTS-EMF reflexions of the exposure setup. The background EMF from 5 Hz to 30 kHz at the experimental location was <90 nT and the only noticeable background EMF contributions are a GSM downlink signal in the 900 MHz band of 0.005 V/m, a FM radio signal at 88 MHz of 0.0005 V/m and the hospital pager (@451 MHz) with an electrical field strength of 0.0003 V/m.

The signal generator (Rhode & Schwarz SMIQ 03B), power amplifier (Swisscom RCS 1900 amplifier 20 W), couplers and switching matrixes required to generate UMTS-EMF as well as the control laptop were located outside this exposure chamber.

UMTS-EMF was transmitted to the subject’s head by a planar patch antenna (SPA 2000/80 /8/0/V, Huber & Suhner, Switzerland), centered on T3 at a distance of 4 cm to the head (Fig. 4.10B). This led to a homogeneous SAR distribution over the measurement area and left space for the NIRI sensor (Fig. 4.11).

The patch antenna emitted a wideband code division multiple access (W-CDMA) downlink signal (Zwamborn et al. 2003) with a carrier frequency of 1.9 GHz, similar to a base station. Three different exposure conditions were set: i) sham (maximum peak SAR over 10 g of 0.0 W/kg), ii) low dose maximum peak SAR over 10 g of 0.18 W/kg) and iii) high dose (maximum peak SAR over 10 g of 1.8 W/kg). The SAR value of the high dose condition was below the SAR limit of the (ICNIRP 1998).

To evaluate SAR distribution in the human head, numerical dosimetry was performed using SEMCAD X (Version 13, Schmid and Partner Engineering, Zurich, Switzerland). The Specific Anthropomorphic Mannequin (SAM) phantom defined in CENELEC 50361 (CENELEC 2001) was used for the simulation of the spatial peak SAR over 10 g generated by the simulations. The simulations were verified by an experimental SAR evaluation with the DASY5 Dosimetric Assessment System (Schmid and Partner Engineering, Zurich, Switzerland) at IT’IS foundation in Zurich. The simulated and experimental data showed a high agreement (deviations smaller than ± 5%). For more details about the exposure system, dosimetry, signals and positions see Lehmann et al. (to be published).

The type of signal (downlink) and measurement position (T3) were selected based on an exploratory study (EP), where potential effects of four different UMTS signals (continuous wave, downlink signal, W-CDMA uplink with 1 communication channel and W-CDMA uplink with 6 communication channels (Mbonjo et al. 2004) were studied in 8
Figure 4.11 – A: model used for the simulations: SAM phantom with optical sensor placed at T3 and the patch antenna at a distance of 4 cm to the head surface. B and C: SAR distributions through cross-sections with the maximum spatial peak SAR averaged over 10g. The cube marks the location of the maximum peak SAR values, i.e. equal to 1.8 W/kg (over 10 g) for the high dose and 0.18 W/kg (over 10 g) for the low dose.
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Subjects. The center of the antenna and sensor were located at two positions, T3 and B-C3. The first corresponds to the closest position to the ear accessible with the optical sensor and the latter represents the middle point, where Huber et al. (2005) found an effect on rCBF, and C3, the motor cortex. For all four UMTS signals, a maximum peak SAR-value over 10 g of 1.8 W/kg was applied. The EP was carried out to investigate potential short-term effects of intermittent UMTS-EMF on [O$_2$Hb], [HHb] and [tHb] and to define the protocol for the main study presented in this paper. The difference between the last 10 s of exposure and the last 10 s before exposure was calculated and modeled using a linear mixed-effects model depending on the factors signal type, exposure position, measurement path and exposure segment. No statistically significant short-term effect was found for any UMTS-EMF signal and measurement position. For position T3 and the downlink signal, changes in [O$_2$Hb], [HHb] and [tHb] were greatest and therefore selected for the current study. The exposure system was controlled by software written in LabView 7® (National Instruments Corporation, Austin, Texas, USA). The software ran in two modes, open mode for testing purposes and random mode for controlled, randomized, crossover and double-blind studies. In random mode, the exposure conditions (sham, low dose and high dose) were automatically randomized by computer for each subject. The exposure condition and forward and reverse UMTS-EMF power were encrypted. A password encoded program deblinded the conditions after data analysis was completed.

F.) NIRI data analysis

Optical intensity data was converted to concentration changes using the modified Lambert-Beer law (Matcher, Elwell, Cooper, Cope and Delpy 1995, Wray et al. 1988). To calculate the DPF used in the modified Lambert-Beer law, a calibration measurement on a phantom with known optical properties is needed. Due to attenuation differences for different light sources, the assumption of constant coupling on the phantom and the human head is not valid anymore and the DPF cannot be determined. Therefore, the DPF values for position C3 (DPF$_{759\text{nm}}$ = 7.75; DPF$_{834\text{nm}}$ = 7.25) found in literature (Zhao et al. 2002) were linearly interpolated to DPF$_{690\text{nm}}$ = 8.21 and DPF$_{830\text{nm}}$ = 7.3 and used for the analysis of all measurements.

F.1.) Short-term: [O$_2$Hb], [HHb] and [tHb]

MA's in ∆[O$_2$Hb] and ∆[HHb] were reduced according to Scholkmann et al. (2010). The moving window length was adjusted manually for each data set to remove MA's most effectively. The algorithm significantly reduced MA's and improved the signal quality, but not all MA's were removed completely. The MA-reduced ∆[O$_2$Hb] and ∆[HHb] were band pass-filtered (0.008 – 0.4 Hz). The number of sampling points was reduced to a final sampling frequency of 1 Hz. 10 data points were smoothed and each exposure/stimulation segment was linearly detrended. To identify the remaining MA's, all data was visually inspected for MA's. Segments containing MA's and exposure segment 8, where the subject reported the number reached in the counting task, were removed from further analysis (17.9% of segments for ∆[O$_2$Hb] and 17.4% for ∆[HHb]). For all paths and measurements, at least 8 segments contained no MA's. For each path a block average over the remaining segments was calculated for ∆[O$_2$Hb] and ∆[HHb]. The sum of ∆[O$_2$Hb] and ∆[HHb] yielded ∆[tHb]. A mean over 10 s was
F.2.) Short-term: heart rate
The HR was calculated from intensity data. Each exposure segment was divided into eight 10 s-long parts. A peak detection was applied to extract integer multiples of the HR period within these 10 s-long parts. This procedure was applied to enhance the accuracy of the FFT, which was the method used to determine the HR. To determine HR we used the optical path with the highest signal to noise ratio, i.e. the highest ratio between the power in the HR band (0.7–1.4 Hz) and noise-band (5–5.7 Hz). A block average of the HR was calculated and used as input for the statistics.

F.3.) Medium-term: \( [O_2Hb], [HHb] \) and \( [tHb] \)
\( \Delta [O_2Hb] \) and \( \Delta [HHb] \) were low pass-filtered (cut-off frequency: 0.0125 Hz). A mean was calculated over every exposure segment (80 s), except for the 8th segment where the subject reported the number reached. Additionally, the baseline was divided into 80 s segments: two before the first exposure segment and four after the last one. All segments were baseline corrected by subtracting the mean of the first baseline segment. MAs may have a considerable influence on the mean values of segments and hence also on the medium-term analysis. To reduce MAs, they were detected for each path by calculating the concentration change between two segments. Changes exceeding three standard deviations were defined as artifacts and were set to the mean difference between segments. The following segments were shifted accordingly. The algorithm was applied repeatedly until no further MAs were found (twice for \( \Delta [O_2Hb] \) and three times for \( \Delta [HHb] \)). 0.72% of all segments were corrected for \( \Delta [O_2Hb] \) and 0.98% for \( \Delta [HHb] \). \( \Delta [tHb] \) was calculated from the corrected \( \Delta [O_2Hb] \) and \( \Delta [HHb] \).

F.4.) Medium-term: heart rate
The HR was calculated for the same time segments as described in section F.3 and analogously to section F.2 an FFT was applied to determine the HR. The changes in the HR were calculated by subtracting the HR of the first segment.

F.5.) Counting and self-evaluations
The difference between subjective tiredness (T) and well-being (S) before and after measurements was calculated and named \( Exp_T, Exp_S \), respectively. The number reached at the beginning of the 8\(^{th}\) exposure segment (\( Mid_{Exp} \)) and the number reached at the end of the measurement (\( End_{Exp} \)) was recorded by the experimenter, respectively the subject.

G.) Statistical analysis
The statistical analysis was carried out by R (R Development Core Team 2009) and a p-value < 0.05 indicated significance. Exposure conditions were not deblinded until data analysis (sections F.1 – F.5) was completed. Thus, all exposure conditions were analyzed in the same way and bias by the experimenter can be excluded. Linear mixed-effects models were applied to changes in measurement variables to test the influence of all known factors: time (\( Time \)), exposure condition (\( Exposure \)) and measurement path (\( Path \)) and known covariables: heart rate (\( HR \)), \( Exp_T, Exp_S, Age, Weight, \)
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Height, Health, caffeine on measurement day (Caffeine), daytime of measurement (Meas-time), awake time (Awake_time), hours of sleep the night before (Sleep_h), EMF perception (EMF_perception), EMF hypersensitivity (EHS), number reached mid-experiment (Mid_Exp), number reached at the end of experiment (End_Exp) and also the interactions between Exposure, Path and Time were considered. A step-wise exclusion procedure based on the AIC criteria (Akaike 1973) was performed to determine one final model for each measurement variable.

For all linear mixed-effects models, a residue analysis was performed to check its validity. The influence of the subjects was considered as a random factor. If the factor Exposure was significant for the models, a multiple comparison of means with the Tukey correction would be applied to determine the differences between exposure types. Additionally, for all time points we calculated: 1.) the mean effect and 99% confidence interval and performed 2.) a multiple comparison of means with Tukey correction to test for significant differences between the exposure types.

Potential short-term effects were compared to a motor activation. For the motor cortex only the size of the effect was of interest, hence it was modeled in dependency of the predictor Time. Only subjects showing a significant activation (14 of 16 for O₂Hb, 12 of 16 for HHb and 14 of 16 for tHb) were considered in the model. To enable direct comparison between exposure and motor activation measurement, data were analysed and modeled the same way. This means that for the motor activation not only the paths showing an activation but all paths were included in the model. This leads to lower mean effects than the values found in the literature. For this reason, we also stated the maximal change elicited by the activation, which are comparable to literature values.

G.1.) Counting and self-evaluations

Self-evaluations and counted numbers were used as predictors for concentration changes and were also estimated by their own mixed-model, because well-being and tiredness changes during measurement and the influences on counting performance could affect the cerebral oxygenation and these variables themselves may depend on several monitored variables such as awake time.

The reporting of Mid_Exp was used to test the subject’s counting and thus only was a predictor. End_Exp, Exp_T and Exp_S were viewed as performance measures and estimated by a linear mixed-effects model. The analysis of Exp_S was discarded because most of the subjects reported no difference in well-being before and after the measurement. Only in 4 out of 48 measurements (2x sham, 1x low and 1x high-dose exposure) did subjects report that they experienced EMF. These occurrences were distributed in a random pattern over the exposure conditions and subjects and no statistical method can be applied due to the low number of occurrences.

G.2.) Responder analysis

To test for responders at an individual level, the last ten seconds UMTS on and off of each exposure segment without MA were compared with a paired Wilcoxon signed rank test over one measurement path. The number of significant paths per exposure condition and subject was calculated and the number of occurrences per exposure condition compared within a subject.
Table 4.4 – Main study: F- and p-values for the different linear mixed-effects models of \( \Delta[O_2Hb] \), \( \Delta[HHb] \) and \( \Delta[tHb] \) for the short-term analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Factors</th>
<th>numDF</th>
<th>( F_{numDF,denDF=6105} )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta[HHb] )</td>
<td>Time</td>
<td>7</td>
<td>15.06</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>10.11</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Time:Exposure</td>
<td>14</td>
<td>7.00</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>( \Delta[O_2Hb] )</td>
<td>Time</td>
<td>7</td>
<td>19.43</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>42.11</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Time:Exposure</td>
<td>14</td>
<td>15.24</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>( \Delta[tHb] )</td>
<td>Time</td>
<td>7</td>
<td>14.25</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>41.71</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Time:Exposure</td>
<td>14</td>
<td>14.42</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

Results

A.) Short-term

For the short-term analysis we obtained the following models:

\[
\Delta[O_2Hb] \sim Time + Exposure + Time : Exposure
\]
\[
\Delta[HHb] \sim Time + Exposure + Time : Exposure
\]
\[
\Delta[tHb] \sim Time + Exposure + Time : Exposure
\]

(4.9)

For \( \Delta HR \) no significant dependency was found. Results are included in Tab. 4.4. Graphs are shown in Fig. 4.12A, for graphs with 99% confidence interval at each time point, please refer to Fig. 4.14 in the supplementary information at the end of this chapter. The asterisks mark significant differences (p < 0.01) compared to sham. Mean effects and confidence intervals at 40 s are included in Tab. 4.5A.

To account for negative responses during motor stimulation, not only the mean effect but also the mean of the absolute effects was calculated as a measure of changes induced by the activation (Tab. 4.5A). The maximum response in a single path was 0.567 \( \mu M \) \( \Delta[O_2Hb] \), 0.251 \( \mu M \) \( \Delta[HHb] \) and 0.610 \( \mu M \) \( \Delta[tHb] \) and the minimum response: -0.245 \( \mu M \) for \( \Delta[O_2Hb] \), -0.110 \( \mu M \) for \( \Delta[HHb] \) and -0.355 \( \mu M \) for \( \Delta[tHb] \).

The mean effect of the exposures at 40 s was compared to the motor activation and confidence intervals calculated with error propagation according to Doerffel (1984) (Tab. 4.5B). These values are an upper limit for the estimation, because the mean response over all paths during motor stimulation was calculated independent of an activation.

The multiple comparisons of means with Tukey correction between exposures for each path revealed no significant differences. This means that no regional effects were found.
<table>
<thead>
<tr>
<th>A</th>
<th>Condition</th>
<th>(\Delta[O_2Hb]) in (\mu M)</th>
<th>Mean Effect</th>
<th>CI [0.5%, 99.5%]</th>
<th>(\Delta[HHb]) in (\mu M)</th>
<th>Mean Effect</th>
<th>CI [0.5%, 99.5%]</th>
<th>(\Delta[tHb]) in (\mu M)</th>
<th>Mean Effect</th>
<th>CI [0.5%, 99.5%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sham</td>
<td>0.011</td>
<td>[-0.017, -0.004]</td>
<td>-0.003</td>
<td>[-0.005, -0.001]</td>
<td>-0.013</td>
<td>[-0.020, -0.006]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18 W/kg</td>
<td>0.013</td>
<td>[0.006, 0.02]</td>
<td>-0.004</td>
<td>[-0.006, -0.001]</td>
<td>0.010</td>
<td>[0.002, 0.017]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8 W/kg</td>
<td>-0.005</td>
<td>[-0.012, 0.002]</td>
<td>-0.002</td>
<td>[-0.004, 0.001]</td>
<td>-0.007</td>
<td>[-0.014, 0.001]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor Cortex</td>
<td>0.072</td>
<td>[0.086, 0.100]</td>
<td>-0.011</td>
<td>[-0.0114, -0.0106]</td>
<td>0.077</td>
<td>[0.062, 0.092]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor Cortex</td>
<td>0.126</td>
<td>[0.113, 0.139]</td>
<td>-0.022</td>
<td>[-0.025, -0.019]</td>
<td>0.118</td>
<td>[0.104, 0.132]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>(\Delta[O_2Hb]) in %</td>
<td>(\Delta[HHb]) in %</td>
<td>(\Delta[tHb]) in %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18 W/kg vs. Motor Cortex</td>
<td>17.4</td>
<td>[-60.2, 94.9]</td>
<td>5.3</td>
<td>[-1109.1, 1119.6]</td>
<td>17.3</td>
<td>[-70.6, 105.1]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8 W/kg vs. Motor Cortex</td>
<td>4.2</td>
<td>[-70.2, 78.6]</td>
<td>-5.0</td>
<td>[-1118.9, 1109.0]</td>
<td>5.1</td>
<td>[-79.4, 89.6]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.5** – Short-term analysis of the mean effects of \(\Delta[O_2Hb]\), \(\Delta[HHb]\) and \(\Delta[tHb]\). A: mean effect and estimated confidence interval [0.5%, 99.5%] in \(\mu M\) for \(\Delta[O_2Hb]\), \(\Delta[HHb]\) and \(\Delta[tHb]\) at 40 s for all measurement conditions. B: mean effect of exposure for \(\Delta[O_2Hb]\), \(\Delta[HHb]\) and \(\Delta[tHb]\) at 40s compared to the motor activation given in percent.
Figure 4.12 – Time-evolution of mean effects for $\Delta[O_2Hb]$, $\Delta[HHb]$ and $\Delta[tHb]$ for the different exposures displayed for the short-term (A), medium-term analysis (B) and the medium-term analysis without outliers (C). Significant results ($p < 0.01$) comparing 0.18 W/kg or 1.8 W/kg to sham are marked with an asterisk beneath the corresponding mean effect.
4.3 Main study

B.) Medium-term

For the medium-term analysis we obtained the following models:

\[
\Delta [O_2Hb] \sim Time + Exposure + Path + HR + Exp_T + Exp_S + Awake_time + Sleep_h + Mid_Exp + End_Exp + Exposure : Path
\]

\[
\Delta [HHb] \sim Time + Exposure + Path + HR + Exp_T + Exp_S + Meas_time + Sleep_h + End_Exp + Exposure : Path
\]

\[
\Delta [tHb] \sim Time + Exposure + Exp_S + Awake_time + Mid_Exp + End_Exp
\]

\[
\Delta HR \sim Time + Exposure + Exp_S + Awake_time + Mid_Exp + End_Exp
\]

(4.10)

In contrast to the short-term analysis, the medium-term \(\Delta HR\) showed a significant dependency on several predictors and was thus modelled analogously to \(\Delta [O_2Hb]\), \(\Delta [HHb]\) and \(\Delta [tHb]\). F and p-values for the factors of the different mixed-models are included in Tab. 4.6.

A multiple comparison of means with Tukey correction was performed and we found the following significant mean differences between sham and exposures:

- \(\Delta [O_2Hb]\) (sham - 0.18 W/kg) = 0.78 [0.43, 1.12] \(\mu M\) (\(p \leq 0.001\)), \(\Delta [HHb]\) (sham - 1.8 W/kg) = -0.16 [-0.3, 0.03] \(\mu M\) (\(p = 0.001\)), \(\Delta [HHb]\) (sham - 1.8 W/kg) = -0.20 [-0.34, -0.06] \(\mu M\) (\(p < 0.001\)) and \(\Delta [tHb]\) (sham - 1.8 W/kg) = 0.70 [0.34, 1.05] \(\mu M\) (\(p < 0.01\)). For \(\Delta HR\) the difference between sham and 1.8 W/kg of 1.84 [1.16, 2.52] bpm was significant (\(p < 0.001\)).

Graphs with mean effects for \(\Delta [O_2Hb]\), \(\Delta [HHb]\) and \(\Delta [tHb]\) are shown in Fig. 4.12 and for \(\Delta HR\) in Fig. 4.13. The asterisks mark significant differences (\(p < 0.01\)) to sham. For graphs with 99% confidence interval at each time point, please again refer to Fig. 4.15 - 4.17 in the supplementary information at the end of this chapter.

During the analysis and before deblinding, six relevant outlying traces (out of 768) were identified (2x sham, 3x low dose and 1x high dose exposure). Since there was no reason to consider these traces as artifacts, we decided to perform the statistical analysis with and without them to investigate their influence on the results.

Without the outliers, the factor Exposure was no longer significant for \(\Delta [O_2Hb]\) and \(\Delta [tHb]\). For \(\Delta [HHb]\) a multiple comparison of means with Tukey correction showed significant mean differences between sham and exposures: \(\Delta [HHb]\) (sham - 0.18 W/kg) = -0.14 [-0.28, -0.006] \(\mu M\) (\(p = 0.007\)) and \(\Delta [HHb]\) (sham - 1.8 W/kg) = -0.19 [-0.33, -0.05] \(\mu M\) (\(p < 0.001\)). Remarkably, the number of significant time points increased for \(\Delta [HHb]\) for 1.8 W/kg exposure. The number of significant time points stayed approximately the same for \(\Delta [O_2Hb]\) and \(\Delta [tHb]\). The results so far refer to differences between exposure conditions.

Independent of exposure condition, \([HHb]\) decreases, \([O_2Hb]\) increases and \([tHb]\) is unchanged over time. For the sham condition in three out of four sensor quadrants, the mean effect for \(\Delta [O_2Hb]\) and \(\Delta [tHb]\) at the last time point was significantly higher for the shortest source-detector distances than for the longest source-detector distances. This indicates that the trend during the measurement, which was observed for all conditions, has its origin in superficial changes.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Factors</th>
<th>numDF</th>
<th>Influence</th>
<th>$F_{\text{numDF}, \text{denDF}}$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta [\text{HHb}]$ (denDF = 14952)</td>
<td>Time</td>
<td>19</td>
<td>73.49</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>9.88</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Path</td>
<td>15</td>
<td>76.68</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure:Path</td>
<td>30</td>
<td>7.79</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>1</td>
<td>-654.22</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_T</td>
<td>1</td>
<td>-528.84</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_S</td>
<td>1</td>
<td>-21.10</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Waking_time</td>
<td>1</td>
<td>-53.53</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sleep_h</td>
<td>1</td>
<td>-91.53</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>End_Exp</td>
<td>1</td>
<td>+472.59</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>$\Delta [\text{O}_2\text{Hb}]$ (denDF = 14954)</td>
<td>Time</td>
<td>19</td>
<td>18.22</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>26.44</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Path</td>
<td>15</td>
<td>53.68</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure:Path</td>
<td>30</td>
<td>7.37</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>1</td>
<td>+134.09</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_T</td>
<td>1</td>
<td>+52.21</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_S</td>
<td>1</td>
<td>+229.74</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Waking_time</td>
<td>1</td>
<td>+86.24</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sleep_h</td>
<td>1</td>
<td>+20.11</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mid_Exp</td>
<td>1</td>
<td>+56.91</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>End_Exp</td>
<td>1</td>
<td>-7.60</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>$\Delta [\text{Hb}]$ (denDF = 14954)</td>
<td>Time</td>
<td>19</td>
<td>1.62</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>20.81</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Path</td>
<td>15</td>
<td>76.45</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure:Path</td>
<td>30</td>
<td>6.84</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>1</td>
<td>+27.87</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_S</td>
<td>1</td>
<td>+251.88</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Meas_Time</td>
<td>1</td>
<td>-158.44</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>End_Exp</td>
<td>1</td>
<td>+215.33</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>$\Delta \text{HR}$ (denDF = 899)</td>
<td>Time</td>
<td>20</td>
<td>3.47</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exposure</td>
<td>2</td>
<td>24.72</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp_S</td>
<td>1</td>
<td>-3.96</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Waking_time</td>
<td>1</td>
<td>-5.23</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mid_Exp</td>
<td>1</td>
<td>+131.13</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>End_Exp</td>
<td>1</td>
<td>-44.64</td>
<td>0.001</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.6 – Medium-term analysis: F- and p-values for all factors of the different linear mixed-effects models of $\Delta [\text{O}_2\text{Hb}]$, $\Delta [\text{HHb}]$ and $\Delta [\text{Hb}]$. For each covariable, the influence column indicates which direction it influences the measurement variable.
4.3 Main study

Figure 4.13 – Time-evolution of mean effects for the medium-term $\Delta$HR displayed for the different exposures. No significant results ($p < 0.01$) comparing 0.18 W/kg or 1.8 W/kg to sham were found for single time points. The overall comparison for the factor Exposure shows a significant difference of 1.84 bpm when comparing 1.8 W/kg to sham.

C.) Counting and self-evaluations
The mixed model analysis for End_Exp and Exp_T showed no significant dependence on any predictor.

D.) Responder analysis
We did not find any difference between the exposure conditions for any of the subjects. Over all subjects, the total number of significant paths was close to the 5 percent of stochastically expected significances.

Discussion

A.) General considerations and limitations
The current study applied a W-CDMA downlink signal at 1.9 GHz in repetitive cycles to assess potential alterations in blood circulation. The study was carried out with a homogenous population to minimize inter-individual variations and to enhance sensitivity to detect potential effects.

Near-infrared light has a limited penetration depth depending on the source-detector distance and the optical properties of the tissue. For a tissue with $\mu_a = 0.1 \text{ cm}^{-1}$ and $\mu_s' = 8 \text{ cm}^{-1}$, the mean penetration depth of light travelling from a source to detector with a separation of 1.5 cm is 5 mm and for a separation of 3.5 cm it is 8 mm. But photons travel much deeper as Toronov et al. (2001) has shown: information about brain activity from a depth of 2.5 cm was detected. Depth information about concentration changes can be obtained with NRI if different source-detector distances are employed. Thus, NRI is able to study both changes in superficial and cerebral blood circulation at the same time. Since near-infrared light is highly scattered in human tissue the accuracy of this depth information is limited.
The high temporal resolution and the unique insensitivity to EMF enable continuous measurements and a high flexibility in the choice of exposure sequences. To the best of our knowledge, NIRI is the only technique able to study short-term effects and to detect significant changes within a single subject.

B.) Short-term changes

We found a significant short-term response of $\Delta [O_2Hb]$, $\Delta [HHb]$ and $\Delta [tHb]$, which can be modelled with the factors Time, Exposure and the interaction Time:Exposure (Tab. I). This interaction indicates that the concentration changes during the different exposure conditions vary significantly over time (Fig. 4.12A). All time series were detrended in the analysis and thus have a mean over time equal to zero. This ensures that the variance between measurements is different from zero at every time point. The other option is to set the last value before exposure to zero. In this case the variance at this time point is equal to zero, which is statistically problematic. The detrending leads to a balance between positive and negative concentration changes and values different from zero before the exposure. It represents the more conservative estimate of potential effects.

In a comparison of means between the exposures, significant differences were obtained for several time points (Fig. 4.12A): i) for the high dose $[O_2Hb]$ and $[tHb]$ are significantly lower than in the sham condition for the first 10 s or first 20 s (Fig. 4.12A) and $[HHb]$ is significantly different for the first 20 s and at 70 s. This can be explained by the high $[O_2Hb]$ and $[tHb]$ values at 10 s in the sham condition, which contributes to the significance for the high dose. For $[HHb]$, it is noteworthy that the amplitude of changes during sham exposure is similar to the amplitude during EMF exposure. This may indicate spurious changes. ii) for the low dose $[O_2Hb]$ and $[tHb]$ are significantly higher during exposure than in sham condition and $[O_2Hb]$ and $[tHb]$ are significantly lower for the first and last 10 s. This pattern during exposure indicates an increase in blood flow (Hoshi et al. 2001). The low $[O_2Hb]$ and $[tHb]$ values at 10 s seem to imply that the increase already starts before the exposure onset. However, it has to be kept in mind that the value at 80 s is connected to the value at 10 s, because exposure was repeated. This could be interpreted as an increase during exposure and a decrease after exposure, which recovers to baseline levels only at 20 s. iii) For the sham condition for $[O_2Hb]$ and $[tHb]$ the change between the first and second time point is relatively high compared to the other concentration changes. This high concentration change in the sham exposure may indicate a spurious effect.

The pattern of short-term results - no effect at the high dose and an effect at the low dose - and the results of the EP - no effect at the high dose for all signal types and measurement positions - indicate that there may also be short-term effects for the other UMTS signal types used in the EP at the lower dose.

Although some signs for spurious effects or coincidences are present, it has to be kept in mind that the probability of such effects is low ($<1\%$). The comparison with the amplitude of the motor response showed that the short-term effects are small ($\approx17\%$ for $[O_2Hb]$ and $[tHb]$). The effects did not show any regional dependency.

To the best of our knowledge, the only study investigating short-term effects of intermittent EMF was performed in our group (Wolf et al. 2006). A decrease in blood flow was found with a lower significance level. The study was not comparable due to the carrier
frequency, modulation, SAR value and exposure protocol (2 s on followed by 2 s off for 20 s instead of 20 s on) and the interference present during the 2 s of exposure. For the present short-term effects, a thermal effect is unlikely, because thermal effects are expected to show a proportional dependency on the field intensity. The results indicate an intensity dependent effect, similar to the one found in wound healing (dependent on the applied electrical current) (Zhao et al. 2006). It is also possible that the non-linear dependency on the field intensity is caused by two interfering effects showing a linear dose-dependency but with opposite signs.

In summary, our results suggest a short-term effect of UMTS-EMF, whose amplitude is quite small compared to the response to a functional activation (≈17% for [O$_2$Hb] and [tHb]).

**C. Medium-term changes**

$\Delta$HR decreased with time for all exposure conditions, because the subjects relaxed in a supine position (Fig. 4.13). We found a significant difference in $\Delta$HR between sham and the high dose of 1.84 [1.16, 2.52] bpm, taking into account all time points. This increased HR indicates that the subjects relaxed less. One GSM study Huber et al. (2003) showed a reduction in HR during waking and stage 1 sleep, whereas they found no effect of GSM-EMF on the HR in randomized crossover trials. In contrast to our results Eltiti et al. (2007) and Eltiti et al. (2009) did not find an effect on HR using a base-station-like UMTS signal, which had a different carrier frequency of 2020 MHz and was continuous. Based on the literature cited, we conclude that the possible influence of RF exposure on HR is still unclear.

During the measurement, [O$_2$Hb] increased, [HHb] decreased and [tHb] remained stable independent of the exposure condition. These findings agree with Wolf et al. (2006), but disagree with Curcio et al. (2009), who found a decrease in [O$_2$Hb] and an increase in [HHb]. The analysis indicated that these changes represent a superficial increase in blood flow. One likely explanation is that the temperature below the sensor on the head increased due to the shielding of skin from ambient air and thus superficial blood flow increased. Another explanation is that the pressure exerted by the sensor on the skin initially inhibited blood flow. This may have induced physiological reactions to increase blood flow. However, these effects affect all exposure conditions in the same way.

Since the outliers influence the medium-term results of [O$_2$Hb] and [tHb] significantly, there is some uncertainty in our interpretation. The number of outliers per exposure indicates that they are not due to EMF effects, but more likely due to non-identified artifacts and thus we think that the analysis without these six outliers is more trustworthy. The significant difference in [O$_2$Hb] and [tHb] was only found for the analysis including the outliers and it disappeared when the outliers were removed. Thus we think that this effect is spurious. The analysis without outliers at each time point revealed several significances: i) $\Delta$[O$_2$Hb] and $\Delta$[tHb] were significant for the low dose at the first 4 minutes, even before the exposure started and hence indicate spurious effects, ii) both significances for $\Delta$[O$_2$Hb] of the high dose seem to be distributed over time in a random manner with no clusters formed at any time point.

Independent of the analysis, $\Delta$[HHb] was significantly lower for both exposures compared to sham and with a slightly larger effect for the higher dose. The analysis without out-
liers at each time point revealed several significances distributed over time and forming no clusters. However, the effect is always a decrease in $\Delta[\text{HHb}]$ and is supported by the significant decrease of $\Delta[\text{HHb}]$ taking into account all time points. This effect can be interpreted as a decrease in oxygen consumption. No dependencies on the light path and thus no regional effects were observed.

Wolf et al. (2006) found no significant difference in [HHb] between sham and GSM exposure, whereas Curcio et al. (2009) presented a significant increase in [HHb] over time for the GSM exposure. These differences may be explained by different exposure types, doses and times.

Three PET studies, using GSM-EMF, showed an increase in rCBF (Huber et al. 2005, Huber et al. 2005, Aalto et al. 2006) and one a decrease, which was interpreted as a spurious auditory effect (Haarala et al. 2003). Thus for GSM an increase of rCBF is likely. For UMTS-EMF only one study was performed, which observed no change in rCBF (Mizuno et al. 2009) in agreement with our results.

\(D.\) Counting and self-evaluations

We found no significant dependence on the exposure condition for the increase in tiredness during the measurement ($\text{Exp}_T$). This corresponds to Koivisto et al. (2001) and Rubin et al. (2006), who employed GSM-EMF. Besides the EMF type, the studies had different study designs. Koivisto et al. (2001) assessed tiredness and other subjective measures only in relation to the exposure conditions and neglected the influence of sleeping hours, time awake, coffee level and similar factors. Rubin et al. (2006) assessed subjective measures such as tiredness $> 24$ h after the exposure session and not directly after the measurement.

We also found no significant dependence of the counted number on the exposure condition. To the best of our knowledge no similar study has been performed.

Conclusion

For the first time, a NIRI instrument inert to EMF enabled the measurement of potential effects of intermittent UMTS-EMF exposure.

In summary, based on our hypotheses we found:

1. A significant short-term response of $[\text{O}_2\text{Hb}]$ and $[\text{tHb}]$ to the low-dose exposure within 80 s, which is small ($\approx 17\%$) compared to a functional activation.

2. A significant medium-term response of [HHb] to the low and high-dose UMTS-EMF exposure, which is in the range of normal physiological fluctuations and also a medium-term response of HR to the high-dose exposure within 80 s to 30 minutes.

3. A slightly larger, but not significant medium-term response of [HHb] for the high dose.

4. No significant dependence between the self-evaluation and UMTS-EMF exposure and counting performance and exposure.
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Supplementary Information
Figure 4.14 – Short-term analysis: Time evolution of mean effects and 99% confidence intervals for Δ[O₂Hb], Δ[HHb] and Δ[tHb] for the different exposures displayed. Significant results (p < 0.01) comparing 0.18 W/kg or 1.8 W/kg to sham are marked with an asterisk.
**Figure 4.15** – Medium-term analysis: Time evolution of mean effects and 99% confidence intervals for Δ[O₂Hb], Δ[HHb] and Δ[tHb] for the different exposures displayed. Significant results (p < 0.01) comparing 0.18 W/kg or 1.8 W/kg to sham are marked with an asterisk.
Figure 4.16 – Medium-term analysis without outliers: Time evolution of mean effects and 99% confidence intervals for $\Delta[O_2Hb]$, $\Delta[HHb]$ and $\Delta[tHb]$ for the different exposures displayed. Significant results ($p < 0.01$) comparing 0.18 W/kg or 1.8 W/kg to sham are marked with an asterisk.
**Figure 4.17** – Medium-term analysis for HR: Time evolution of mean effects and 99% confidence intervals for HR for the different exposures displayed. No significant results ($p < 0.01$) were found for single time points.
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Abstract

Objective: Preterm labor is a common obstetric complication. Clinical evaluation of cervical ripening to predict preterm labor is very inaccurate. We used FD-NIRS to non-invasively investigate the changes of the optical properties (i.e. \( \mu_a \) and \( \mu'_s \)) in the uterine cervix during regular pregnancies.

Methods: Optical properties of uterine cervices were measured in 13 patients at various time points of regular pregnancies. For each gestational trimester, mean values with 95% confidence intervals were calculated for \( O_2Hb \), HHb, tHb, \( StO_2 \) and water content and statistically significant differences between the trimesters were determined. The wavelength-dependent scattering (scatter power) was calculated by an exponential fit.

Results: \( O_2Hb \) and tHb showed an increase and SP an decrease as a function of the gestational age. Differences between the second and the third trimester were statistically significant. HHb and the water content showed no significant change over time.

Conclusion: Our results show that FD-NIRS is a promising diagnostic tool to provide information about cervical content of hemoglobin, water and extracellular matrix proteins. We propose this technology to assess the cervical ripening and eventually to predict preterm labor.

Introduction

Preterm labor is responsible for 70% of perinatal mortality and nearly half of long-term neurological morbidity (Goldenberg et al. 2000) and is probably one of the most challenging problems in modern obstetrics and gynecology. In the United States, more than half a million infants are born preterm annually, a rate of 12.8% (Martin et al. 2007). One of the keys to treating preterm labor and preventing severe neonatal complications would be early identification of women at risk. This would allow the initiation of important interventions to delay delivery and to improve neonatal outcome. Clinical evaluation of cervical ripening in the first, second and third trimester of pregnancy to predict preterm labor has a substantial inter- and intraobserver variability and does not provide accurate diagnosis, prediction, or insight into the pathophysiology. Although excellent research has been performed to understand the etiology of spontaneous and preterm delivery, a more accurate method to determine the cervical status and diagnose preterm cervical ripening would be invaluable.

Cervical ripening may be induced by local infection, cervical incompetence or uterine contractions. Undoubtedly, cervical ripening is associated with many biochemical and physiological changes of the cervical tissue. Changes in blood perfusion and water content could well be reflected in changes in optical properties (i.e. \( \mu_a \) and \( \mu'_s \)) of the uterine cervix during pregnancy and labor. In a recent study we demonstrated that drug-induced cervical ripening resulted in a significant decrease in tHb, a significant decrease in oxyhemoglobin \( O_2Hb \), a highly significant increase in water content and a significant increase of SP (Baños et al. 2007). We also demonstrated that hormonal changes in human uterine cervices and breasts can be monitored as changes in optical properties (Matzinger et al. 2009, Stahel et al. 2009).

NIRS is used to non-invasively characterize optical properties of thick tissues in vivo (Patterson, Pogue and Wilson 1993). Optical properties can be quantitatively defined in
terms of $\mu_a$ and $\mu'_s$. These parameters are sensitive to the tissue concentration of light absorbing molecules and light scattering structures. The primary tissue contributors to light absorption are $O_2$Hb, HHb, water ($H_2O$), lipids, cytochromes and melanin (Cope 1991). Light scatterers are tissue structural elements, such as cellular components and fibrous materials in the extracellular matrix (e.g. collagen/elastin).

The main limitation of NIRS was the inability to make quantitative measurements because of the difficulty to separately measure $\mu_a$ and $\mu'_s$. FD-NIRS is a NIRS technique capable of solving this problem and quantifying absolute tissue $\mu_a$ and $\mu'_s$ values and absolute concentrations of $O_2$Hb, HHb, tHb and $H_2O$ and StO$_2$ (Tromberg et al. 1996). The instrumentation and theoretical background for FD-NIRS have been described elsewhere (Fishkin et al. 1997, Chance et al. 1998).

The present study is based on the hypothesis that optical properties of cervixes change from trimester to trimester in regular pregnancies, and that the quantification of the optical properties in vivo by means of FD-NIRS will provide insight into physiology of cervixes during regular pregnancies.

We therefore used FD-NIRS technology to study the optical properties of the uterine cervix in healthy pregnant volunteers scheduled for regular pregnancy controls. This appears to be the first clinical study which measured non-invasively and quantitatively the $\mu_a$ and $\mu'_s$ as well as the physiological properties of the uterine cervix along the entire pregnancy.

**Materials and Methods**

The FD-NIRS instrument used at the Department of Obstetrics and Gynecology, University Hospital of Zurich, is a modified Imagent® (ISS Inc., Champaign, Illinois, USA). It is equipped with 7 near infrared diode lasers (emitting at 690 nm, 730 nm, 750 nm, 808 nm, 870 nm, 920 nm and 970 nm) and one APD detector. The instrument includes a pair of frequency synthesizers (PTS 500 Frequency Synthesizer, Programmed Test Sources Inc., Littleton, USA) working in the range of 130 – 490 MHz and capable of switching frequencies within less than 1 ms. One frequency synthesizer modulates the intensity of the laser diodes, while the other modulates the detector at a frequency which is 5 kHz different from the source modulation, thus demodulating the frequency at the detector. The instrument is equipped with a complete software package Boxy® (ISS Inc., Champaign, Illinois, USA) for data acquisition and two calibration blocks with known optical properties. Once data acquisition is initiated the photon density wave’s phase and amplitude is measured as a function of frequency from 130 to 490 MHz in steps of 10 MHz and fitted to analytically derived model functions in order to calculate $\mu_a$ and $\mu'_s$ for each wavelength.

The wavelength-dependence of absorption enables to calculate $O_2$Hb, HHb, tHb, StO$_2$ and $H_2O$ (Spichtig et al. 2009). $\mu'_s$ were measured for the different wavelengths. In addition, the wavelength-dependent decrease of scattering, the so called SP, was calculated by an exponential fit.

The software also provides measures of the quality of the fitting, which enables to discard measurements with low quality. The system is fully automated and data acquisition time is approximately 40 s. The instrument is described in detail elsewhere (Spichtig
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et al. 2009).

For the present study we used a vaginal probe specifically designed for measurements of the human uterine cervix (Baños et al. 2007, Matzinger et al. 2009, Hornung, Pham, Keefe, Berns, Tadir and Tromberg 1999). The vaginal probe was slightly bent allowing good visualization during placement on the cervix. Eight multimode silica fibers (400 µm diameter, 3M FT 400 EMT, Thorlabs Inc., USA) were coupled to the laser sources to transmit the light to the tip of the probe. One glass fiber bundle (3 mm diameter) conducts the light from the tip of the probe to the detector. The source-detector separation is 10 mm.

Condom-like latex-covers were used to prevent transfection from patient to patient. The latex cover did not affect light transmission as investigated in some pilot measurements (data not shown).

A total of 13 healthy pregnant volunteers scheduled for routine pregnancy controls were included in the study after written informed consent was obtained. The study was approved by the local ethical committee under the protocol StV 19/2003.

Age was 28.4 ± 5.2 years (mean ± SD), 5 patients were nulliparous, 5 patients primiparous and 3 patients multiparous.

All patients underwent a routine obstetrical examination. Optical properties of the uterine cervix were determined at every visit in the hospitals outpatient clinic, typically in intervals of one month. The uterine cervix was cleaned using a dry cotton swab to remove mucus and detritus in order to allow optimal light penetration and signal detection. The vaginal probe was inserted into the vagina using regular specula and placed on the vaginal portion of the uterine cervix with a gentle pressure ensuring good probe-cervix contact. Measurements were performed once on the anterior and once on the posterior cervical lip. For technical reasons and patients discomfort the anterior cervical lip was more suitable to FD-NIRS measurements. On the posterior lip, fit errors were also higher. This is why we restricted data analysis to those of the anterior cervical lip.

The statistical analysis was carried out with R (R Developement Core Team 2009) and a p-value < 0.05 was considered as significant and p < 0.005 as highly significant. The gestational age was divided into three gestational trimesters: the first trimester from week 0 to 13, the second trimester from week 14 to 26 and the third trimester from week 27 to 39. In a first step, the calculated concentrations were plotted against the gestational age and a suitable regression function, its correlation coefficient and p-value were determined. In a second step, an analysis of variance (ANOVA) model in dependency of the factor trimester was performed and a multiple comparison of means with Tukey correction was carried out to test for significant differences between the gestational trimesters. For each trimester and measurement variable, mean values and a confidence interval of 95% are given [2.5%, 97.5%].

Results

The absolute concentration of HHb (in µmol/l) in dependency of the gestational age is shown in Figure 5.1. HHb showed no statistically significant relationship to the gestational age (weeks in pregnancy). HHb was 23.6 [13.7, 33.4] µmol/l in the first trimester, 18.1 [13.2, 23.1] µmol/l in the second trimester and 24.5 [21.0, 28.0] µmol/l in the third
trimester.

O$_2$Hb showed a significant linear correlation to the gestational age (Figure 5.2). O$_2$Hb was 65.2 [40.9, 90.0] µmol/l in the first trimester, 76.9 [64.8, 89.1] µmol/l in the second trimester and 96.6 [88.0, 105.2] µmol/l in the third trimester. The difference between the second and third trimester was significant (p = 0.027).

tHb showed a significant linear correlation to the gestational age (Figure 5.3). tHb was 88.8 [63.2, 114.3] µmol/l in the first trimester, 95.1 [82.3, 107.9] µmol/l in the second trimester and 121.1 [112.1, 130.1] µmol/l in the third trimester. The difference between the second and third trimester was significant (p = 0.027).

StO$_2$ was stable throughout the entire pregnancy and showed no statistically significant relationship to the gestational age. StO$_2$ was 71.5 [62.3, 80.7]% in the first trimester, 79.3 [74.7, 83.9]% in the second trimester and 77.9 [74.6, 81.1]% in the third trimester.

H$_2$O showed no statistically significant relationship to the gestational age (Figure 5.4). H$_2$O was 38.7 [28.2, 49.2]% in the first trimester, 30.0 [24.8, 35.3]% in the second trimester and 31.5 [27.8, 35.2]% in the third trimester.

SP showed a statistically significant polynomial correlation to the gestational age (Figure 5.5). SP was 1.14 [0.92, 1.36] cm$^{-1}$ in the first trimester, 0.51 [0.39, 0.62] cm$^{-1}$ in the second trimester and 0.34 [0.26, 0.43] cm$^{-1}$ in the third trimester. The difference between the first and second trimester is highly significant (p < 0.005) and the difference between the second and third trimester is close to significance (p = 0.067).

**Figure 5.1** – The concentrations of HHb in µmol/l in the tissue of the uterine cervix as a function of the gestational age (in weeks of pregnancy) is shown. The statistically not significant linear regression function is shown as a dotted grey line and its correlation coefficient $R^2$ and p-value are given.
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Figure 5.2 – The concentration of O$_2$Hb in µmol/l in the tissue of the uterine cervix as a function of the gestational age (in weeks of pregnancy) is shown. The statistically significant linear regression function is shown as a dotted grey line and its correlation coefficient R$^2$ and p-value are given.

Figure 5.3 – The concentration of tHb in µmol/l in the tissue of the uterine cervix as a function of the gestational age (in weeks of pregnancy) is shown. The statistically significant linear regression function is shown in as a dotted grey line and its correlation coefficient R$^2$ and p-value are given.
Figure 5.4 – The relative water content (H$_2$O in %) in the tissue of the uterine cervix as a function of the gestational age (in weeks of pregnancy) is shown. The statistically not significant linear regression function is shown as a dotted grey line and its correlation coefficient R$^2$ and p-value are given.

Figure 5.5 – The SP in cm$^{-1}$ in the tissue of the uterine cervix as a function of the gestational age (in weeks of pregnancy) is shown. The statistically significant polynomial regression function is shown in as a dotted grey line and its correlation coefficient R$^2$ and p-value are given.
Discussion

The uterine cervix challenges several opposing purposes: on one hand it has to form a slim tunnel to allow the sperms to pass into the uterus and on the other hand it has to be closed to protect the pregnancy from ascending infections and preterm delivery. At the end of the pregnancy the cervix is softening and has to form a ten centimeter wide opening to allow the fetus to pass through the birth channel. Consequently, the human uterine cervix is a complex tissue, which is capable of adapting to these various situations. It is composed of an extracellular matrix consisting predominantly of collagen (about 70% type I collagen) with elastin and proteoglycans, and a cellular component consisting of smooth muscle and fibroblasts, epithelium, and blood vessels (Ludmir and Sehdev 2000, Schlembach et al. 2009). Hormones regulate cervical consistence to preserve the pregnancy and ultimately to induce cervical ripening for delivery (Leppert 1995).

This study employed FD-NIRS, a modern technology to measure optical properties of the human uterine cervix in volunteers scheduled for routine controls during regular pregnancies. We thus aim to provide new insights into the physiological changes of the uterine cervix during pregnancy. Absolute values of the present study are in reasonable agreement with previously published data from not pregnant patients and from pregnant patients scheduled for abortion (Baños et al. 2007, Matzinger et al. 2009). Not surprisingly, HHb, O$_2$Hb and tHb values of not pregnant uterine cervices were lower than those for pregnant women. In not pregnant patients, HHb of the uterine cervix was 16.0 µmol/l (Matzinger et al. 2009). HHb was 20.4 µmol/l in patients scheduled for abortion (Baños et al. 2007) and 23.6 µmol/l in the first trimester of the present study. This good consistency with previous results indicates the reliability of the method.

As expected, O$_2$Hb and tHb of the uterine cervix increased continuously over time during a regular pregnancy (Figures 5.2 and 5.3). This represents the dramatic increase of the uterine perfusion during the pregnancy to provide a sufficient supply for the growing fetus. The growing fetus is increasingly building up pressure on the uterine cervix. The cervix, in turn, has to withstand this pressure to prevent a preterm dilation of the birth channel by increasing the levels of total sulphated glycosaminoglycans, hyaluronic acid, and collagen solubility (Myers et al. 2009).

Scattering of light is a boundary phenomenon. Photons propagating in tissues are deflected as they experience changes in the index of refraction at boundaries, such as cellular membranes or extracellular matrix proteins (i.e. mainly collagen). This is the reason for the scattering of light. The SP is negatively correlated with the size of the scatterer. In our measurements SP significantly decreased as a function of the gestational age (Fig. 5.5). In part, this may be explained by the increasing size of cervical cells that is very likely to occur as the uterus grows during the pregnancy. To maintain structural integrity and avoid preterm cervical ripening the cellular synthesis of proteins has to be activated, requiring more and bigger cellular organelles and structures. In addition, collagen fibers are aligned, increase in size with reduced collagenolytic activity and an increase of insoluble collagen concentration. This is well reflected in Fig. 5.5 of the present study. The SP showed a substantial decrease as a function of the gestational age. In addition, we found a slight but not significant decrease in water content that may be explained by the increased collagen concentration. During cervical ripening, in contrast, the concen-
tration of collagen changes from the insoluble to the more soluble form by an increase in collagenolytic activity during cervical ripening. The collagen is dispersed and remodeled with a net loss in collagen fiber alignment and a decrease in fiber length (Schlembach et al. 2009, Leppert 1995, Myers et al. 2009, Myers et al. 2008). This shift was observed in our previous study on drug-induced cervical ripening (Baños et al. 2007), which resulted in a significant increase in SP.

One major clinical aim in obstetrics is the identification of women at risk of preterm delivery. The current state of labor monitoring is highly subjective and no currently used method has been successful at predicting preterm delivery so far.

Bimanual vaginal and transvaginal ultrasonographic assessment of the uterine cervix as well as the determination of fetal fibronectin (FFN) have emerged as the major clinical predictors of preterm birth (Leitich and Kaider 2003).

Advances have been made in measuring the length of the uterine cervix by transvaginal ultrasound (Berghella et al. 2009, Volumenie et al. 2004). Furthermore, the tissue specific mean grey scale value of the cervix determined by quantitative ultrasound has been shown to be a better predictor for preterm birth than cervical length measurements (Tekesin et al. 2005). Our data may, in part, clarify the grey level analysis, which reflects cervical tissue composition. The combination of transvaginal sonography with its capability to measure the cervical length, grey scale and perfusion may reveal additional information when combined with FD-NIRS.

A cervicotonometer to measure cervical distensibility showed significantly elevated distensibility in women who had a preterm delivery (Cabrol et al. 1991, Mazza et al. 2006) and may be able to detect early changes associated with pathologic conditions. Another non-invasive method, a 'Collascope', to measure the decrease in collagen content has been developed (Maul, Saade and Garfield 2005, Maul, Olson, Fittkow, Saade and Garfield 2003), where fluorescence of the cervical collagen is determined. The correlation between gestational age and cervical tissue collagen content is high and the clinical evaluation is still in progress. A combination of absorption, scattering and fluorescence may deepen our insight into cervical physiology in pregnancy.

Uterine electro-myography acquires uterine electrical signals taken non-invasively from the abdominal surface (Garfield et al. 2002, Garfield et al. 2005) and may predict labor and subsequent delivery.

A biochemical approach for the assessment of the cervix requires cervical biopsies and cannot be used in practice. An indirect approach is the measurement of biomarkers involved in cervical ripening. Among many markers evaluated, FFN is an effective short-term marker of preterm delivery (Leitich and Kaider 2003, Vogel et al. 2005) and may be part of a 'multiple marker' approach (Simhan 2005).

There are two main limitations of the present study. First, since this study was designed as a feasibility study, the number of subjects included is low. Second, the positioning of the probe on the uterine cervix of a pregnant woman using the speculum although technically straightforward, leads to discomfort for the patient. It was not easy for the volunteers to remain motionless, which led to some movement artifacts in the measurements. Such artifacts can be detected and discarded by looking at the fit errors. On the other hand, the probe design will be improved in the future to increase comfort for the patient.
Conclusion

Our encouraging results indicate that FD-NIRS is a promising diagnostic tool to measure cervical $O_2$Hb, HHb, tHb and water, representing perfusion. In combination with the scattering properties, FD-NIRS provides useful information on the status of the cervix and its ripening. The potential benefits of FD-NIRS include a better understanding of physiology and biochemistry of the uterine cervix during pregnancy as well as cervical ripening and eventually a prediction of preterm labor.

In the present feasibility study we measured the optical properties of the uterine cervix during regular pregnancies. These normal values will be compared to the data of patients at risk for preterm delivery in the future. We propose to apply this technology to assess the cervix for the prediction of preterm labor or for distinguishing between true and false labor. In our ongoing studies we investigate the uterine cervix in pregnancies at risk for preterm delivery to determine the ability of FD-NIRS to predict preterm labor. In addition, FD-NIRS together with the collascope may be combined with ultrasound measurements of the cervical length to predict preterm delivery.
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Conclusion and Outlook

The ability of NIRI to non-invasively assess various parameters such as the $\mu_a$ and $\mu'_s$ of tissue, changes in hemoglobin, water and fat content, the oxygenation of tissue and functional brain activation, make NIRI a promising technique in a broad field of applications. This thesis describes two projects: i) assessing potential effects of UMTS-EMF on blood circulation in the human head and ii) monitoring structural and compositional changes of the human cervix during normal pregnancies. To achieve these aims, the commercially available instruments were modified according to the study requirements. Then measurements were performed, the data analysis was improved and applied and the appropriate statistics carried out.

Potential effects of electromagnetic fields on blood circulation in the human head

The implementation of the switch16 mode for the multi-distance instrument ISS Oxiplex®, which can be activated by a dip-switch on the backside of the instrument, quadrupled the number of available light paths and enabled to obtain spatial resolution with the novel NIRI sensors, Imager16 and Imager4MRT (section 2.1).

The characterization of the novel sensors in terms of horizontal and depth resolution showed good resolution in the horizontal plane, but a non linear depth resolution over the probed volume (section 2.2). The object is usually projected closer to the surface and the reconstructed amplitude of $\Delta \mu_a$ depends highly on the position of an object with respect to source and detector positions. If the number of light paths which penetrate an object is increased, the position of the object can be reconstructed more accurately. Testing different methods for their ability to distinguish superficial from deep changes showed that the results obtained with the modified Lambert-Beer law are the most reliable in both phantom and in-vivo measurements (section 2.3). Obtaining absolute quantification of absorption changes is still an important research issue in NIRI and DOI. Indeed, absolute quantification and the uniformity of the sensor sensitivity is better for dense imaging arrays (Zeff et al. 2007) and it can further be improved by incorporating subject-specific head models in photon transport modeling. However dense imaging arrays require custom-built instruments and subject-specific head models cost-intensive MR scanner time.

Quantitative phantom and in-vivo functional measurements showed that the Imager4MRT is suitable for NIRI measurements simultaneously to MRI scanning. This opens a wide range of multi-modal applications, which have the potential to benefit both modalities. Anatomical MR images can be incorporated as subject-specific head models in the photon transport modeling to improve quality and accuracy of NIRI. The hemodynamic param-
eters measured with NIRI provide additional information for the hemodynamic forward model used in fMRI for the analysis of effective connectivity with DCM (Friston, Har-ison and Penny 2003).

A novel motion artifact reduction algorithm (MARA) was developed within the scope of the UMTS exposure study and has proven to be an efficient method to reduce movement artifacts in NIRI data (section 4.1). In the future, the algorithm can be expanded to apply other than spline interpolation methods and statistical methods can be incorporated to predict the signal characteristics within the MA-afflicted segments.

Within an exploratory study (section 4.2), no significant short-term effect of intermittent UMTS-EMF (maximum peak SAR-value of 1.8 W/kg) on blood circulation was found for any signal type or exposure position. This signal type downlink and exposure position T3 were applied in the main study because this configuration showed the most pronounced (yet not significant) change in the measurables due to EMF. A homogeneous study population (young, non-smoking, healthy men) was chosen for the main study. Small significant short-term effects on \([\text{O}_2\text{Hb}]\) and \([\text{tHb}]\) for low dose (0.18 W/kg) were found, medium-term effects on \([\text{HHb}]\) for low and high dose (1.8 W/kg) and medium-term effects on HR for the high dose.

The amplitude of the short-term effects found were relatively small (≈17%) compared to the amplitude of changes related to normal functional activation. In addition, the difference in the medium-term heart rate of +1.84 bpm was also small when comparing it to changes elicited by physical activity or by stress. However, the results must be interpreted carefully and we suggest that a replication study should be performed as effects of EMF exposure are a controversial subject and premature conclusions of results may cause confusion in the general public. The research of intermittent EMF exposure should also be applied to other study populations.

Since the mechanisms of interaction are not known, translating the scientific results to health implications is not possible. But considering the small effect size and the state of knowledge, a negative impact on human health is unlikely, but cannot be excluded. Since the effects were found in a healthy male population, no conclusions about the whole population can be drawn.

Although the measured effects are small, they indicate that there may be an effect of intermittent UMTS-EMF exposure, which justifies that intermittent EMF exposure receives more scientific attention in the future.

The inertness of NIRI to EMF makes it an excellent tool to study immediate effects of intermittent EMF. The modified NIRI instrument and flexible exposure setup are suitable to be used in several future applications such as the investigation of potential effects of EMFs at various frequencies on blood circulation and the hemodynamic response to neuronal activation.
Monitoring of structural and compositional changes of the uterine cervix

The ISS Imagent® was modified to operate as a multi-frequency instrument and the spectral range of the instrument was enhanced to enable, in principle, the determination of $O_2Hb$, $HHb$, $tHb$, water and lipid concentration. Validation measurements of our instrument showed that it is feasible to determine reliable and accurate measures for $tHb$ and water concentration, but not for lipid (section 3). The implementation of the multi-frequency setup with a single distance enables measurements on small tissue structures, such as the cervix and can be used in future applications for the tongue, hand or foot. But to be able to determine the lipid component as well, absorption and scattering spectra of different human lipids must be available.

The results of the cervix study (section 5) showed a significant increase in $[O_2Hb]$ and $[tHb]$ from the second to the third trimester, which may be explained by the large increase of the uterine perfusion which guarantees a sufficient supply for the growing fetus. No significant changes were observed for $StO_2$, $[H_2O]$ and $[HHb]$. The SP decreased significantly between the first and second trimester, which indicates an increase in the size of scatter particles. This may be explained by an increasing size and number of cervical cells and the consolidation and alignment of collagen (Ludmir and Sehdev 2000).

Although, strong movement artifacts were present in NIRS data, we have shown that structural and compositional changes in the uterine cervix during normal pregnancy are correlated to changes of the optical signal. To further reduce data variability and the amount of movement artifacts a pressure feedback should be integrated in the optical sensor. This will provide a better control for the clinicians and guarantees constant light coupling over the whole measurement duration.

The values for normal pregnancies will be compared to pregnancies at risk for preterm labor in an ongoing study. This comparison will determine the ability of FD-NIRS to predict preterm labor. To enhance the diagnostic value, several methods can also be combined: due to their similarity with respect to the design of the vaginal probe, the collascope and the cervical length measurement using ultrasound can be combined with FD-NIRS in the future.
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