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Hydra: An Accelerator for Real-Time Edge-Aware Permeability Filtering in 65nm CMOS

M. Eggimann†, C. Gloor‡, F. Scheidegger†, L. Cavigelli†, M. Schaffner†, A. Smolic‡, L. Benini†

†ETH Zurich, Integrated Systems Lab IIS, Zurich, Switzerland  ‡Trinity College, Dublin, Ireland

Abstract—Many modern video processing pipelines rely on edge-aware (EA) filtering methods. However, recent high-quality methods are challenging to run in real-time on embedded hardware due to their computational load. To this end, we propose an area-efficient and real-time capable hardware implementation of a high quality EA method. In particular, we focus on the recently proposed permeability filter (PF) that delivers promising quality and performance in the domains of high dynamic range (HDR) tone mapping, disparity and optical flow estimation. We present an efficient hardware accelerator that implements a tiled variant of the PF with low on-chip memory requirements and a significantly reduced external memory bandwidth (6.4 × w.r.t. the non-tiled PF). The design has been taped out in 65 nm CMOS technology, is able to filter 720p grayscale video at 24.8 Hz and achieves a high compute density of 6.7 GFLOPS/mm² (12× higher than embedded GPUs when scaled to the same technology node). The low area and bandwidth requirements make the PF an ideal candidate for high-quality filtering in real-time. The PF has been designed to converge to results similar to the high-quality WLS filter, but with significantly lower computational effort [13]. Permeabilities measure the similarity between pixels and may hold other features like sparse optical flow vectors or disparity data. In a first step, the PF algorithm extracts filtering coefficients for the horizontal and vertical filter passes. The PF is defined as a 1D operation over a single row/column in the image as follows:

\[ J_p^{(k+1)} = \lambda \cdot A - J_p^{(k)} + \sum_{q=1}^{n} H_{pq} J_q^{(k)}, \]

where \( A \) holds the data channel to be filtered, \( J^{(0)} = A \), \( \lambda \) is a bias parameter towards the original data to reduce halo artifacts and \( n \) denotes the length of the current row/column to be filtered. To generalize the PF into two dimensions, we iteratively apply (1) on each row (called X-Pass) and column (called Y-Pass). Typical applications considered in this work (HDR tone-mapping [12], filtering of optical flow data [13]) apply \( K = 4 \) XY-passes to the entire frame. Reformulating Equation (1) enables an efficient 1D scanline evaluation [11], [13]. Each X-Pass and Y-Pass is decomposed...
into a forward and backward recursion. The forward recursion \( F_i \) with normalization weight \( F_i \) is given by:

\[
F_p = \pi_{p-1}(F_{p-1} + J_p^{(k)}), \quad F_{\hat{p}} = \pi_{p-1}(F_{p-1} + 1.0), \quad (2)
\]

and a backward recursion \( B_p \) with normalization weight \( B_{\hat{p}} \):

\[
B_{p-1} = \pi_{p-1}(B_p + J_p^{(k)}), \quad B_{\hat{p}-1} = \pi_{p-1}(B_p + 1.0). \quad (3)
\]

The \( \pi \) map in Equations (2) and (3) is either \( \pi^X \) or \( \pi^Y \) depending on the filtering direction. The initial values of the recursions are set to zero. Finally, the resulting filter output can be computed on-the-fly during the backward recursion by

\[
J^{(k+1)} = \frac{F_p + J_p^{(k)} + B_p + \lambda(A_p - J_p^{(k)})}{F_{\hat{p}} + 1.0 + B_{\hat{p}}}. \quad (4)
\]

Hence, one PF iteration comprises a forward/backward recursion in x-direction, followed by a forward/backward recursion in y-direction, as illustrated in Fig. 1a.

A. Image Tiling

Since the PF alternates operating on rows and columns, the complete frame must be kept in the working memory. When applying the PF globally to one data channel \( A \) of a 720p frame \((h = 720 \text{ and } w = 1280)\) with a word width of \( b = 24 \text{ bit} \) (see Sec. II-B for an evaluation) the required working memory amounts to \( 4 \cdot w \cdot h \cdot b \approx 88.5 \text{ Mbit} \) to hold the two permeability maps, \( A \) and \( J^{(k)} \) (without intermediate storage for \( F, \hat{F} \)). Since we are considering a co-processor scenario, such a large memory is undesirable to be implemented on-chip, and hence requires off-chip memory. However, this results in a large off-chip memory bandwidth of \( 11 \cdot K \cdot 2 \cdot w \cdot h \cdot b \cdot \theta \approx 6.09 \text{ GB/s} \) for \( K = 4 \) filter iterations and a throughput of \( \theta = 25 \text{ fps} \), which is not desirable. To this end, we propose a localized version of the PF, which operates on local square tiles as illustrated in Fig. 1b. To reduce tiling artifacts, we employ linear blending of neighboring tiles. By evaluating different overlap configurations, we found that overlapping tiles by 2/3 provides the best visual quality (see Fig. 2). With that configuration, nine different tiles contribute to result pixels. To minimize the memory requirements, we employ a ‘snake’ scan order (illustrated in Fig. 1c) to be able to reuse intermediate results for blending. Fig. 4 shows on-chip SRAM requirements caused by different tile sizes.

A larger tile size is desirable to better approximate the global filter behavior. The following considerations restrict the choice of the tile size: tiles should overlap by 2/3 edge lengths, the length must be divisible by three, and computing the linear weights for the final merging step is simplified when the length is divisible by a power of two. This results in a preferred tile size of \( 3 \cdot 2^i \times 3 \cdot 2^i \). We choose a tile size of \( 48 \times 48 \) pixels, of which \( 32 \times 48 \) pixels overlap the neighboring tiles on each side. Using this tiling approach, the PF can be reformulated to Alg. 1, which can be implemented with only \( 4 \cdot 48^2 \cdot b \approx 27.6 \text{ kB} \) SRAM storage to hold one tile. Further, the external bandwidth, comprising the input data \( A, \pi^X, \pi^Y \), the filter output \( J^{(k)} \), and the partially blended tiles, reduces by \( 6.4 \times \) to only \( 950 \text{ MB/s} \).

Algorithm 1 Scanline Permeability Filter

\[
\text{for all Tiles do}
\begin{align*}
\text{for 1: (2 \times k) do} & \\
\text{Initialize recursions.} & \quad \triangleright \text{Eq. (2)} \\
\text{Evaluate forward recursion.} & \quad \triangleright \text{Eq. (3)} \\
\text{Evaluate backward recursion.} & \quad \triangleright \text{Eq. (4)}
\end{align*}
\text{end for for all Rows do}
\begin{align*}
\text{Compute filter output.} & \\
\text{Transpose tile.} & \quad \triangleright \text{Fig. 1b.}
\end{align*}
\text{end for}
\begin{align*}
\text{Blend overlapping tiles (linear profile).} & \quad \triangleright \text{Fig. 1b.}
\end{align*}
\text{end for}
\]

B. Numerical Precision

One use-case of the PF algorithm is to regularize sparse feature maps (e.g., optical flow vectors) and convert them to a dense representation. This operation requires high precision and dynamic that is difficult to handle with fixed-point arithmetic. On the other hand, single precision FP with full IEEE-754 support (denormals, NaN, etc) is not needed for this application. Fig. 5 shows an evaluation of different FP formats for dense image data, as well as for the optical-flow estimation procedure [13] that operates on sparse velocity data. Result quality is measured w.r.t. a double precision baseline with the peak signal to noise (PSNR) measure in the case of dense data, and with the average endpoint error (AEE) measure for sparse flow data. Exponents with 5 bit and below often lead to underflows for both data types and were hence not further considered. We chose to employ a 24 bit FP format (FP24) with 6 exponent and 17 mantissa bits in order to align the format to byte boundaries (a byte aligned 16 bit FP format would have led to unacceptable quality losses for both dense and sparse data). This leads to a negligible implementation loss below 2E-4 AEE for sparse flow data, and over 90 dB PSNR for dense image data.
III. ARCHITECTURE

Fig. 3a shows the proposed TPF architecture consisting of input buffer, filter cluster and merger. The tiles of the current frame are streamed through the input buffer into the filter cluster that operates on one 48×48 tile at a time. The input buffer aggregates the input such that it can be bursted into the filter cluster together with the last y-pass of the currently processed tile. I.e., the computation of the last y-pass is effectively overlapped with the data transfers that replace the now obsolete data in the two-port tile memories. During the last y-pass, the filter output is streamed into the merger unit that fuses the overlapping tile areas and finally outputs the results. The architecture implements the tiled PF with a fixed number of $K = 4$ iterations, and is parameterized to process monochromatic images with 720p resolution in real-time. However, the same design can be scaled to higher resolutions and multiple channels by deploying more parallel filter units (FUs). By minimizing the bandwidth to external memory, we maximize energy efficiency and facilitate integration into a larger system (e.g., as a filter accelerator in a mobile SoC).

A. Filter Cluster

Due to the filter feedback loop, FP24 units should operate at single cycle latency to achieve high utilization (Sec. III-B). Core frequencies up to 300 MHz achieve single cycle operation. Henceforth, we assume the limiting frequency of 300 MHz in the following throughput calculations. The 1D PF requires a single FP division per pixel. One 720p frame is split into 3354 tiles. Each pixel in a single tile is processed 8 times (4 iterations with 1 horizontal and 1 vertical pass each). In order to achieve a throughput of 25 fps, we need $25 \times 3354 \times 48^2 \times 8 \approx 1.55 \cdot 10^9$ FP divisions per seconds. Since the divisions are only performed during the backward recursion, we need at least $2 \times 1.55 \text{ GFLOPS}/300 \text{ MHz} \approx 10$ FP dividers to run in parallel. The proposed architecture hence contains 12 parallel FUs. As described in the forthcoming sections, we employ pipeline interleaving and an optimized SRAM interleaving pattern to achieve a high utilization rate of 99.9% for FP multipliers and adders (49.9% utilization rate for the FP dividers), that is required to achieve the targeted throughput without further datapath replication.

B. Pipeline Interleaving

Fig. 6a shows part of the datapath inside the FUs. Due to the long combinational path through the FP adder and multiplier, timing closure can not be achieved at the target frequency of 300 MHz. The insertion of a pipeline register as in Fig. 6b improves the timing, but the feedback path from the multiplier back to the adder leads to a different functional behavior if the additional latency is not accounted for. To this end, a technique called pipeline interleaving is used [18]. Instead of processing a single row or column of the tile at a time, each FU simultaneously processes two lines in an interleaved manner. As can be seen in Fig. 7a, the next pixel from an even row enters the FU in odd cycles, and the next pixel from the neighboring odd row enters the FU in odd cycles. With the additional pipeline stage the propagation delay of the critical path in the FUs can be reduced to 3ns.

C. Data Access Pattern

The proposed architecture provides simultaneous access to currently processed pixels in all operation modes and avoids filter pipeline stalls. To load twelve pixels in parallel, at least one memory block per filter block is required. Storing full rows of the tile in different memory blocks allows parallel access to the pixels during the horizontal pass but prevents simultaneous processing of the first pixels in the vertical pass since all the pixels of the first row reside in the same memory block. Instead, we employ an access pattern that subdivides...
the tile into squares of $2 \times 2$ pixels denoted as $s_{i,j}$. The rule $m(s_{i,j}) = \text{mod} (i + j, 120)$ assigns squares to memory blocks $\in \{0, ..., 11\}$. The square size of 2 pixels is motivated due to the pipeline interleaving and reduces the complexity of the address and memory index calculation units. The resulting checkerboard-like pattern is visualized in Fig. 7.

### D. Cyclic Permutation of Pixel Locations

The proposed architecture tiles frames such that every two adjacent tiles overlap by 2/3, as explained in Sec. II-A. The tile size of $48 \times 48$ pixels implies – with the exception of the first tile of a frame – that $16 \times 48$ pixels (or $48 \times 16$ in the case of switching rows) need to be replaced. Reusing the remaining pixels reduces the input bandwidth. To maximize throughput, new pixels are stored where the now obsolete pixels were located in memory without reordering them. Since the individual tiles overlap by exactly $2/3$ the tile is subdivided into squares of $16 \times 16$ pixels (visualized in Fig. 7). The rows and columns of this $3 \times 3$ grid undergo a cyclic permutation that results in 9 different fragmentation states. The filter cluster and the merger keep track of the fragmentation state and transform the addresses accordingly. This approach increases the complexity of the address calculation but minimizes pipeline stalls in the filter cluster and allows 2/3 of the tiled pixels to remain in the SRAMs when stepping to the next tile.

### IV. IMPLEMENTATION & RESULTS

Our chip named HYDRA (depicted in Fig. 8) implements the proposed architecture and was fabricated in 65 nm CMOS technology. The design has been synthesised with Synopsys DC 2016.03 and P&R has been performed with Cadence Innovus 16.1. The total design complexity is 1.3 MGE of which 43% is occupied by the 52 SRAMs. HYDRA supports at-runtime configuration of the filter parameters and arbitrary video resolutions (with real-time performance up to 720p at 1.2 V). It also features a high FP24 compute density of 6.7 GFLOPS/mm². When scaled to 16 nm, this would amount to 89 GFLOPS/mm², which is around 12× higher than in modern mobile GPUs manufactured in 16 nm. For instance, the NVIDIA Tegra X2 provides a theoretical peak throughput of 750 GFLOPS [19], and with an assumed silicon area of 100 mm² for the GPU subsystem, this results in only 7.5 GFLOPS/mm². In terms of external memory bandwidth, HYDRA requires 950 MB/s. This amounts to only 7.4% of the total bandwidth provided by a LPDDR4-1600 64 bit memory channel, which makes our design an ideal candidate for inclusion within a specialized domain accelerator in a SoC.

Tbl. I compares the key figures of HYDRA with two related accelerators [16], [17]. Note, that these designs implement simpler EA filters (BF/GF variants) with fixed point arithmetic since they have been developed to process dense, 8 bit standard dynamic range (SDR) data occurring in applications like flash denoising [17]. Our design is the only one that reports measured data, and it has been designed to support much more challenging HDR images and sparse optical flow data, which requires accurate arithmetic with high dynamic range (Sec. II-B). The PF provides better filtering quality than the GF and BF since it does not suffer from halo artifacts [12].

### V. CONCLUSIONS

We present HYDRA, a compact and efficient accelerator for high-quality, permeability-based EA filtering in real-time. The accelerator employs a novel, tiled variant of the PF that significantly reduces the required on-chip memory and off-chip bandwidth compared to a non-tiled PF implementation. HYDRA is parameterized to deliver a throughput of 25 fps for monochromatic 720p video and provides significantly higher compute density than recent mobile GPUs. Our design is scalable to higher resolutions by increasing the amount of parallel FUs, and by employing higher-order pipeline interleaving to increase the operating frequency. Integrated into a SoC, the presented accelerator could act as a highly accurate and area-efficient co-processor for video processing applications.
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