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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 

Procedia CIRP 77 (2018) 1–17

2212-8271 © 2018 The Authors.  Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
Selection and peer-review under responsibility of the International Scientific Committee of the 8th CIRP Conference on High Performance Cutting 
(HPC 2018).
10.1016/j.procir.2018.08.194

© 2018 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
Selection and peer-review under responsibility of the International Scientific Committee of the 8th CIRP Conference  
on High Performance Cutting (HPC 2018).

 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000  1 

8th CIRP Conference on High Performance Cutting (HPC 2018) 

Dawn of new machining concepts: 

Compensated, intelligent, bioinspired 

 

Konrad Wegenera Thomas Gittlerb, Lukas Weissb 
a Institute of Machine Tools and Manufacturing (IWF), ETH Zürich, Switzerland 

b inspire AG, Zürich, Switzerland  

* Corresponding author. Tel.: +41 44 632 2419; fax +41 44 632 11 25. E-mail address: wegener@iwf.mavt.ethz.ch 

Abstract 

The impact of Industrie 4.0 onto machine tools is significant, despite the fact, that quite some of the novelties discussed 
within this new paradigm have their roots decades earlier. But especially the concerted action, which strives the development 
of sensors, controls, data processing together with connectivity, unprecedented data integration and the notion of cyber 
physical production systems open up new development lines towards manufacturing systems as enablers for the progress in 
manufacturing. Highly developed compensation concepts are developing into state depending AI-supported strategies. 
Maintenance becomes predictive, as learning of machines becomes global and model based. Further inspirations taken from 
biological systems are adopted for machining centres and drive a biological transformation of manufacturing machines. 
Machine intelligence becomes the basis for executing manufacturing processes, which requires a close integration of process 
intelligence (CAM-systems) and machine controls.   
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1. Introduction  

In the past 10 years it became obvious, that 
manufacturing provides the basis for a stable 
society. 20% of GDP as industrial production or 
25% as production of tangible goods seems to be 
the basis of wealth even in a service oriented 
society. In the end, all thoughts of engineers have 
one unique dedication, namely to provide products 
to fulfill requirements of mankind. Therefore, it is 
not only money, that makes the world go round, but 
production machinery. The modern world is 
populated by about a new value of 350 billion $ of 
CNC driven machine tools, which is approximately 
2.5 million CNC machines. As shown in Figure 1 
each year a value of 50 to 60 million CNC 
machines is added, still increasing the population of 
CNC machines, because some of them replace non-
counted non-CNC machines. Approximately 2/3 of 
them are cutting machines.  

In 1951, the CNC control has already been 
invented, being one of the most groundbreaking 
developments in production machines, but the 

transition is still on its way. According to [47] from 
2018 to 2025 the population of CNC machines in 
Europe will increase from 700’000 to 800’000, 
while non CNC-machines will strongly decrease in 
number. Since then the overall increase in 
productivity, which according to [58] is 
approximately 2 to 3% per year is basically 
supported by an incredible amount of ameliorations 
and better exploitation of the technology. Just as an 
example: a tool segment for the tire industry 
produced on one of the old punchtape based 
machines would require 1000 kg of punchtape, 
which moves this production clearly in the vicinity 
of technical overkill at that times. Figure 2 shows 
for a gear grinding machine the overall increase in 
productivity over the years, driven by enhanced 
process technology, enhanced tools, machine tool 
development being capable to withstand higher 
forces and vibration excitation, faster controls, 
more powerful drives, sensory, and better 
automation. Naturally also set point generation has 
largely enabled higher cutting speeds and it can be 
estimated that in case of more reliable cutting 
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CNC machines, because some of them replace non-
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transition is still on its way. According to [47] from 
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productivity, which according to [58] is 
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example: a tool segment for the tire industry 
produced on one of the old punchtape based 
machines would require 1000 kg of punchtape, 
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of technical overkill at that times. Figure 2 shows 
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materials and better tool benign tool paths a 
reduction of production time in the two-digit 
percent range can be achieved. Within CIM in the 
80s and 90s an attempt was made to automatize the 
strategy planning, an intelligence or experience 
requiring act within the process chain of cutting. 
This was not successful due to limited 
computational power and economic interests. In the 
meantime, additive manufacturing still in the stage 
of rapid prototyping showed the possibility to start 
manufacturing only a few minutes after the 
workpiece geometry has been provided, which 
takes hours in case of cutting. To face the truth, 
produced parts in rapid prototyping lack several 
industrial requirements indispensable in the mature 
cutting technology. But the discussion on the notion 
of a “five-minute-machine”, requiring machine 
intelligence has been implanted. 

Compensation, as kinematic, thermal 
gravitational or dynamic compensation is one of the 
achievements in recent times towards accuracy, 
reliability and robustness. The physical modelling 
behind are highly complicated, if they take into 
account all the essential influential effects within a 
machine tool. Models in use and scientific 
discussion spread from physical to 
phenomenological approaches, and in this range 
from complex and nearly unmasterable to simple 
while vice versa the parameter identification effort 
ranges from simple to awfully huge. Self-learning 
approaches based on some model seem to be the 
suitable work around for dilemmas like this. 

Obviously, the human ability to take up pieces of 
information, store and combine them and take 
decisions on the basis of information from different 
times and environments is valuable in those cases 
of complicated and even complex behavior. Also 
other capabilities of biological systems besides 
cognition, learning capabilities and intelligence are 
highly desirable for machine tools and deserve 
research, such as machine autonomy, abundance of 
sensors, sensor fusion and redundancy, swarm 
intelligence and fleet learning, strong reliance 
optical image recognition, self-healing or wear and 
failure compensation and also teaching competence. 
Bio inspired structures are topics already introduced 
at least on the scientific level into machine tools as 
demonstrated in [41], which is insofar a fairly weak 
approach, as the condition of manufacturability 
needs to be taken into consideration, which today is 
only done by intuition of some designer. But for 
sufficient development of additive manufacturing 
for large structures a really topology optimized 
lightweight structure can be realized. Bio inspired 
functional surfaces for machine tools suffer from 
the fact, that these structures are extremely 
vulnerable and their lifetime is strongly limited. 
Biological systems always come up with self-
healing capabilities, restoring the fine surface 

structures. Therefore, the capability for self-healing 
opens new potentials in very different aspects from 
tool sharpening to play filling, but is still in its 
infancy.   

 

 

Figure 1: Increase of the machine tool population over time [60] 

 

Figure 2: Reduction of manufacturing times (Courtesy 
Reishauer) [56] 

2. Compensation  

2.1. General remarks  

Driven by accuracy requirements of machine 
tool applications the expenses for the mechanical 
improvements of machines by mechanical means 
are becoming more and more expensive. This 
requires a paradigm change which was attempted in 
several waves starting decades ago, namely to 
charge the control system with compensating for 
erroneous movements of the machine. These are 
always due to the fact, that positioning and position 
measurement of machine tool axes takes place far 
away from the TCP which shall be controlled and 
between those two the machine mechanics with its 
physically given insufficiency reigns.  Several 
aspects today justify independent of earlier failures 
a reconsideration of this topic: 

1.) A consequent design for compensation 
declaring repeatability as the highest 
principle has not yet been attempted 
[57]. 

2.)  IT-technology of today offers drastically 
increased computational performance, 
especially if intensive number crunching 
required by the modelling approach is 
performed on the GPU (Graphical 
Processor Unit). Thus real time delivery 
of new compensation values becomes 
achievable. 
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3.) Huge investments of manpower have 
enriched the world with model order 
reduction algorithms of high and 
predictable precision as for instance 
demonstrated by [49]. 

4.) Meta-modelling allows fast provision of 
new compensation values. Meta models 
also can be adapted on the fly to cope 
with changing machine and machining 
conditions. They are a preferred entry 
point of self-learning algorithms.   

Compensation is done according to [57] to 
correct erroneous behaviour of the machine tool out 
of different reasons: 

- Inaccurate kinematics 
- Gravity of moving parts  
- Dynamical deflection due to inertial effects 

as intalk, crosstalk, coupling forces 
- Thermal displacements 
- Wear status 
While dynamical compensation needs extremely 
fast reaction or feed forward with the help of 
models, the other compensations are not 
requiring that high dynamics or are even static. 
Compensation requires models of the machine 
tool and / or the process, in order to take effects 
into account, that happen during the long life 
time of a machine, those models become 
extremely complicated and complex, self-
adaptability and machine learning become of 
crucial importance as will be shown in chapter 3.   

2.2. Thermal compensation  

 

 

Figure 3: Mechatronic concept of thermal compensation and 

morphological box [57]. 

As stated by Mayr et al. [35], thermal errors are 
by far the most prominent source of manufacturing 

errors, and because thermal compensation has less 
time restrictions and thus really becomes 
industrially viable, it is elaborated to more detail. 
The standard means to cope with thermal 
elongations in high precision machining is to create 
a thermally stable environment by air conditioning 
of the shop floor and by run in to get a stable 
distortion or tempering the machine to mitigate 
thermal gradients. The energy consumption of 
machine tools is under discussion for over one 
decade, and becomes more and more suspiciously 
observed. With the aspect of knowledge based 
machining the modern approach is to go for a 
thermal compensation, where the machine tool axes 
execute the error corrections without any utilization 
of further power as in the cooling and air 
conditioning approach. Thus, not only from the 
accuracy perspectives, but also from the energy 
efficiency perspective, there is no way around 
thermal compensation. Figure 3 shows different 
ways how to setup a thermal compensation action 
chain. Knowledge basis is the model which takes 
up data from the basic system by sensors and 
changes with the basic system with the help of 
actuators. Everything that supplies information to 
the compensation intelligence is considered as 
sensor. This can be displacement measurements, 
thermal measurements and also the CNC program 
is considered as a sensor. Actors can be a chiller, 
the machine axes as well as auxiliary positioning 
devices. From top to bottom the models become 
less physical, which on practical basis means that 
its modelling complexity as well as the computation 
time is reduced to become more and more real time 
capable. This needs to be then counterbalanced by 
measured parameters displaying the complexity of 
the system and thus the calibration effort needed to 
setup the model in the beginning is increasing from 
top to bottom.  

 

Figure 4: Procedure of phenomenological modelling, calibration 

and compensation [57]. 

 Figure 4 displays the procedure for 
phenomenological modelling with sensor input 
from the CNC program. As basic system the rotary 
axes block of a 5-axis milling machine is used. As 
phenomenological model a fairly crude 
representation of the physics of thermal behaviour 
is used, keeping only the history dependency of 
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the fact, that these structures are extremely 
vulnerable and their lifetime is strongly limited. 
Biological systems always come up with self-
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errors on the movements of the machine as 
physically correct representation. Similar modelling 
has been presented e.g. by Mayr et al. [34], Yang 
and Ni [64] and Brecher et al. [7]. This gives a 
system of first order differential equations as shown 
in Figure 4 for the location error vector �  of the 
rotation axes depending on the vector of thermal 
inputs �  which contains the power inputs of the 
axes, environmental temperatures etc.. All the 
elements of the matrices ��, �� and vector �� need 
to be then identified during a calibration cycle.   

This calibration cycle consists of 70 hours of 
randomly chosen movements of B- and C- axis. 
The displacement ZOT of the table surface in 
vertical direction as an example for one of the 
components of the vector  � is shown in Figure 4 as 
simulation result together with the measuring 
results, which show expectedly good accordance, 
because for this motion the parameters have been 
identified.  

 

 

Figure 5: Block diagram for thermal compensation [19] 

 

Figure 6: Achieved compensation results with the 

phenomenological model [57] 

To verify the model to more than only suitability 
a different randomly chosen motion profile for B 
and C is evaluated with the model and measured as 
well. Again, the model represents very well the 
measured behaviour of the machine and the 
simulated error values can then be used for 
compensation according to Figure 5. Figure 6 then 
shows the achieved compensations, which 
demonstrates that this kind of modelling is clearly 
capable to serve as a model for online 
compensation of machine tools.  

The scientific questions still open are, how short 
a calibration cycle might be to achieve a given 
quality of compensation and what happens for very 
long run times or changes in the mode of utilization 
of the machine. For the latter, a solution is provided 
in chapter 3. 
 

3. Autonomous machine learning  

3.1. General remarks  

Learning is a fundamental element of Intelligent 
Manufacturing Systems (IMS), and closely linked 
to the notion of Biointelligence. Learning processes 
in general can be classified in three categories, 
depending on the available feedback: Supervised 
learning, reinforcement learning and unsupervised 
learning.  

Supervised learning postulates that the desired 
outcome (solution) is available together with the 
respective data. Reinforcement learning provides an 
evaluation of the solution given by the learning 
algorithm, usually of qualitative or binary nature. 
The unsupervised learning process does not provide 
any (external) solution [37]. The solution lies 
within the data, usually referred to as a structure. It 
is usually used to cluster and trim datasets, such as 
automated outlier detection for instance. The 
notions of other learning types, such as fleet 
learning, deep learning and model based learning 
are specific applications of supervised, 
unsupervised or reinforcement learning. Hybrid 
approaches of the previously named approaches are 
possible, and practically applied in many of the 
presented cases (e.g. [6,31]). Fleet learning is a 
term derived from condition monitoring 
applications in aircrafts, and has also found 
applications in automotive autopilot training [51]. 
However, it has not yet been published in 
conjunction with manufacturing related approaches. 
Model-based learning defines any learning 
approach relying on pre-installed knowledge (pre-
taught patterns, inclusion of expert knowledge), 
showing a larger and faster learning success. It can 
be considered as a Funnel of Nuremburg for 
Machines. Internal research at IWF (ETH Zurich) 
hints that model-based learning is also a useful 
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measure to compensate for low-quality low-
quantity historical data for the training of 
appropriate models. As a complete overview over 
all machine-learning techniques goes beyond the 
scope of this report, the reader’s attention should be 
drawn to [62] for an in-detail overview of machine 
learning approaches in manufacturing and their 
particularities. 

3.1.1. Learning with structured and reliable data 
 
Learning approaches are mostly characterized by 

the quality of the relevant and available data. A 
plethora of high quality datasets registered over 
appropriate timespans is a rather rare case, 
wherefore few successful applications of 
unsupervised learning approaches in manufacturing 
have been published. One of the few exceptions that 
provided an application for unsupervised learning 
algorithms in manufacturing was published by 
Lieber et al. [30]  in 2013, using unsupervised 
learning for preprocessing and feature extraction 
purposes of datasets generated in a rolling mill. 
Luckow et al. [31] described in 2016 the possible 
application of unsupervised learning for visual 
inspection processes in manufacturing, as well as 
for recognizing features in camera images of robots 
enabling self-learning techniques. For the visual 
inspection process, a large database of already-
existing imagery was used in order to train the 
algorithm, therefore circumventing the issue of 
collecting the data manually. However, an 
important aspect here is the notion of transferring 
learning from one case to another, which is also 
applied by [40] and [45]. In [45], the fusion of 
knowledge of manufacturing operations data is 
carried out by representation learning. 
Representation learning describes a learning 
method in which the feature set is auto-discovered 
by the learning algorithm. The feature engineering 
or extraction is carried out automatically.  

 
Even if data becomes more and readily available, 

and processing tools and units decrease in cost 
while they increase in performance, the collection 
of the right data within a sufficiently defined 
context at the right time in a sufficiently large 
quantity remains an issue [31]. As for the design of 
learning approaches, this challenge is not always 
easy to overcome. Reinhart and Steil [44] go as far 
as suggesting hybrid approaches for inverse 
kinematic controls of robots. According to their 
findings, parameter identification remains less 
cumbersome as the data collection for a pure 
machine-learning approach. The machine learning 
approach is used to model only complex 
characteristics outside of the identified parametric 
model. The combination of physical and statistical 
modelling however is not an isolated case, as 

underlying physical models can be used to decrease 
the need of generated data for proper results. 
Together with the transferal of already acquired 
knowledge in different applications, these hybrid 
approaches appear to be a valid approach for a 
learning approach in manufacturing, given a lack of 
available or accessible data. As some sort of 
physical knowledge is always used at the 
foundation, most approaches can be considered as 
hybrid. However, the degree of hybridity differs 
severely between most known approaches of 
learning strategies in manufacturing.  

To our knowledge, transfer learning in a direct 
manufacturing context has not been published yet. 
However, it is widely used in image recognition in 
conjunction with Convolutional Neural Networks 
(CNN) [43]. As CNNs train different layers for 
subsets of image recognition (e.g. identification of 
vertices and edges), layers can be reused for 
different purposes, considerably lowering the 
necessary training data set volume. The underlying 
principle of data clustering and analysis remaining 
the same, only the mapping to predefined objects or 
states (e.g. conform or non-conform pieces) needs 
to be trained when applied to manufacturing 
systems.  

The supervised learning approach is by far more 
frequently used than the non-supervised learning 
approach. Denkena et al. [11] implemented a 
support vector machine approach in 2016 in order 
to create a self-optimizing cutting process. The 
obtained process data is continuously modeled, in 
order to optimize the cutting parameters for the 
satisfaction of predefined boundary conditions. 
Wuest et al. [61] used a supervised machine 
learning approach in 2014 for product quality 
monitoring. Product and process states were 
introduced in order to partition the manufacturing 
program into sequences, allowing for a standardized 
data collection. This ultimately enables a 
“collection of data across a wide spectrum of 
product and process information”. In 2016, Haas et 
al. [23] proposed an iterative learning control 
approach to reduce systematic tracking errors in 
machine tools. In 2017, Arinez et al. [2] 
demonstrated the use of reinforcement learning in 
order to train a gantry scheduling policy, allocating 
material two a buffer serving two machines at once. 
The trained manufacturing cell showed a 
significantly lower production loss than the 
previously installed first-come-first-serve approach. 
Escobar and Morales-Menendez [13] published a 
machine learning and pattern recognition technique 
in 2017, allowing to detect defective welds from an 
ultrasonic metal welding process. Another 
interesting application of supervised machine 
learning in manufacturing was introduced by Shin 
et al. [50] in 2014: By the combination of STEP-
NC features with NC data extracted via MT 
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errors on the movements of the machine as 
physically correct representation. Similar modelling 
has been presented e.g. by Mayr et al. [34], Yang 
and Ni [64] and Brecher et al. [7]. This gives a 
system of first order differential equations as shown 
in Figure 4 for the location error vector �  of the 
rotation axes depending on the vector of thermal 
inputs �  which contains the power inputs of the 
axes, environmental temperatures etc.. All the 
elements of the matrices ��, �� and vector �� need 
to be then identified during a calibration cycle.   

This calibration cycle consists of 70 hours of 
randomly chosen movements of B- and C- axis. 
The displacement ZOT of the table surface in 
vertical direction as an example for one of the 
components of the vector  � is shown in Figure 4 as 
simulation result together with the measuring 
results, which show expectedly good accordance, 
because for this motion the parameters have been 
identified.  
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measure to compensate for low-quality low-
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appropriate models. As a complete overview over 
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scope of this report, the reader’s attention should be 
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Connect, a model was trained which could predict 
the power consumption of machine tool. However, 
the performance was rather low, with a prediction 
error in between 11% and 21%, depending on the 
material used. The here within presented example 
of the autonomous and adaptive thermal error 
compensation by Blaser et al. [6] accordingly falls 
under the definition of supervised learning with 
structured data. Summing up the use of the so-far 
discussed machine learning methods, the limits of 
the application seem to lie in the challenge of an 
automatized collection of structured and reliable 
data.  

3.1.2. Learning with unstructured, imprecise, fuzzy 
or probabilistic data 

 
However, cognitive systems should be able to 

learn based on uncertain or probabilistic data. 
Additionally, associative learning (transferring 
knowledge from one case to a different setting) as a 
method of creation of new knowledge, can be 
considered a trait of advanced cognitive systems. 
Moreover, learning and adaptation based on 
experts’ advice, as well as learning on rather gray 
and fuzzy instructions by a worker for instance, are 
also learning strategies that should be considered. 

An example for the learning with unstructured 
data is the creation of a clustering or 
standardization framework: In 2014, Wuest et al. 
[61] designed specific conventions, in order to 
allow for a standardized learning cycle, yielding 
favorable results. They defined a set of 
characteristic product states, allowing to measure 
and cluster data, as well as detecting and classifying 
changes in product conditions. 

In the context of learning with unstructured or 
imprecise instructions, the notion of fuzzy control, 
or fuzzy learning comes to mind. This describes the 
ability of the machine to properly interpret a 
qualitative input, usually by a human interaction. 
[13,37,61,62] made use of, referred to or mentioned 
fuzzy control in their respective publications. 

Telling from the variety of different learning 
approaches used in the publications cited in this 
chapter, the absence of robust, efficient general 
learning approaches becomes obvious. There 
currently is not a one-size-fits-all measure, but it 
seems as if learning approaches are surprisingly 
diverse. As the handling of system changes over 
time, a current and certainly future focus is the 
(self-)adaptation of algorithms, as presented for 
instance by Blaser et al. [6] in chapter 3.2. 

An open question waiting for answers is the 
optimality between modeling and learning effort. It 
might differ considerably with the application cases 
(and with available data quality and quantity), but a 
general framework is yet to be developed. This is 
also interesting in the context of using similar 

models in different situations, where the results 
need to be scaled for comparison (i.e. application of 
similar learning approaches to different machine 
types). As internal research from IWF (ETH 
Zurich) hints, the modeling effort rises considerably 
with the application of similar learning strategies to 
even slightly differing machine types. 

With the increase of high volume high quality 
data, the modeling effort decreases. However, a 
main problem remains to acquire sufficient and 
reliable data, especially for unsupervised learning 
approaches. Furthermore, the utilization of data 
from other machine types in transfer learning cases 
lacks model applications and guidance. This issue 
hints at a further development of fleet learning as 
used by Tesla Motors in order to answer the 
question of comparability between data from 
different machine sizes and types. Summing up the 
previous argument, the notions related to 
associative learning (transfer learning, fleet 
learning) should be elaborated more in-detail in 
manufacturing contexts. 

Alternatively, successful and universal 
approaches of introducing unreliable and 
unstructured data are of interest. Beneficially might 
be to pursue the question of registration and 
evaluation of each and every input of a skilled and 
virtuous user, so that implicit knowledge can be 
made visible. It becomes evident that the 
combination of rule and model based expert 
systems with learning capability enhances 
manufacturing processes. 
 

3.2. Adaptive learning control for thermal 
compensation  

As pointed out in section 2.2 models for machine 
tool covering their full behaviour become infinitely 
complicated. Reduced models combined with 
machine learning is therefore here considered as 
superior.  Especially the integration of history 
dependent power input data, the modelling of time 
delays introduces errors on the long run of a 
machine. Mou and Liu [38] pointed out, that 
working conditions might change such, that the 
identified parameters of the simplified 
phenomenological model are no more suitable. 
Starting with the model explained in section 2.2 a 
self-learning algorithm, developed by Blaser et al. 
[6], as adaptive learning control (ALC) can be 
established as sketched in Figure 7. This method 
requires an active thermal displacement modelling, 
which predicts the thermal displacements, transfers 
the correction data to the machine control via some 
provided interface as FOCAS2 of Fanuc, which is 
then used for correcting each individual axis. From 
time to time measurements of real data from the 
machine take place to compare the predicted 
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displacements with the actual displacements on the 
machine. For this compensation scheme only 
providing the relationship between displacements 
and heat inputs, no other than position 
measurements can be used for this, which means 
that a defined geometrical object needs to be placed 
on the work piece side and a probing system on the 
spindle system is used to determine the position of 
this geometrical object. As most machine tools 
today provide an exchangeable probing system, this 
is used to probe a precision sphere positioned 160 
mm outside of the center of the C-axis in 4 different 
positions of the C-axis as also shown in Figure 7. 
These measurement values are then used to 
recalibrate the parameters within the matrices and 
vectors of the model equation.      
The principle of mitigating thermal errors is then 
presented in Figure 8.  
 

 

 

Figure 7: Principle of adaptive learning control for thermal error 

mitigation in machine tools in the bottom is shown the 
measurement procedure [6]. 

 

 

Figure 8: Illustration of the concept of ALC for thermal error 

compensation, adapted from Blaser et al. [6] 

 

The effect of ALC is shown in Figure 10 for the 
machine tool with V [w C2’ B’ b [Y1 Y2] X [Z1 
Z2] (C1) t] as kinematic chain according to ISO 
10791-2 shown in Figure 9. The first calibration is 
set to a reduced time interval of 12 h, which is 

typical for run in times at the machine tool maker. 
The correlation between achieved location errors 
and run in times is shown in Figure 11 for a 
situation with thermally stabilizing cutting fluid and 
without. It can be recognized, that depending on the 
cutting fluid supply the calibration times exceed 
these 12 h strongly. Despite 12 h seems to be too 
short for a good calibration, it is applied here to 
demonstrate the effect of ALC. Here the thresholds 
for recalibration are set to 15 µm for linear and 25 
µm/m for rotational axes. The system starts with 
30 min between each recalibration. When these 
thresholds are surpassed, the recalibration times are 
automatically reduced to 15 min and a time delay of 
two hours is set for the application of new data, to 
have sufficient measuring points for the 
recalibration. Figure 10 shows, that the ALC 
approach is suitable for enabling compensation with 
limited accuracy models.  

 
 

 

 

Figure 9: Structure of the investigated machine tool 

 

Figure 10: Results for the thermal compensation with ALC 

approach  
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Connect, a model was trained which could predict 
the power consumption of machine tool. However, 
the performance was rather low, with a prediction 
error in between 11% and 21%, depending on the 
material used. The here within presented example 
of the autonomous and adaptive thermal error 
compensation by Blaser et al. [6] accordingly falls 
under the definition of supervised learning with 
structured data. Summing up the use of the so-far 
discussed machine learning methods, the limits of 
the application seem to lie in the challenge of an 
automatized collection of structured and reliable 
data.  

3.1.2. Learning with unstructured, imprecise, fuzzy 
or probabilistic data 

 
However, cognitive systems should be able to 

learn based on uncertain or probabilistic data. 
Additionally, associative learning (transferring 
knowledge from one case to a different setting) as a 
method of creation of new knowledge, can be 
considered a trait of advanced cognitive systems. 
Moreover, learning and adaptation based on 
experts’ advice, as well as learning on rather gray 
and fuzzy instructions by a worker for instance, are 
also learning strategies that should be considered. 

An example for the learning with unstructured 
data is the creation of a clustering or 
standardization framework: In 2014, Wuest et al. 
[61] designed specific conventions, in order to 
allow for a standardized learning cycle, yielding 
favorable results. They defined a set of 
characteristic product states, allowing to measure 
and cluster data, as well as detecting and classifying 
changes in product conditions. 

In the context of learning with unstructured or 
imprecise instructions, the notion of fuzzy control, 
or fuzzy learning comes to mind. This describes the 
ability of the machine to properly interpret a 
qualitative input, usually by a human interaction. 
[13,37,61,62] made use of, referred to or mentioned 
fuzzy control in their respective publications. 

Telling from the variety of different learning 
approaches used in the publications cited in this 
chapter, the absence of robust, efficient general 
learning approaches becomes obvious. There 
currently is not a one-size-fits-all measure, but it 
seems as if learning approaches are surprisingly 
diverse. As the handling of system changes over 
time, a current and certainly future focus is the 
(self-)adaptation of algorithms, as presented for 
instance by Blaser et al. [6] in chapter 3.2. 

An open question waiting for answers is the 
optimality between modeling and learning effort. It 
might differ considerably with the application cases 
(and with available data quality and quantity), but a 
general framework is yet to be developed. This is 
also interesting in the context of using similar 

models in different situations, where the results 
need to be scaled for comparison (i.e. application of 
similar learning approaches to different machine 
types). As internal research from IWF (ETH 
Zurich) hints, the modeling effort rises considerably 
with the application of similar learning strategies to 
even slightly differing machine types. 

With the increase of high volume high quality 
data, the modeling effort decreases. However, a 
main problem remains to acquire sufficient and 
reliable data, especially for unsupervised learning 
approaches. Furthermore, the utilization of data 
from other machine types in transfer learning cases 
lacks model applications and guidance. This issue 
hints at a further development of fleet learning as 
used by Tesla Motors in order to answer the 
question of comparability between data from 
different machine sizes and types. Summing up the 
previous argument, the notions related to 
associative learning (transfer learning, fleet 
learning) should be elaborated more in-detail in 
manufacturing contexts. 

Alternatively, successful and universal 
approaches of introducing unreliable and 
unstructured data are of interest. Beneficially might 
be to pursue the question of registration and 
evaluation of each and every input of a skilled and 
virtuous user, so that implicit knowledge can be 
made visible. It becomes evident that the 
combination of rule and model based expert 
systems with learning capability enhances 
manufacturing processes. 
 

3.2. Adaptive learning control for thermal 
compensation  

As pointed out in section 2.2 models for machine 
tool covering their full behaviour become infinitely 
complicated. Reduced models combined with 
machine learning is therefore here considered as 
superior.  Especially the integration of history 
dependent power input data, the modelling of time 
delays introduces errors on the long run of a 
machine. Mou and Liu [38] pointed out, that 
working conditions might change such, that the 
identified parameters of the simplified 
phenomenological model are no more suitable. 
Starting with the model explained in section 2.2 a 
self-learning algorithm, developed by Blaser et al. 
[6], as adaptive learning control (ALC) can be 
established as sketched in Figure 7. This method 
requires an active thermal displacement modelling, 
which predicts the thermal displacements, transfers 
the correction data to the machine control via some 
provided interface as FOCAS2 of Fanuc, which is 
then used for correcting each individual axis. From 
time to time measurements of real data from the 
machine take place to compare the predicted 
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displacements with the actual displacements on the 
machine. For this compensation scheme only 
providing the relationship between displacements 
and heat inputs, no other than position 
measurements can be used for this, which means 
that a defined geometrical object needs to be placed 
on the work piece side and a probing system on the 
spindle system is used to determine the position of 
this geometrical object. As most machine tools 
today provide an exchangeable probing system, this 
is used to probe a precision sphere positioned 160 
mm outside of the center of the C-axis in 4 different 
positions of the C-axis as also shown in Figure 7. 
These measurement values are then used to 
recalibrate the parameters within the matrices and 
vectors of the model equation.      
The principle of mitigating thermal errors is then 
presented in Figure 8.  
 

 

 

Figure 7: Principle of adaptive learning control for thermal error 

mitigation in machine tools in the bottom is shown the 
measurement procedure [6]. 
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without. It can be recognized, that depending on the 
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these 12 h strongly. Despite 12 h seems to be too 
short for a good calibration, it is applied here to 
demonstrate the effect of ALC. Here the thresholds 
for recalibration are set to 15 µm for linear and 25 
µm/m for rotational axes. The system starts with 
30 min between each recalibration. When these 
thresholds are surpassed, the recalibration times are 
automatically reduced to 15 min and a time delay of 
two hours is set for the application of new data, to 
have sufficient measuring points for the 
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Figure 11: Correlation between the calibration time and the 
achieved location errors. Without cutting fluid in a and with 

stabilizing cutting fluid in b [6] 

 
Drawback of the method is the necessity to 

perform position measurements, which are time 
consuming as they cannot take place parallel to 
machining. Reconstruction of the model such that 
temperature measurements at specific points within 
the machine can be used instead is at the moment 
under preparation. More elaborate learning 
algorithms are developed to change the structure of 
the model if required. Deeper reconstruction of the 
model, even change of thermal sensor placement is 
possible with a machine learning approach, but 
anyway requires rules and algorithms for those 
modifications to be predefined.  
 

3.3. Iterative learning control for path planning  

The concept of iterative learning control can also be 
applied for the increase in accuracy of tool paths in 
machining, which was reported in [23]. Difficult for 
this task is the limited bandwidth of typical motion 
controllers, which therefore requires feedforward 
control with knowledge out of previous trials. Fast 
exploitable models per axis with limited physical 
exactness are used as shown in Figure 12.  

 

Figure 12: Single axis models of limited physical accuracy used 

for estimation of the TCP position [22] 

 

Figure 13: Block diagram for the ILC for path planning 

containing three different feedback possibilities: (1) feedback 
from the encoder signal directly, (2) feedback from an estimation 
of the TCP out of model 2 and the encoder signal (3) feedback 

from direct measurement of the TCP with an external cross grid 
[22] 

For the feedback either the encoder signals are 
exploited or an external measurement system 
directly tracing the TCP is used for the learning 
feedback. The latter possibility is not suitable for 
practical utilization in real manufacturing, but 
shows which accuracy increase is possible, if exact 
knowledge of the TCP movement were accessible. 
With the encoder signals an estimation of the TCP 
movements with the help of the two-mass model 
from Zirn [68] is used instead of a measurement at 
the TCP. Thus, the scheme of the ILC for path 
planning containing three different possibilities of 
setup of ILC is presented in Figure 13. 

 
Figure 13 

Figure 14: test bed for the validation of the ILC algorithms for 

path planning 
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Figure 15: contour accuracy of three different ILC schemes [22].    

 
For the test bench from Figure 14 the results of the 
ILC for a chosen path and the three different 
learning approaches is presented in Figure 15. 
Naturally the feedback of exact TCP data enhances 
this ILC best, but the simple models for the 
prediction of the TCP behaviour depending on the 
commanded paths show respectable increase of 
path accuracy and in this case, bring the TCP over 
the whole prescribed path within the tolerances.  
  Depending on the iteration scheme, only very little 
numbers of iterations are required until the final 
accuracy of the path, which makes this feasible for 
repetitive manufacturing tasks. A generalization to 
unknown manufacturing paths, where training for a 
feedforward is not possible, the learning algorithm 
is capable to learn frequently repeated sections or 
features of paths, which can then be stitched 
together to give an enhanced TCP path. This 
approach specifies a self-enhancing expert system 
for path planning on a specific machine, which can 
be setup without intense modelling of machine 
structures.  
 

4. Expert systems and teaching machine 

Expert systems on machine tools comprise the 
available knowledge of how to run the process. The 
only way how “keep it simple” works in those cases 
is, to hide the full physical complexity of the 
process the user and let the expert system on the 
machine do the work. But nevertheless, for machine 
tools experienced users outperform any expert 
system as they have for special applications 
specialized knowledge and therefore need to have 
the access also to all details and parameter 
selection. Especially for strongly experience based 
processes as it is the case for grinding and EDM 
expert systems are offered within the machine, 
which is the basis for creating intelligent machines. 
The TechnologyIntegrated solution by Fritz Studer 
AG (Thun, Switzerland) [17] is an example. Here, 

an expert system was designed, in which previously 
digitalized knowledge is used to automatically 
assess a near-optimal parameter set for a grinding 
process. The worker is then instructed by the 
system on how to setup the process and the 
grinding parameters are automatically selected from 
the expert system. As shown in see Figure 16 the 
expert system ranked among the three fastest 
workers which showed a fulfillment of a 100% of 
all requirements. On the other hand, this 
demonstrates the headroom for improvements if the 
system is capable to learn from experienced users 
as shown in Figure 17. The machine becomes the 
main information storage and for this concept needs 
to have close contact to technological data bases, if 
these are not directly stored within the machine 
control. In this learning and teaching approach the 
machine directly behaves like a biological system. 
An interesting question in this respect is, how the 
machine control distinguishes between the 
apprentice and the master.  

 

 

Figure 16: Performance of the Studer TechnologyIntegrated 

solution in comparison with the performance of human experts 
for a dedicated grinding process [18]. 

 

Figure 17: Learning and Teaching Machine. 

5. Self-Healing and Self-Organization 

An important trait in the biological 
transformation is the ability to handle exceptions, in 
which the system needs to adapt to disturbances, 
partial or complete breakdowns. By comparing the 
way how systems treat possible failures, a distinct 
line can be drawn in between self-organizing and 
self-healing systems: 
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Figure 18: Task-driven Self-Organizing Model [67] 

Self-Organizing Systems: Systems that have a 
larger space of possible solutions (including a 
defined set of disturbances), which can swiftly 
switch to a different solution in case of a detected 
misbehavior or failure. An example would be a 
manufacturing system fulfilling an optimization 
problem, in which multiple solutions are optimal, 
and can be selected arbitrarily, such as in [67] and 
presented in Figure 18. The systems are defined as 
self-organizing systems, which are able to adapt to 
changing conditions by the selection of different 
available elements or different process sequences to 
be used. This does not include repair of the 
defective or misbehaving unit or fraction, but a 
mere mitigation of defects of member entities. An 
example referring to machine tools would be the 
autonomous detection of a precision loss incurring 
within a section of a ball screw, and the subsequent 
shift of the process window outside of the section 
suffering from precision loss. Self-Organizing 
systems can be characterized by  

 
 Predefined disturbance and solution sets, 
 problem circumvention (redundancy, 

diversity) rather than root cause elimination, 
 the lack of ability to reconstitute an original, 

desirable state, 
 and cognitive capabilities limited to detect 

symptoms belonging to the predefined 
solution space. 

 
Self-Healing Systems: Systems that are able to 

reconfigure, identify and repair autonomously 
following a misbehavior, failure or error. Systems 
fulfilling the following characteristic traits can be 
defined as an actual self-healing system: 

  
 A priori unbound disturbance and solution 

space,  

 retention of a functional state not entirely 
dependent on redundancies,  

 ability to reconstitute an original desirable 
state, 

 distinct cognitive capabilities allowing to 
intrinsically or heuristically develop 
solutions to a previously undefined 
disturbance. 

 
From software development, an analogous 

definition of necessary traits can be drawn. They 
include consistency-maintenance mechanisms, 
failure-detection techniques and recovery 
techniques [10,16]. Self-Healing Systems require a 
large array of sensors in order to allow for the 
necessary cognitive capabilities to detect 
disturbances and unwanted behavior. [21] gives an 
overview of appropriate monitoring approaches as 
enablers for self-healing methods in machine tools. 
 

5.1. Self-Organization   

Matt [33] introduced a theoretical framework in 
2012 which relies on axiomatic design principles, 
and implements “[passive] self-healing mechanisms 
in agile production systems”. The basic self-
organizing strategies are described as redundancy, 
diversity and detection of system failures.  

The modelling of the self-organizing energy 
harvester by Farnsworth & Tiwari in 2015 [15] is a 
prominent example of a self-organizing 
mechatronic system. It exhibits failure management 
systems allowing to regain functionality by 
redundancy for some specific and anticipated 
failure cases. In the same manner, Benkhelifa et al. 
[5] proposed a design of electronic circuits in 2013, 
in which faulty lines are eliminated and an 
alternative path fitting to the functionality is sought 
(Figure 19). 

 

Another interesting case, falling under the 
definition of self-organizing systems, is the 
conception of a self-healing epoxy composite 
containing Hexamethylene Diisocyanate (HDI) 
capsules, proposed by Khun et al. in 2014 [27]. The 

Figure 19: Self-organizing electronic circuit as proposed by 

Benkhelifa et al. [5] 
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application field is frictional abrasion and wear 
compensation by HDI-filled microcapsules, which 
form new layers on the wear track when disrupted. 
The system was developed with respect to the 
tribological surface properties, making it a useful 
application also for functional surfaces. A similar 
approach for the internal repair of epoxy coatings 
by the use of Tung Oil was proposed Samsdzadeh 
et al. in 2011 [46]. 

As the application of self-healing surfaces can be 
extended to many different research fields, research 
of different aspects and possible applications have 
been published over the course of the past 15 years. 
For an in-depth review of the fundamentals and 
earlier achievements of self-healing materials, the 
reader’s attention should be drawn to [59]. 

Likewise, concerning the more recent 
developments on metal matrix composites 
including self-lubricating and self-healing aspects, 
Moghadam et al. [36] published in 2014 a 
comprehensive review of function and 
performance, as well as an outlook. They highlight 
the difficulty of healing metallic materials 
compared to polymers, given their material 
properties. As an approach pointing rather towards 
the self-healing category, they also consider the use 
of Shape Memory Alloys that recover after heating.  
 

5.2. Self-Healing   

First of it all, it should be noted that very few 
publications are currently available that directly 
concern the use of self-healing technologies in 
manufacturing systems. Therefore, an overview 
over recent publications in the field of self-healing 
technologies, and their possible uses in 
manufacturing will be provided.   

In 2014, Jiang [26] proposed a bio-inspired self-
sharpening cutting tool surface, which applies 
shark-teeth like architectures to hard turning of steel 
tools. The performance of the proposed structures 
yields longer tool life, and higher surface qualities 
than comparable benchmark solutions. The only 
other mentions of proper self-healing systems were 
not found directly as integrated parts of 
manufacturing systems, but can serve as exemplary 
blueprints for later applications in manufacturing 
systems: Murata et al. [39] demonstrated their 
fundamental research work on self-repairing 
systems, consisting of both component and 
functional healing. The work includes hardware 
designs of two- and three-dimensional mechanical 
units and algorithms for self-assembly and self-
repair. 

Bell et al. [4] confirm in 2013 the absence of a 
universally-accepted notion of self-healing and self-
repair. They distinguish self-healing and self-repair 
in the way that self-repairing system can “partially 

or fully fix a given fault to continue operation”, 
whilst self-healing systems are able to “bring 
themselves back to its initial state of operation after 
a fault has occurred”. They also insist on the fact 
that different research fields (mechanics, 
electronics, software) bring different meanings to 
the terms, which leads to further confusions. No 
practical applications or prototypes are proposed. In 
a subsequent publication, Bell et al. [3] propose the 
concept of a self-rectifying 4-bar linkage system. 
The authors criticize the higher complexity, 
inevitably leading to a less reliable system, possibly 
hindering the harvest of the full fruit of self-healing 
techniques. 

Levi et al. [29] proposed a lab-case of a swarm 
of reconfigurable robots with self-assembling, and 
intended self-healing capabilities. They tried to 
prove the applicability of cognitive capabilities, 
including situation-awareness and decision-taking. 
While the mere re-organization of a swarm of 
robots falls under the definition of self-
organization, the cognitive capabilities and the 
strive to repair and reconstitute the original state of 
swarm members corresponds to the definition of 
self-healing. However, many challenges in terms of 
complexity, both hardware and software alike, 
could not be overcome at the time of publication 
(2014). The authors mention that with learnings 
from the Human Brain Project (HBP), the gap to 
train artificial robot genomes after the human brain 
controls could be closed.   

In general, “data-healing” could also be 
classified as a self-healing system in the context of 
manufacturing. Fault detection, isolation and 
recovery (FDIR) techniques have been applied in 
software applications for a while. The creation of 
redundancy and backups on memories help to 
recover (partial) data loss, while the system 
excludes faulty parts from further use. This 
principle can be applied also to general data 
processing units, e.g. in sensors, like Yang et al. 
[63] presented recently. The key is the self-creation 
of the necessary redundancies on available 
capacities. As the faulty parts of a memory usually 
cannot be recovered to its initial state, FDIR 
systems are ambiguous in the definition of self-
organizing and self-healing systems. To a certain 
extent, data loss is always recovered and brought 
back to an initial desirable state (self-healing), 
while the hardware aspects used can be described as 
self-organizing. 
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Figure 18: Task-driven Self-Organizing Model [67] 

Self-Organizing Systems: Systems that have a 
larger space of possible solutions (including a 
defined set of disturbances), which can swiftly 
switch to a different solution in case of a detected 
misbehavior or failure. An example would be a 
manufacturing system fulfilling an optimization 
problem, in which multiple solutions are optimal, 
and can be selected arbitrarily, such as in [67] and 
presented in Figure 18. The systems are defined as 
self-organizing systems, which are able to adapt to 
changing conditions by the selection of different 
available elements or different process sequences to 
be used. This does not include repair of the 
defective or misbehaving unit or fraction, but a 
mere mitigation of defects of member entities. An 
example referring to machine tools would be the 
autonomous detection of a precision loss incurring 
within a section of a ball screw, and the subsequent 
shift of the process window outside of the section 
suffering from precision loss. Self-Organizing 
systems can be characterized by  

 
 Predefined disturbance and solution sets, 
 problem circumvention (redundancy, 

diversity) rather than root cause elimination, 
 the lack of ability to reconstitute an original, 

desirable state, 
 and cognitive capabilities limited to detect 

symptoms belonging to the predefined 
solution space. 

 
Self-Healing Systems: Systems that are able to 

reconfigure, identify and repair autonomously 
following a misbehavior, failure or error. Systems 
fulfilling the following characteristic traits can be 
defined as an actual self-healing system: 

  
 A priori unbound disturbance and solution 

space,  

 retention of a functional state not entirely 
dependent on redundancies,  

 ability to reconstitute an original desirable 
state, 

 distinct cognitive capabilities allowing to 
intrinsically or heuristically develop 
solutions to a previously undefined 
disturbance. 

 
From software development, an analogous 

definition of necessary traits can be drawn. They 
include consistency-maintenance mechanisms, 
failure-detection techniques and recovery 
techniques [10,16]. Self-Healing Systems require a 
large array of sensors in order to allow for the 
necessary cognitive capabilities to detect 
disturbances and unwanted behavior. [21] gives an 
overview of appropriate monitoring approaches as 
enablers for self-healing methods in machine tools. 
 

5.1. Self-Organization   

Matt [33] introduced a theoretical framework in 
2012 which relies on axiomatic design principles, 
and implements “[passive] self-healing mechanisms 
in agile production systems”. The basic self-
organizing strategies are described as redundancy, 
diversity and detection of system failures.  

The modelling of the self-organizing energy 
harvester by Farnsworth & Tiwari in 2015 [15] is a 
prominent example of a self-organizing 
mechatronic system. It exhibits failure management 
systems allowing to regain functionality by 
redundancy for some specific and anticipated 
failure cases. In the same manner, Benkhelifa et al. 
[5] proposed a design of electronic circuits in 2013, 
in which faulty lines are eliminated and an 
alternative path fitting to the functionality is sought 
(Figure 19). 

 

Another interesting case, falling under the 
definition of self-organizing systems, is the 
conception of a self-healing epoxy composite 
containing Hexamethylene Diisocyanate (HDI) 
capsules, proposed by Khun et al. in 2014 [27]. The 

Figure 19: Self-organizing electronic circuit as proposed by 

Benkhelifa et al. [5] 
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application field is frictional abrasion and wear 
compensation by HDI-filled microcapsules, which 
form new layers on the wear track when disrupted. 
The system was developed with respect to the 
tribological surface properties, making it a useful 
application also for functional surfaces. A similar 
approach for the internal repair of epoxy coatings 
by the use of Tung Oil was proposed Samsdzadeh 
et al. in 2011 [46]. 

As the application of self-healing surfaces can be 
extended to many different research fields, research 
of different aspects and possible applications have 
been published over the course of the past 15 years. 
For an in-depth review of the fundamentals and 
earlier achievements of self-healing materials, the 
reader’s attention should be drawn to [59]. 

Likewise, concerning the more recent 
developments on metal matrix composites 
including self-lubricating and self-healing aspects, 
Moghadam et al. [36] published in 2014 a 
comprehensive review of function and 
performance, as well as an outlook. They highlight 
the difficulty of healing metallic materials 
compared to polymers, given their material 
properties. As an approach pointing rather towards 
the self-healing category, they also consider the use 
of Shape Memory Alloys that recover after heating.  
 

5.2. Self-Healing   

First of it all, it should be noted that very few 
publications are currently available that directly 
concern the use of self-healing technologies in 
manufacturing systems. Therefore, an overview 
over recent publications in the field of self-healing 
technologies, and their possible uses in 
manufacturing will be provided.   

In 2014, Jiang [26] proposed a bio-inspired self-
sharpening cutting tool surface, which applies 
shark-teeth like architectures to hard turning of steel 
tools. The performance of the proposed structures 
yields longer tool life, and higher surface qualities 
than comparable benchmark solutions. The only 
other mentions of proper self-healing systems were 
not found directly as integrated parts of 
manufacturing systems, but can serve as exemplary 
blueprints for later applications in manufacturing 
systems: Murata et al. [39] demonstrated their 
fundamental research work on self-repairing 
systems, consisting of both component and 
functional healing. The work includes hardware 
designs of two- and three-dimensional mechanical 
units and algorithms for self-assembly and self-
repair. 

Bell et al. [4] confirm in 2013 the absence of a 
universally-accepted notion of self-healing and self-
repair. They distinguish self-healing and self-repair 
in the way that self-repairing system can “partially 

or fully fix a given fault to continue operation”, 
whilst self-healing systems are able to “bring 
themselves back to its initial state of operation after 
a fault has occurred”. They also insist on the fact 
that different research fields (mechanics, 
electronics, software) bring different meanings to 
the terms, which leads to further confusions. No 
practical applications or prototypes are proposed. In 
a subsequent publication, Bell et al. [3] propose the 
concept of a self-rectifying 4-bar linkage system. 
The authors criticize the higher complexity, 
inevitably leading to a less reliable system, possibly 
hindering the harvest of the full fruit of self-healing 
techniques. 

Levi et al. [29] proposed a lab-case of a swarm 
of reconfigurable robots with self-assembling, and 
intended self-healing capabilities. They tried to 
prove the applicability of cognitive capabilities, 
including situation-awareness and decision-taking. 
While the mere re-organization of a swarm of 
robots falls under the definition of self-
organization, the cognitive capabilities and the 
strive to repair and reconstitute the original state of 
swarm members corresponds to the definition of 
self-healing. However, many challenges in terms of 
complexity, both hardware and software alike, 
could not be overcome at the time of publication 
(2014). The authors mention that with learnings 
from the Human Brain Project (HBP), the gap to 
train artificial robot genomes after the human brain 
controls could be closed.   

In general, “data-healing” could also be 
classified as a self-healing system in the context of 
manufacturing. Fault detection, isolation and 
recovery (FDIR) techniques have been applied in 
software applications for a while. The creation of 
redundancy and backups on memories help to 
recover (partial) data loss, while the system 
excludes faulty parts from further use. This 
principle can be applied also to general data 
processing units, e.g. in sensors, like Yang et al. 
[63] presented recently. The key is the self-creation 
of the necessary redundancies on available 
capacities. As the faulty parts of a memory usually 
cannot be recovered to its initial state, FDIR 
systems are ambiguous in the definition of self-
organizing and self-healing systems. To a certain 
extent, data loss is always recovered and brought 
back to an initial desirable state (self-healing), 
while the hardware aspects used can be described as 
self-organizing. 
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Figure 20: proposal of a Self-Organizing (a) Liquid Capsule 
based Material Repair, and a Self-Healing (b) Shape Memory 

Alloy based Repair [42] 

When referring to self-healing, surface 
reconstruction such as skin reconstruction or plant 
surface construction immediately comes to mind. 
Similar principles have been investigated: A 
possible application case for self-healing 
compensating wear-out of surfaces was published 
by Nosonovsky & Bushan [42] in 2010 and is 
shown in Figure 20. It contains a discussion of the 
fundamentals of bio-inspired self-healing technical 
surfaces, as well as most general self-healing 
mechanisms for surfaces. 

Examples presented with a potential use in 
manufacturing are surface crack healing techniques 
using micro capsules containing a liquid or 
reinforcement of crack voids by shape memory 
alloy demonstrated in Figure 20. The first notion 
can be considered self-organization (as the liquid 
will be missing in other places, potentially 
weakening the structure), whilst the shape memory 
alloy reinforcement is closer to the definition of 
proper self-healing.  

Another interesting aspect of self-healing aspects 
is introduced by Farnsworth et al. [14] in 2015: An 
autonomous maintenance system for through-life 
engineering. Here, the ideal aim is to conceive a 
system which predicts its need for maintenance and 
carries out the process autonomously. The emphasis 
lies on the autonomous execution of the repair task, 
as it would otherwise correspond to a mere 
condition monitoring or predictive maintenance 
system, which is the indispensable prerequisite for 
Self-Healing systems. This definition was first 
formulated by Amor-Segan et al. [1] in 2007, that is 
“the ability to autonomously predict or detect and 
diagnose failure conditions, confirm any given 
diagnosis, and perform appropriate corrective 
intervention(s)”. Another publication corresponding 
to this premise is the adaption of Prognostics and 
Health Management (PHM) principles to 
manufacturing environments, denoted as 
Engineering Immune Systems by Lee et al. in 2011 
[28]. The approach of resilient and self-
maintenance systems also seems like a promising 
approach for future research.  

However, no system is fail proof, given the 
uncertainty which is at the root of most errors. This 
uncertainty is hard to cope with, given that current 

Self-Healing approaches include only anticipated 
and foreseeable failure cases. Farnsworth et al. [14] 
propose that the combination of their autonomous 
maintenance approach for robotics with other 
passive self-healing theories (e.g. Design for X) 
would yield favorable results. Design for X (DfX) 
is a term defined by [12] among others, designating 
a design philosophy focusing on a design around a 
certain parameter (set). Typical examples are 
Design for Assembly, or Design for Maintenance. 
In the specific case, Design for Maintenance, 
Design for Reliability, and Design for Self-Healing 
are mentioned, enabling self-awareness, preventive 
and reactive capabilities of the system. Again, it 
becomes clear that Self-Healing is currently limited 
by its specific and foreseen application context. 
One may argue that biological systems are also 
limited in their resistance to unforeseen 
disturbances, however, Associative Learning can 
help overcoming some of these boundaries. 
Additionally, Design for Self-Healing as mentioned 
by [14] implies other DfX, and lacks a concise 
definition. In future research scenarios, a profound 
and complete definition of this approach can be 
considered helpful.  
 

5.3. Self sharpening tools   

Several examples of adoption of properties and 
behaviours of biological systems exist. Famous are 
especially the properties of biologically inspired 
surfaces, where a good survey of technologies is 
collected in Malshe et al. [32]. An artificial 
reproduction of those surfaces yields the effect 
observed on the biological system. But contrary to 
biological systems the artificial ones are incapable 
of a self- healing or regrowth of worn parts of the 
surface. For example, superhydrophobic surfaces as 
shown in Figure 21, being manufactured by laser or 
EDM have the same structure as the lotus leaf, 
namely a nano structure superposed onto a structure 
with structural lengths in the 10 µm range, where 
the microstructure can also be discovered in Figure 
21, while the nanostructure are the laser ripples 
inevitable with ultra short pulsed lasers. Interest 
exists to use this for machine tools to repeal coolant 
from the surfaces. Touching this surface damages 
the fine structure very fast, which decays the effect.  

 

 

Figure 21: Superhydrophobic surface manufactured by laser 
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Figure 22: permanently stable serrated tool surface with the help 

of CBN – TiN composition of the coating by [32] 

All technically usable functional surfaces must 
be designed such, that the structure is reproduced 
directly by the expected wear attack, might it be 
mechanical or chemical. Such a functional surface 
is presented by [32] and in Figure 22. The wear 
reduction due to the serrated surface of the tool is 
reproduced by mechanical wear attack, as the 
embedded hard particles (CBN) repell the wear 
attack to the softer areas (TiN) in between and thus 
stay as new protruding tips above the surface. 
Whenever they become removed another particle 
emerging out of the bulk of the TiN-coating takes 
over the load. This is a new approach for 
geometrically defined cutting edges but the long 
used principle of self-sharpening of grinding 
wheels. This example shows clearly how technical 
systems must be equipped with a reserve of vitality 
to deal with wear that continuously removes parts 
from the surface.  

 

 

Figure 23: Archetype for self-sharpening tools: the beaver tooth 

 

Figure 24: Self-sharpening tools with cutting in CFRP [53] 

For geometrically defined cutting edges of even 
more interest is the possibility to keep the cutting 

geometry despite of wear attack stable, which 
means mainly the micro geometry, namely the 
cutting edge radius. Here the archetype is the 
beaver tooth as shown in Figure 23. The beaver 
tooth contrary to technical systems I growing, 
which means that the worn geometry is replaced. 
So the material composition must be such, that 
wear reproduces the cutting geometry of the 
growing tooth, which is achieved by graded 
material, sharp inside and soft outside, so that the 
reset of the surface at the heavily loaded cutting 
edge is the same as in the less loaded rake and flank 
faces of the tooth. A similar approach is presented 
by Henerichs [24], Voss [54] and in [25] for tools 
for cutting of carbon fibre reinforced plastics 
(CFRP), which can be adopted for all abrasive 
material types. The carbon fibres are hard and due 
to fibre breakage sharp-edged and thus deteriorating 
cutting edges strongly. On the other hand, cutting, 
esp. drilling requires that the fibres are neither torn 
out nor stay uncut, which requires extremely sharp 
cutting edges, which are exposed and prone to 
wear. Figure 24 shows the principle, namely 
concentrating the wear onto the flank face, while 
the rake face is covered by a hard and thick 
diamond coating, by this making up a “graded” 
material. The benefit of this approach can clearly be 
revealed by drilling experiments, which is insofar 
of industrial interest as all CFRP parts in the 
aerospace industry are riveted together. Even after 
1000 holes in unidirectional material IMA which 
means a total hole depth of 8 m the tool is still 
sharp enough to totally cut the fibres, while in the 
first 200 holes the bore hole quality measured by 
uncut fibres in the exit of the drill is insufficient. 
This can be enhanced by pre-wearing the tool 
through laser ablation, which serves twofold, 
reducing the cutting edge radius and weakening the 
diamond coating on the flank face, which serves 
again to concentrate the wear there. The advantage 
of the drilling process is that the actual position in 
feed direction of the cutting edge is without 
interest, which means that the reset of the cutting 
edge is of no relevance. Milling and turning 
requires accompanying measures, namely a wear 
compensation with the help of a wear model for the 
recalculation of the actual cutting edge position in 
the tool coordinate system and the respective tool 
corrective movements of the machine axes. And yet 
another topic needs to be discussed. As can be seen 
in Figure 24 the contact length of the flank face 
increases due to the fact, that wear distribution is 
not optimally realized and the geometrical setback 
not the same everywhere. This results in excessive 
growth of the feed forces. Besides the already 
discussed grading of the material for instance by 
means of additive manufacturing of the tool body 
also the geometry of the flank face can be designed 
such, that the inbuilt vitality reserve of the tool 
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Figure 20: proposal of a Self-Organizing (a) Liquid Capsule 
based Material Repair, and a Self-Healing (b) Shape Memory 

Alloy based Repair [42] 

When referring to self-healing, surface 
reconstruction such as skin reconstruction or plant 
surface construction immediately comes to mind. 
Similar principles have been investigated: A 
possible application case for self-healing 
compensating wear-out of surfaces was published 
by Nosonovsky & Bushan [42] in 2010 and is 
shown in Figure 20. It contains a discussion of the 
fundamentals of bio-inspired self-healing technical 
surfaces, as well as most general self-healing 
mechanisms for surfaces. 

Examples presented with a potential use in 
manufacturing are surface crack healing techniques 
using micro capsules containing a liquid or 
reinforcement of crack voids by shape memory 
alloy demonstrated in Figure 20. The first notion 
can be considered self-organization (as the liquid 
will be missing in other places, potentially 
weakening the structure), whilst the shape memory 
alloy reinforcement is closer to the definition of 
proper self-healing.  

Another interesting aspect of self-healing aspects 
is introduced by Farnsworth et al. [14] in 2015: An 
autonomous maintenance system for through-life 
engineering. Here, the ideal aim is to conceive a 
system which predicts its need for maintenance and 
carries out the process autonomously. The emphasis 
lies on the autonomous execution of the repair task, 
as it would otherwise correspond to a mere 
condition monitoring or predictive maintenance 
system, which is the indispensable prerequisite for 
Self-Healing systems. This definition was first 
formulated by Amor-Segan et al. [1] in 2007, that is 
“the ability to autonomously predict or detect and 
diagnose failure conditions, confirm any given 
diagnosis, and perform appropriate corrective 
intervention(s)”. Another publication corresponding 
to this premise is the adaption of Prognostics and 
Health Management (PHM) principles to 
manufacturing environments, denoted as 
Engineering Immune Systems by Lee et al. in 2011 
[28]. The approach of resilient and self-
maintenance systems also seems like a promising 
approach for future research.  

However, no system is fail proof, given the 
uncertainty which is at the root of most errors. This 
uncertainty is hard to cope with, given that current 

Self-Healing approaches include only anticipated 
and foreseeable failure cases. Farnsworth et al. [14] 
propose that the combination of their autonomous 
maintenance approach for robotics with other 
passive self-healing theories (e.g. Design for X) 
would yield favorable results. Design for X (DfX) 
is a term defined by [12] among others, designating 
a design philosophy focusing on a design around a 
certain parameter (set). Typical examples are 
Design for Assembly, or Design for Maintenance. 
In the specific case, Design for Maintenance, 
Design for Reliability, and Design for Self-Healing 
are mentioned, enabling self-awareness, preventive 
and reactive capabilities of the system. Again, it 
becomes clear that Self-Healing is currently limited 
by its specific and foreseen application context. 
One may argue that biological systems are also 
limited in their resistance to unforeseen 
disturbances, however, Associative Learning can 
help overcoming some of these boundaries. 
Additionally, Design for Self-Healing as mentioned 
by [14] implies other DfX, and lacks a concise 
definition. In future research scenarios, a profound 
and complete definition of this approach can be 
considered helpful.  
 

5.3. Self sharpening tools   

Several examples of adoption of properties and 
behaviours of biological systems exist. Famous are 
especially the properties of biologically inspired 
surfaces, where a good survey of technologies is 
collected in Malshe et al. [32]. An artificial 
reproduction of those surfaces yields the effect 
observed on the biological system. But contrary to 
biological systems the artificial ones are incapable 
of a self- healing or regrowth of worn parts of the 
surface. For example, superhydrophobic surfaces as 
shown in Figure 21, being manufactured by laser or 
EDM have the same structure as the lotus leaf, 
namely a nano structure superposed onto a structure 
with structural lengths in the 10 µm range, where 
the microstructure can also be discovered in Figure 
21, while the nanostructure are the laser ripples 
inevitable with ultra short pulsed lasers. Interest 
exists to use this for machine tools to repeal coolant 
from the surfaces. Touching this surface damages 
the fine structure very fast, which decays the effect.  

 

 

Figure 21: Superhydrophobic surface manufactured by laser 
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Figure 22: permanently stable serrated tool surface with the help 

of CBN – TiN composition of the coating by [32] 

All technically usable functional surfaces must 
be designed such, that the structure is reproduced 
directly by the expected wear attack, might it be 
mechanical or chemical. Such a functional surface 
is presented by [32] and in Figure 22. The wear 
reduction due to the serrated surface of the tool is 
reproduced by mechanical wear attack, as the 
embedded hard particles (CBN) repell the wear 
attack to the softer areas (TiN) in between and thus 
stay as new protruding tips above the surface. 
Whenever they become removed another particle 
emerging out of the bulk of the TiN-coating takes 
over the load. This is a new approach for 
geometrically defined cutting edges but the long 
used principle of self-sharpening of grinding 
wheels. This example shows clearly how technical 
systems must be equipped with a reserve of vitality 
to deal with wear that continuously removes parts 
from the surface.  

 

 

Figure 23: Archetype for self-sharpening tools: the beaver tooth 

 

Figure 24: Self-sharpening tools with cutting in CFRP [53] 

For geometrically defined cutting edges of even 
more interest is the possibility to keep the cutting 

geometry despite of wear attack stable, which 
means mainly the micro geometry, namely the 
cutting edge radius. Here the archetype is the 
beaver tooth as shown in Figure 23. The beaver 
tooth contrary to technical systems I growing, 
which means that the worn geometry is replaced. 
So the material composition must be such, that 
wear reproduces the cutting geometry of the 
growing tooth, which is achieved by graded 
material, sharp inside and soft outside, so that the 
reset of the surface at the heavily loaded cutting 
edge is the same as in the less loaded rake and flank 
faces of the tooth. A similar approach is presented 
by Henerichs [24], Voss [54] and in [25] for tools 
for cutting of carbon fibre reinforced plastics 
(CFRP), which can be adopted for all abrasive 
material types. The carbon fibres are hard and due 
to fibre breakage sharp-edged and thus deteriorating 
cutting edges strongly. On the other hand, cutting, 
esp. drilling requires that the fibres are neither torn 
out nor stay uncut, which requires extremely sharp 
cutting edges, which are exposed and prone to 
wear. Figure 24 shows the principle, namely 
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becomes larger, for instance with a stepped flank 
face.  

 

6. Sensors  

6.1. Sensor based Cognition in Machines 

The common trait of cognitive and biointelligent 
systems is their ability to replicate human 
capabilities, such as perception, reasoning, adaption 
and evolution. In order to shed light on the different 
facets of cognition in manufacturing, it is useful to 
distinguish between cognition on the machine level, 
referred to as Cognitive Technical Systems (CTS) 
[66], and cognition on factory level, referred to as 
Biological Manufacturing Systems (BMS) [52], or 
Cognitive Factories (CF) [65]. The underlying 
principle being similar, it does nonetheless make 
sense to separate these two aspects, as their 
outcome does differ significantly. The subsequent 
findings are related to cognition on machine level. 

Cognitive Technical Systems (CTS): CTS are 
characterized by the presence of artificial sensors 
and actuators, as well as their integration or 
embedding into physical systems [8,66] as shown in 
Figure 25. Contrary to conventional technical 
systems, CTS are able to perceive, learn, plan and 
reason. A central capability of a cognitive control 
system is therefore to react autonomously to 
changing conditions as well as unexpected events 
[55].  

 

 

Figure 25: Cognitive Technical System (CTS) Definition as 

introduced by Zaeh et al. [66] 

Based on a cognition model fulfilling this 
criterion, Shea et al. [48] demonstrated a 
framework to implement cognitive capabilities in a 
milling process for individual parts. The framework 
considers both machine and factory level aspects. 
The on-machine aspects are a flexible fixture 
planning and re-configuration, as well as toolpath 
planning and evaluation. The publication has an 
explorative rather than an exploitative character, 
given that the performance of the system is neither 
reviewed nor compared to others. 

 

6.2. Sensors in Abundance  

Cognition describes the forming of knowledge 
through experience and thought, for which sensors 
provide the necessary data acquisition structure. A 
critical factor for the application of learning 
approaches is the information content of the data 
acquired by the system. As knowledge can only be 
extracted if the necessary information is present in a 
sufficiently large, comprehensive and minimum-
resolution dataset, the appropriate use of sensors is 
the prerequisite of cognitive systems. Taking the 
human as the role model for cognitive capabilities, 
the ubiquitous use and combination of sensors of 
different natures (optical, acoustic, olfactory, haptic 
and others) comes to mind. In this fashion, the large 
array of sensors distributed across common 
machine tool architectures and connected to the 
Control Systems seems to correspond to this notion 
of Sensors in Abundance. However, Gittler et al. 
[20] point out that the availability of data on 
current-day machine tools is limited in various 
sights, and that additional sensor structures need to 
be deployed in order to allow for a more complete 
range of cognitive and analytical tasks. They 
propose a data acquisition architecture, in which 
internal, external and virtualized sensors of machine 
tools can be merged in order to ensure a thorough 
availability of data, advancing sensor architectures 
on machine tools towards the notion of Sensors in 
Abundance. 

 

6.3. Exploitation of Optics   

A particular example of ubiquitous data inflow is 
the usage of camera systems. The advantage of 
optics used in mechatronic systems is their ability 
to capture a large range of characteristics, the 
alignment of the information scope with the image 
boundaries, and the affordable and intuitive use in 
manufacturing environments. Given the common 
underlying principle of image transformation and 
feature recognition, which can be deployed from 
one system to another in cases of transfer learning, 
it has ever since been at the forefront of learning 
and cognitive research. Nagato et al. [40] proposed 
the approach of Figure 26 in 2017, in which a 
camera system identifying accept or reject parts on 
a manufacturing line is introduced. Failure-
detection and recovery techniques are implemented, 
allowing the camera system to autonomously adapt 
to both environmental and specification changes 
without noticeable drops in the recognition rate. 
Due to modifications in the production environment 
(replacement or adjustments of components, 
changing lighting conditions, different camera 
installation alignments), the recognized images can 
suddenly differ a lot. In order to overcome this 
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issue, the changing conditions are identified, and 
the analysis model is continuously updated. For 
sudden and very harsh changes, the intervention of 
an expert to requalify the underlying model can be 
implemented.  

 

 

Figure 26: Image Recognition System Architecture, conceived 

by Nagato et al. [40] 

This system corresponds to the here within 
defined notions of Cognitive Technical Systems, 
learning with structured data, transfer learning, and 
Self-Organizing Systems. It adopts image 
recognition capabilities of other algorithms, whilst 
being trained on the specific job with images of 
accept and reject parts, to which the outcome is 
specifically known. Additionally, the system is 
capable of actively detecting a predefined set of 
changes, and it reacts autonomously to mitigate the 
effects of changes on the overall system behavior.  

 

7. Conclusions 

Biological systems have some properties making 
them clearly superior to today’s technical systems, 
which has been shown so far, which makes it 
desirable to enhance technical systems with 
beneficial properties of biological systems. This is 
in the long line of development of production 
machines a logical consequence. The increased 
understanding of systems behaviour and from this 
perpetual optimization has reached a state, where 
deterministic approaches become extremely 
complicated or reach their limits. Together with the 
unprecedented possibilities of data evaluation 
cognitive systems discussed already long ago 
become now possible and beneficial. This 
“biologicalization” of technical systems enables to 
overcome the vulnerability of highly developed 
technical systems and increase their robustness 
against faults as well external as internal 
disturbances. Especially for production systems that 
have to master their processes with highest 
repeatability and quality, such that only very 
limited group of operators are capable to fulfil this 
task can greatly profit from cognitive capabilities of 
biological systems. Releasing the operators from 

complexity can only be achieved if the production 
machine deals autonomously with the full 
complexity of the physics of machine, process and 
environment, which is only achievable with 
machine cognition and machine learning 
approaches. “Intelligence” to the machine 
necessarily requires to overcome the today’s 
separation between intelligent planning systems and 
stupid execution systems, where machines without 
a generalized CAM, like grinding and EDM might 
become the forerunners of biologicalization. To 
enhance this development process, a multitude of 
machines needs to be observed and thus Industrie 
4.0 is necessary prerequisite for this approach. As 
the number of same machines in same operating 
conditions are sparse, modelling to make data 
comparable, to transform them to data for a master 
system plays a significant role. In every respect, it 
is worthwhile to systematically imagine which 
properties of biological systems are worth to be 
considered in production machinery, generating not 
only a new type of machine, but also a new type of 
machining processes and factory organization. An 
estimation of time scales and industrial readiness of 
different biologicalization approaches is given in 
Figure 27. An excellent overview on aspects of 
biological transformation of production is given in 
[9]. 

 

 

Figure 27: Aspects of biologicalization illustrated within the 

Gartner Hype cycle. 

Acknowledgements 

The authors are grateful for information provided 
by P. Blaser and T. Haas and the financial support 
of the Commission for Technology and Innovation 
CTI, Switzerland as well as for the support of 
MTTRF, San Francisco.  

 
References  

[1] Amor-Segan M, McMurran R, Dhadyalla G, Jones RP 
(2007) Towards the Self Healing Vehicle, Automotive 
Electronics, 2007 3rd Institution of Engineering and 
Technology Conference. 



 Konrad Wegener et al. / Procedia CIRP 77 (2018) 1–17 1514 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000 

becomes larger, for instance with a stepped flank 
face.  

 

6. Sensors  

6.1. Sensor based Cognition in Machines 

The common trait of cognitive and biointelligent 
systems is their ability to replicate human 
capabilities, such as perception, reasoning, adaption 
and evolution. In order to shed light on the different 
facets of cognition in manufacturing, it is useful to 
distinguish between cognition on the machine level, 
referred to as Cognitive Technical Systems (CTS) 
[66], and cognition on factory level, referred to as 
Biological Manufacturing Systems (BMS) [52], or 
Cognitive Factories (CF) [65]. The underlying 
principle being similar, it does nonetheless make 
sense to separate these two aspects, as their 
outcome does differ significantly. The subsequent 
findings are related to cognition on machine level. 

Cognitive Technical Systems (CTS): CTS are 
characterized by the presence of artificial sensors 
and actuators, as well as their integration or 
embedding into physical systems [8,66] as shown in 
Figure 25. Contrary to conventional technical 
systems, CTS are able to perceive, learn, plan and 
reason. A central capability of a cognitive control 
system is therefore to react autonomously to 
changing conditions as well as unexpected events 
[55].  

 

 

Figure 25: Cognitive Technical System (CTS) Definition as 

introduced by Zaeh et al. [66] 

Based on a cognition model fulfilling this 
criterion, Shea et al. [48] demonstrated a 
framework to implement cognitive capabilities in a 
milling process for individual parts. The framework 
considers both machine and factory level aspects. 
The on-machine aspects are a flexible fixture 
planning and re-configuration, as well as toolpath 
planning and evaluation. The publication has an 
explorative rather than an exploitative character, 
given that the performance of the system is neither 
reviewed nor compared to others. 

 

6.2. Sensors in Abundance  

Cognition describes the forming of knowledge 
through experience and thought, for which sensors 
provide the necessary data acquisition structure. A 
critical factor for the application of learning 
approaches is the information content of the data 
acquired by the system. As knowledge can only be 
extracted if the necessary information is present in a 
sufficiently large, comprehensive and minimum-
resolution dataset, the appropriate use of sensors is 
the prerequisite of cognitive systems. Taking the 
human as the role model for cognitive capabilities, 
the ubiquitous use and combination of sensors of 
different natures (optical, acoustic, olfactory, haptic 
and others) comes to mind. In this fashion, the large 
array of sensors distributed across common 
machine tool architectures and connected to the 
Control Systems seems to correspond to this notion 
of Sensors in Abundance. However, Gittler et al. 
[20] point out that the availability of data on 
current-day machine tools is limited in various 
sights, and that additional sensor structures need to 
be deployed in order to allow for a more complete 
range of cognitive and analytical tasks. They 
propose a data acquisition architecture, in which 
internal, external and virtualized sensors of machine 
tools can be merged in order to ensure a thorough 
availability of data, advancing sensor architectures 
on machine tools towards the notion of Sensors in 
Abundance. 

 

6.3. Exploitation of Optics   

A particular example of ubiquitous data inflow is 
the usage of camera systems. The advantage of 
optics used in mechatronic systems is their ability 
to capture a large range of characteristics, the 
alignment of the information scope with the image 
boundaries, and the affordable and intuitive use in 
manufacturing environments. Given the common 
underlying principle of image transformation and 
feature recognition, which can be deployed from 
one system to another in cases of transfer learning, 
it has ever since been at the forefront of learning 
and cognitive research. Nagato et al. [40] proposed 
the approach of Figure 26 in 2017, in which a 
camera system identifying accept or reject parts on 
a manufacturing line is introduced. Failure-
detection and recovery techniques are implemented, 
allowing the camera system to autonomously adapt 
to both environmental and specification changes 
without noticeable drops in the recognition rate. 
Due to modifications in the production environment 
(replacement or adjustments of components, 
changing lighting conditions, different camera 
installation alignments), the recognized images can 
suddenly differ a lot. In order to overcome this 

 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000  15 

issue, the changing conditions are identified, and 
the analysis model is continuously updated. For 
sudden and very harsh changes, the intervention of 
an expert to requalify the underlying model can be 
implemented.  

 

 

Figure 26: Image Recognition System Architecture, conceived 

by Nagato et al. [40] 

This system corresponds to the here within 
defined notions of Cognitive Technical Systems, 
learning with structured data, transfer learning, and 
Self-Organizing Systems. It adopts image 
recognition capabilities of other algorithms, whilst 
being trained on the specific job with images of 
accept and reject parts, to which the outcome is 
specifically known. Additionally, the system is 
capable of actively detecting a predefined set of 
changes, and it reacts autonomously to mitigate the 
effects of changes on the overall system behavior.  

 

7. Conclusions 

Biological systems have some properties making 
them clearly superior to today’s technical systems, 
which has been shown so far, which makes it 
desirable to enhance technical systems with 
beneficial properties of biological systems. This is 
in the long line of development of production 
machines a logical consequence. The increased 
understanding of systems behaviour and from this 
perpetual optimization has reached a state, where 
deterministic approaches become extremely 
complicated or reach their limits. Together with the 
unprecedented possibilities of data evaluation 
cognitive systems discussed already long ago 
become now possible and beneficial. This 
“biologicalization” of technical systems enables to 
overcome the vulnerability of highly developed 
technical systems and increase their robustness 
against faults as well external as internal 
disturbances. Especially for production systems that 
have to master their processes with highest 
repeatability and quality, such that only very 
limited group of operators are capable to fulfil this 
task can greatly profit from cognitive capabilities of 
biological systems. Releasing the operators from 

complexity can only be achieved if the production 
machine deals autonomously with the full 
complexity of the physics of machine, process and 
environment, which is only achievable with 
machine cognition and machine learning 
approaches. “Intelligence” to the machine 
necessarily requires to overcome the today’s 
separation between intelligent planning systems and 
stupid execution systems, where machines without 
a generalized CAM, like grinding and EDM might 
become the forerunners of biologicalization. To 
enhance this development process, a multitude of 
machines needs to be observed and thus Industrie 
4.0 is necessary prerequisite for this approach. As 
the number of same machines in same operating 
conditions are sparse, modelling to make data 
comparable, to transform them to data for a master 
system plays a significant role. In every respect, it 
is worthwhile to systematically imagine which 
properties of biological systems are worth to be 
considered in production machinery, generating not 
only a new type of machine, but also a new type of 
machining processes and factory organization. An 
estimation of time scales and industrial readiness of 
different biologicalization approaches is given in 
Figure 27. An excellent overview on aspects of 
biological transformation of production is given in 
[9]. 

 

 

Figure 27: Aspects of biologicalization illustrated within the 

Gartner Hype cycle. 

Acknowledgements 

The authors are grateful for information provided 
by P. Blaser and T. Haas and the financial support 
of the Commission for Technology and Innovation 
CTI, Switzerland as well as for the support of 
MTTRF, San Francisco.  

 
References  

[1] Amor-Segan M, McMurran R, Dhadyalla G, Jones RP 
(2007) Towards the Self Healing Vehicle, Automotive 
Electronics, 2007 3rd Institution of Engineering and 
Technology Conference. 



16 Konrad Wegener et al. / Procedia CIRP 77 (2018) 1–1716 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000 

[2] Arinez J, Ou X, Chang Q (2017) Gantry Scheduling For 
Two-Machine One-Buffer Composite Work Cell By 
Reinforcement Learning, in Proceedings of the ASME 
2017 12th International Manufacturing Science and 
Engineering Conference, pp. 1–7 

[3] Bell C, Farnsworth M, Tiwari A, Dorey R (2013) 
Theoretical design of a self-rectifying 4-bar linkage 
mechanism, Procedia CIRP, 11:385–389, 
DOI:10.1016/j.procir.2013.07.028. 

[4] Bell C, McWilliam R, Purvis A, Tiwari A (2013) On the 
concepts of self-repairing systems Colin, The Journal of 
the Institute of Measurement and Control, 44/April:0–103, 
DOI:10.1063/1.2756072. 

[5] Benkhelifa E, Pipe A, Tiwari A (2013) Evolvable 
embryonics: 2-in-1 approach to self-healing systems, 
Procedia CIRP, 11:394–399, 
DOI:10.1016/j.procir.2013.07.029. 

[6] Blaser P, Pavlicek F, Mori K, Mayr J, Weikert S et al. 
(2017) Adaptive learning control for thermal error 
compensation of 5-axis machine tools, Journal of 
Manufacturing Systems, 44:302–309, 
DOI:10.1016/j.jmsy.2017.04.011. 

[7] Brecher C, Hirsch P, Weck M (2004) Compensation of 
Thermo-elastic Machine Tool Deformation Based on 
Control internal Data, CIRP Annals - Manufacturing 
Technology, 53/1:299–304. 

[8] Buss M, Beetz M, Wollherr D (2007) CoTeSys — Cognition 
for Technical Systems, of the 4th COE Workshop on 
Human, p. 10. 

[9] Byrne G, Dimitrov D, Monostori L, Teti R, van Houten F, 
Wertheim R. Biologicalization: Biological transformation 
in manufacturing, CIRP Journal of Manufacturing Science 
and Technology 21, (2018): 1-32. 

[10] Dabrowski C, Mills K (2002) Understanding Self-healing 
in Service-Discovery Systems, pp. 15–20. 

[11] Denkena B, Dittrich M, Uhlich F (2016) Self-optimizing 
cutting process using learning process models, Procedia 
Technology, 26:221–226, 
DOI:10.1016/j.protcy.2016.08.030. 

[12] Desai A, Mital A (2013) Design simplification and 
innovation through adoption of a time-based design for 
maintenance methodology, in Human Work Productivity: 
A Global Perspective, S. Kumar, A. Mital, and A. 
Pennathur, Eds. CRC Press, p. 253. 

[13] Escobar CA, Morales-Menendez R (2017) Machine 
Learning and Pattern Recognition Techniques for 
Information Extraction to Improve Production Control 
and Design Decisions, in Advances in Data Mining. 
Applications and Theoretical Aspects, P. Perner, Ed. 
Cham: Springer International Publishing, pp. 286–300. 

[14] Farnsworth M, Bell C, Khan S, Tomiyama T (2015) 
Autonomous Maintenance for Through-life Engineering 
Services, pp. 395–419, DOI:10.1007/978-3-319-12111-6. 

[15] Farnsworth M, Tiwari A (2015) Modelling, Simulation and 
Analysis of a Self-healing Energy Harvester, Procedia 
CIRP, 38:271–276, DOI:10.1016/j.procir.2015.07.084. 

[16] Frei R, McWilliam R, Derrick B, Purvis A, Tiwari A et al. 
(2013) Self-healing and self-repairing technologies, 
International Journal of Advanced Manufacturing 
Technology, 69/5–8:1033–1061, DOI:10.1007/s00170-
013-5070-2. 

[17] Fritz Studer AG (2012) StuderTechnology Integrated. 
[Online]. Available: 
www.grinding.com/uploads/media/StuderTechnology_Int
egrated_DE_04.pdf. [Accessed: 18-Oct-2017]. 

[18] Gaegauf F, Technologie schafft Wettbewerbsvorteile, 
Schweizer Präzisionstechnik (2011): 26-28. 

[19] Gebhardt M. Thermal Behaviour and Compensation of 
Rotary Axes in 5-Axis Machine Tools, Ph.D. thesis, 
No.21733, ETH Zurich, (2014) 

[20] Gittler T, Gontarz A, Weiss L, Wegener K (2018) A 
Fundamental Approach for Data Acquisition on Machine 
Tools as Enabler for Analytical Industrie 4 . 0 
Applications, Conference Proceedings - 12th CIRP 
Conference on Intelligent Computation in Manufacturing 
Engineering, 2018, Gulf of Naples, Italy. 

[21] Goyal D, Pabla BS (2015) CIRP Journal of Manufacturing 
Science and Technology Condition based maintenance of 
machine tools — A review, CIRP Journal of 
Manufacturing Science and Technology, 10:24–35, 
DOI:10.1016/j.cirpj.2015.05.004. 

[22] Haas T, Set Point Optimization for Machine Tools, Ph.D. 
thesis ETH Zürich, No. 24937, (2018).  

[23] Haas T, Lanz N, Keller R, Weikert S, Wegener K (2016) 
Iterative Learning for Machine Tools Using a Convex 
Optimisation Approach, Procedia CIRP, 46:391–395, 
DOI:10.1016/j.procir.2016.04.033. 

[24] Henerichs M, Bohrbearbeitung von CFK unter besonderer 
Berücksichtigung der Schneidkantengeometrie, Ph.D. 
thesis ETH Zürich 22629, (2015) 

[25] Henerichs M, Voss R, Kuster F, Wegener K. Machining of 
carbon fiber reinforced plastics: Influence of tool 
geometry and fiber orientation on the machining forces, 
CIRP Journal of Manufacturing Science and Technology. 
9: pp. 136-145. 

[26] Jiang W (2014) Bio-inspired self-sharpening cutting tool 
surface for finish hard turning of steel, CIRP Annals - 
Manufacturing Technology, 63/1:517–520, 
DOI:10.1016/j.cirp.2014.03.047.  

[27] Khun NW, Sun DW, Huang MX, Yang JL, Yue CY (2014) 
Wear resistant epoxy composites with diisocyanate-based 
self-healing functionality, Wear, 313/1–2:19–28, 
DOI:10.1016/j.wear.2014.02.011. 

[28] Lee J, Ghaffari M, Elmeligy S (2011) Self-maintenance 
and engineering immune systems: Towards smarter 
machines and manufacturing systems, Annual Reviews in 
Control, 35/1:111–122, 
DOI:10.1016/j.arcontrol.2011.03.007.  

[29] Levi P, Meister E, Schlachter F (2014) Reconfigurable 
swarm robots produce self-assembling and self-repairing 
organisms, Robotics and Autonomous Systems, 
62/10:1371–1376, DOI:10.1016/j.robot.2014.07.001. 

[30] Lieber D, Stolpe M, Konrad B, Deuse J, Morik K (2013) 
Quality prediction in interlinked manufacturing processes 
based on supervised & unsupervised machine learning, 
Procedia CIRP, 7:193–198, 
DOI:10.1016/j.procir.2013.05.033. 

[31] Luckow A, Cook M, Ashcraft N, Weill E, Djerekarov E et 
al. (2016) Deep Learning in the Automotive Industry: 
Applications and Tools, Big Data: International 
Conference on Big Data, pp. 3759–3768, 
DOI:10.1109/BigData.2016.7841045. 

[32] Malshe A, Rajurkar K, Samant A, Hansen HN, Bapat S, 
Jiang W (2013) Bio-inspired surfaces for advanced 
applications, CIRP Annals – Manufacturing Technology 
62/2, p. 607-628  

[33] Matt DT (2012) Enhanced Survivability- a Framework of 
Self-Healing Mechanisms’ Installation Using Axiomatic 
Design in Agile Manufacturing Systems, pp. 153–159. 

[34] Mayr J, Egeter M, Weikert S, Wegener K (2015) Thermal 
error compensation of rotary axes and main spindles using 
cooling power as input parameter, Journal of 
Manufacturing Systems, pp. 542–549. 

[35] Mayr J, Jedrzejewski J, Uhlmann E, Donmez A, Knapp W, 
et al. (2012) Thermal issues in machine tools, Annals of 
the CIRP 61/2, 2012, ISSN ISSN 0007-8506, DOI 
10.1016/j.cirp.2012.05.008 

[36] Moghadam AD, Schultz BF, Ferguson JB, Omrani E, 
Rohatgi PK et al. (2014) Functional metal matrix 
composites: Self-lubricating, self-healing, and 
nanocomposites-an outlook, Jom, 66/6:872–881, 
DOI:10.1007/s11837-014-0948-5. 

[37] Monostori L (2002) AI and machine learning techniques 
for managing complexity, changes and uncertainties in 
manufacturing, IFAC Proceedings Volumes (IFAC-
PapersOnline), 15/1:119–130, DOI:10.1016/S0952-
1976(03)00078-2. 

[38] Mou J, Liu CR (1995) An Adaptive Methodology for 
Machine Tool Error Correction, J. Eng. Ind 117(3), 389-
399 (Aug 01, 1995) (11 pages) doi:10.1115/1.2804345 

[39] Murata S, Yoshida E, Kurokawa H, Tomita K, Kokaji S 
(2001) Self-repairing mechanical systems, Autonomous 
Robots, 10/1:7–21, DOI:10.1023/A:1026540318188. 

 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000  17 

[40] Nagato T, Shibuya H, Okamoto H, Koezuka T (2017) 
Machine Learning Technology Applied to Production 
Lines : Image Recognition System, 53/4:52–58. 

[41] Neugebauer R, Wabner M, Ihlenfeldt S, Friess U, 
Schneider F, Schubert F (2012) Bionics Based Energy 
Efficient Machine Tool Design. Procedia CIRP, 3:561–
566.  

[42] Nosonovsky M, Bhushan B (2010) Surface self-
organization: From wear to self-healing in biological and 
technical surfaces, Applied Surface Science, 
256/12:3982–3987, DOI:10.1016/j.apsusc.2010.01.061. 

[43] Oquab M, Bottou L, Laptev I, Sivic J (2014) Learning and 
Transferring Mid-Level Image Representations using 
Convolutional Neural Networks, IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), pp. 
1717–1724, DOI:10.1109/CVPR.2014.222. 

[44] Reinhart RF, Steil JJ (2016) Hybrid Mechanical and Data-
driven Modeling Improves Inverse Kinematic Control of a 
Soft Robot, Procedia Technology, 26:12–19, 
DOI:10.1016/j.protcy.2016.08.003. 

[45] Ringsquandl M, Lamparter S, Lepratti R (2017) Advances 
in Production Management Systems. The Path to 
Intelligent, Collaborative and Sustainable Manufacturing, 
514:302–310, DOI:10.1007/978-3-319-66926-7. 

[46] Samadzadeh M, Boura SH, Peikari M, Ashrafi A, Kasiriha 
M (2011) Tung oil: An autonomous repairing agent for 
self-healing epoxy coatings, Progress in Organic 
Coatings, 70/4:383–387, 
DOI:10.1016/j.porgcoat.2010.08.017. 

[47] Schischke K (2010) Energy-Using Product Group Analysis, 
Lot 5: Machine tools and related machinery, Task 2 
Report. Fraunhofer IZM, Berlin. 

[48] Shea K, Ertelt C, Gmeiner T, Ameri F (2010) Design-to-
fabrication automation for the cognitive machine shop, 
Advanced Engineering Informatics, 24/3:251–268, 
DOI:10.1016/j.aei.2010.05.017 

[49] Spescha D, Framework for Efficient and Accurate 
Simulation of the Dynamics of Machine Tools, Ph.D. 
thesis Clausthal University of Technology, Preprint, 
(2018). 

[50] Shin S-J, Woo J, Rachuri S (2014) Predictive Analytics 
Model for Power Consumption in Manufacturing, 
Procedia CIRP, 15:153–158, 
DOI:10.1016/j.procir.2014.06.036 

[51] Srivastava AN, Han J (2016) Machine Learning and 
Knowledge Discovery for Engineering Systems Health 
Management. CRC Press. 

[52] Ueda K, Vaario J, Ohkura K (1997) Modelling of 
Biological Manufacturing Systems for Dynamic 
Reconfiguration, CIRP Annals - Manufacturing 
Technology, 46/1:343–346, DOI:10.1016/S0007-
8506(07)60839-7. 

[53] Voss R, Henerichs M, Harsch D, Kuster F, Wegener K 
(2017) Optimized approach for characterization of cutting 
edge micro-geometry in drilling carbin fibre reinforced 
plastics (CFRP), Internationa,l Journal of Advanced 
Manufacturing Technology 90, 2017: 457-472. 

[54] Voss R (2017) Fundamentals of Carbon Fibre Reinforced 
Machining Ph.D. thesis ETH Zürich 24283  

[55] Verein Deutscher Ingenieure (2012) VDI 6220 Blatt 1, 
/Pages:1–36. 

[56] Wegener K, Bleicher F, Krajnik P, Hoffmeister H-W, 
Brecher C. Recent Developments in Grinding Machines, 
CIRP Annals Manufacturing Technology 66/2, (2017): 
779-802.  

[57] Wegener K, Weikert S, Mayr J. Age of Compensation – 
Challenge and Chance for Machine Tool Industry, IJAT 
10 (2016): 609-623. 

[58] Weiss L, Wegener K (2007) Trends im Werkzeug-
maschinenbau. MB-Revue, Zürich. 

[59] Wool RP (2008) Self-healing materials: a review, Soft 
Matter, 4/3:400, DOI:10.1039/b711716g. 

[60] World Machine Tool Survey (2016), Gardner Research; 
https://www.gardnerweb.com/cdn/cms/2016%20WMTS%
20Report.pdf. Retrieved 2018-06-06   

[61] Wuest T, Irgens C, Thoben K-D, Wuest T, Thoben K-D 
(2014) An approach to monitoring quality in 

manufacturing using supervised machine learning on 
product state data, Journal of Intelligent Manufacturing, 
25:1167–1180, DOI:10.1007/s10845-013-0761-y 

[62] Wuest T, Weimer D, Irgens C, Thoben K-D (2016) 
Machine learning in manufacturing: advantages, 
challenges, and applications, Production & Manufacturing 
Research, 4/1:23–45, 
DOI:10.1080/21693277.2016.1192517. 

[63] Yang J, Chen Y, Zhang L (2017) An Efficient Approach 
for Fault Detection, Isolation, and Data Recovery of Self-
Validating Multifunctional Sensors, IEEE Transactions on 
Instrumentation and Measurement, 66/3:543–558, 
DOI:10.1109/TIM.2016.264265. 

[64] Yang H, Ni J (2005) Adaptive model estimation of 
machine-tool thermal errors based on recursive dynamic 
modeling strategy, International Journal of Machine Tools 
and Manufacture, 45/1:1–11. 

[65] Zaeh M, Beetz M, Shea K, Reinhart G, Bender K et al. 
(2008) The cognitive factory, in Changeable and 
Reconfigurable Manufacturing Systems, pp. 355–371. 

 [66] Zaeh M, Ostgathe M, Geiger F, Reinhart G (2012) 
Adaptive Job Control in the Cognitive Factory, in 
Enabling Manufacturing Competitiveness and Economic 
Sustainability, H. A. ElMaraghy, Ed. Berlin, Heidelberg: 
Springer Berlin Heidelberg, pp. 10–17. 

[67] Zhang Y, Qian C, Lv J, Liu Y (2017) Agent and Cyber-
Physical System Based Self-Organizing and Self-
Adaptive Intelligent Shopfloor, IEEE Transactions on 
Industrial Informatics, 13/2:737–747, 
DOI:10.1109/TII.2016.2618892. 

[68] Zirn O (2008) Machine tool analysis, Ph.D. thesis, ETH 
Zurich,. doi:10.3929/ethz-a-005825192. 

 



 Konrad Wegener et al. / Procedia CIRP 77 (2018) 1–17 1716 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000 

[2] Arinez J, Ou X, Chang Q (2017) Gantry Scheduling For 
Two-Machine One-Buffer Composite Work Cell By 
Reinforcement Learning, in Proceedings of the ASME 
2017 12th International Manufacturing Science and 
Engineering Conference, pp. 1–7 

[3] Bell C, Farnsworth M, Tiwari A, Dorey R (2013) 
Theoretical design of a self-rectifying 4-bar linkage 
mechanism, Procedia CIRP, 11:385–389, 
DOI:10.1016/j.procir.2013.07.028. 

[4] Bell C, McWilliam R, Purvis A, Tiwari A (2013) On the 
concepts of self-repairing systems Colin, The Journal of 
the Institute of Measurement and Control, 44/April:0–103, 
DOI:10.1063/1.2756072. 

[5] Benkhelifa E, Pipe A, Tiwari A (2013) Evolvable 
embryonics: 2-in-1 approach to self-healing systems, 
Procedia CIRP, 11:394–399, 
DOI:10.1016/j.procir.2013.07.029. 

[6] Blaser P, Pavlicek F, Mori K, Mayr J, Weikert S et al. 
(2017) Adaptive learning control for thermal error 
compensation of 5-axis machine tools, Journal of 
Manufacturing Systems, 44:302–309, 
DOI:10.1016/j.jmsy.2017.04.011. 

[7] Brecher C, Hirsch P, Weck M (2004) Compensation of 
Thermo-elastic Machine Tool Deformation Based on 
Control internal Data, CIRP Annals - Manufacturing 
Technology, 53/1:299–304. 

[8] Buss M, Beetz M, Wollherr D (2007) CoTeSys — Cognition 
for Technical Systems, of the 4th COE Workshop on 
Human, p. 10. 

[9] Byrne G, Dimitrov D, Monostori L, Teti R, van Houten F, 
Wertheim R. Biologicalization: Biological transformation 
in manufacturing, CIRP Journal of Manufacturing Science 
and Technology 21, (2018): 1-32. 

[10] Dabrowski C, Mills K (2002) Understanding Self-healing 
in Service-Discovery Systems, pp. 15–20. 

[11] Denkena B, Dittrich M, Uhlich F (2016) Self-optimizing 
cutting process using learning process models, Procedia 
Technology, 26:221–226, 
DOI:10.1016/j.protcy.2016.08.030. 

[12] Desai A, Mital A (2013) Design simplification and 
innovation through adoption of a time-based design for 
maintenance methodology, in Human Work Productivity: 
A Global Perspective, S. Kumar, A. Mital, and A. 
Pennathur, Eds. CRC Press, p. 253. 

[13] Escobar CA, Morales-Menendez R (2017) Machine 
Learning and Pattern Recognition Techniques for 
Information Extraction to Improve Production Control 
and Design Decisions, in Advances in Data Mining. 
Applications and Theoretical Aspects, P. Perner, Ed. 
Cham: Springer International Publishing, pp. 286–300. 

[14] Farnsworth M, Bell C, Khan S, Tomiyama T (2015) 
Autonomous Maintenance for Through-life Engineering 
Services, pp. 395–419, DOI:10.1007/978-3-319-12111-6. 

[15] Farnsworth M, Tiwari A (2015) Modelling, Simulation and 
Analysis of a Self-healing Energy Harvester, Procedia 
CIRP, 38:271–276, DOI:10.1016/j.procir.2015.07.084. 

[16] Frei R, McWilliam R, Derrick B, Purvis A, Tiwari A et al. 
(2013) Self-healing and self-repairing technologies, 
International Journal of Advanced Manufacturing 
Technology, 69/5–8:1033–1061, DOI:10.1007/s00170-
013-5070-2. 

[17] Fritz Studer AG (2012) StuderTechnology Integrated. 
[Online]. Available: 
www.grinding.com/uploads/media/StuderTechnology_Int
egrated_DE_04.pdf. [Accessed: 18-Oct-2017]. 

[18] Gaegauf F, Technologie schafft Wettbewerbsvorteile, 
Schweizer Präzisionstechnik (2011): 26-28. 

[19] Gebhardt M. Thermal Behaviour and Compensation of 
Rotary Axes in 5-Axis Machine Tools, Ph.D. thesis, 
No.21733, ETH Zurich, (2014) 

[20] Gittler T, Gontarz A, Weiss L, Wegener K (2018) A 
Fundamental Approach for Data Acquisition on Machine 
Tools as Enabler for Analytical Industrie 4 . 0 
Applications, Conference Proceedings - 12th CIRP 
Conference on Intelligent Computation in Manufacturing 
Engineering, 2018, Gulf of Naples, Italy. 

[21] Goyal D, Pabla BS (2015) CIRP Journal of Manufacturing 
Science and Technology Condition based maintenance of 
machine tools — A review, CIRP Journal of 
Manufacturing Science and Technology, 10:24–35, 
DOI:10.1016/j.cirpj.2015.05.004. 

[22] Haas T, Set Point Optimization for Machine Tools, Ph.D. 
thesis ETH Zürich, No. 24937, (2018).  

[23] Haas T, Lanz N, Keller R, Weikert S, Wegener K (2016) 
Iterative Learning for Machine Tools Using a Convex 
Optimisation Approach, Procedia CIRP, 46:391–395, 
DOI:10.1016/j.procir.2016.04.033. 

[24] Henerichs M, Bohrbearbeitung von CFK unter besonderer 
Berücksichtigung der Schneidkantengeometrie, Ph.D. 
thesis ETH Zürich 22629, (2015) 

[25] Henerichs M, Voss R, Kuster F, Wegener K. Machining of 
carbon fiber reinforced plastics: Influence of tool 
geometry and fiber orientation on the machining forces, 
CIRP Journal of Manufacturing Science and Technology. 
9: pp. 136-145. 

[26] Jiang W (2014) Bio-inspired self-sharpening cutting tool 
surface for finish hard turning of steel, CIRP Annals - 
Manufacturing Technology, 63/1:517–520, 
DOI:10.1016/j.cirp.2014.03.047.  

[27] Khun NW, Sun DW, Huang MX, Yang JL, Yue CY (2014) 
Wear resistant epoxy composites with diisocyanate-based 
self-healing functionality, Wear, 313/1–2:19–28, 
DOI:10.1016/j.wear.2014.02.011. 

[28] Lee J, Ghaffari M, Elmeligy S (2011) Self-maintenance 
and engineering immune systems: Towards smarter 
machines and manufacturing systems, Annual Reviews in 
Control, 35/1:111–122, 
DOI:10.1016/j.arcontrol.2011.03.007.  

[29] Levi P, Meister E, Schlachter F (2014) Reconfigurable 
swarm robots produce self-assembling and self-repairing 
organisms, Robotics and Autonomous Systems, 
62/10:1371–1376, DOI:10.1016/j.robot.2014.07.001. 

[30] Lieber D, Stolpe M, Konrad B, Deuse J, Morik K (2013) 
Quality prediction in interlinked manufacturing processes 
based on supervised & unsupervised machine learning, 
Procedia CIRP, 7:193–198, 
DOI:10.1016/j.procir.2013.05.033. 

[31] Luckow A, Cook M, Ashcraft N, Weill E, Djerekarov E et 
al. (2016) Deep Learning in the Automotive Industry: 
Applications and Tools, Big Data: International 
Conference on Big Data, pp. 3759–3768, 
DOI:10.1109/BigData.2016.7841045. 

[32] Malshe A, Rajurkar K, Samant A, Hansen HN, Bapat S, 
Jiang W (2013) Bio-inspired surfaces for advanced 
applications, CIRP Annals – Manufacturing Technology 
62/2, p. 607-628  

[33] Matt DT (2012) Enhanced Survivability- a Framework of 
Self-Healing Mechanisms’ Installation Using Axiomatic 
Design in Agile Manufacturing Systems, pp. 153–159. 

[34] Mayr J, Egeter M, Weikert S, Wegener K (2015) Thermal 
error compensation of rotary axes and main spindles using 
cooling power as input parameter, Journal of 
Manufacturing Systems, pp. 542–549. 

[35] Mayr J, Jedrzejewski J, Uhlmann E, Donmez A, Knapp W, 
et al. (2012) Thermal issues in machine tools, Annals of 
the CIRP 61/2, 2012, ISSN ISSN 0007-8506, DOI 
10.1016/j.cirp.2012.05.008 

[36] Moghadam AD, Schultz BF, Ferguson JB, Omrani E, 
Rohatgi PK et al. (2014) Functional metal matrix 
composites: Self-lubricating, self-healing, and 
nanocomposites-an outlook, Jom, 66/6:872–881, 
DOI:10.1007/s11837-014-0948-5. 

[37] Monostori L (2002) AI and machine learning techniques 
for managing complexity, changes and uncertainties in 
manufacturing, IFAC Proceedings Volumes (IFAC-
PapersOnline), 15/1:119–130, DOI:10.1016/S0952-
1976(03)00078-2. 

[38] Mou J, Liu CR (1995) An Adaptive Methodology for 
Machine Tool Error Correction, J. Eng. Ind 117(3), 389-
399 (Aug 01, 1995) (11 pages) doi:10.1115/1.2804345 

[39] Murata S, Yoshida E, Kurokawa H, Tomita K, Kokaji S 
(2001) Self-repairing mechanical systems, Autonomous 
Robots, 10/1:7–21, DOI:10.1023/A:1026540318188. 

 Konrad Wegener/ Procedia CIRP 00 (2018) 000–000  17 

[40] Nagato T, Shibuya H, Okamoto H, Koezuka T (2017) 
Machine Learning Technology Applied to Production 
Lines : Image Recognition System, 53/4:52–58. 

[41] Neugebauer R, Wabner M, Ihlenfeldt S, Friess U, 
Schneider F, Schubert F (2012) Bionics Based Energy 
Efficient Machine Tool Design. Procedia CIRP, 3:561–
566.  

[42] Nosonovsky M, Bhushan B (2010) Surface self-
organization: From wear to self-healing in biological and 
technical surfaces, Applied Surface Science, 
256/12:3982–3987, DOI:10.1016/j.apsusc.2010.01.061. 

[43] Oquab M, Bottou L, Laptev I, Sivic J (2014) Learning and 
Transferring Mid-Level Image Representations using 
Convolutional Neural Networks, IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), pp. 
1717–1724, DOI:10.1109/CVPR.2014.222. 

[44] Reinhart RF, Steil JJ (2016) Hybrid Mechanical and Data-
driven Modeling Improves Inverse Kinematic Control of a 
Soft Robot, Procedia Technology, 26:12–19, 
DOI:10.1016/j.protcy.2016.08.003. 

[45] Ringsquandl M, Lamparter S, Lepratti R (2017) Advances 
in Production Management Systems. The Path to 
Intelligent, Collaborative and Sustainable Manufacturing, 
514:302–310, DOI:10.1007/978-3-319-66926-7. 

[46] Samadzadeh M, Boura SH, Peikari M, Ashrafi A, Kasiriha 
M (2011) Tung oil: An autonomous repairing agent for 
self-healing epoxy coatings, Progress in Organic 
Coatings, 70/4:383–387, 
DOI:10.1016/j.porgcoat.2010.08.017. 

[47] Schischke K (2010) Energy-Using Product Group Analysis, 
Lot 5: Machine tools and related machinery, Task 2 
Report. Fraunhofer IZM, Berlin. 

[48] Shea K, Ertelt C, Gmeiner T, Ameri F (2010) Design-to-
fabrication automation for the cognitive machine shop, 
Advanced Engineering Informatics, 24/3:251–268, 
DOI:10.1016/j.aei.2010.05.017 

[49] Spescha D, Framework for Efficient and Accurate 
Simulation of the Dynamics of Machine Tools, Ph.D. 
thesis Clausthal University of Technology, Preprint, 
(2018). 

[50] Shin S-J, Woo J, Rachuri S (2014) Predictive Analytics 
Model for Power Consumption in Manufacturing, 
Procedia CIRP, 15:153–158, 
DOI:10.1016/j.procir.2014.06.036 

[51] Srivastava AN, Han J (2016) Machine Learning and 
Knowledge Discovery for Engineering Systems Health 
Management. CRC Press. 

[52] Ueda K, Vaario J, Ohkura K (1997) Modelling of 
Biological Manufacturing Systems for Dynamic 
Reconfiguration, CIRP Annals - Manufacturing 
Technology, 46/1:343–346, DOI:10.1016/S0007-
8506(07)60839-7. 

[53] Voss R, Henerichs M, Harsch D, Kuster F, Wegener K 
(2017) Optimized approach for characterization of cutting 
edge micro-geometry in drilling carbin fibre reinforced 
plastics (CFRP), Internationa,l Journal of Advanced 
Manufacturing Technology 90, 2017: 457-472. 

[54] Voss R (2017) Fundamentals of Carbon Fibre Reinforced 
Machining Ph.D. thesis ETH Zürich 24283  

[55] Verein Deutscher Ingenieure (2012) VDI 6220 Blatt 1, 
/Pages:1–36. 

[56] Wegener K, Bleicher F, Krajnik P, Hoffmeister H-W, 
Brecher C. Recent Developments in Grinding Machines, 
CIRP Annals Manufacturing Technology 66/2, (2017): 
779-802.  

[57] Wegener K, Weikert S, Mayr J. Age of Compensation – 
Challenge and Chance for Machine Tool Industry, IJAT 
10 (2016): 609-623. 

[58] Weiss L, Wegener K (2007) Trends im Werkzeug-
maschinenbau. MB-Revue, Zürich. 

[59] Wool RP (2008) Self-healing materials: a review, Soft 
Matter, 4/3:400, DOI:10.1039/b711716g. 

[60] World Machine Tool Survey (2016), Gardner Research; 
https://www.gardnerweb.com/cdn/cms/2016%20WMTS%
20Report.pdf. Retrieved 2018-06-06   

[61] Wuest T, Irgens C, Thoben K-D, Wuest T, Thoben K-D 
(2014) An approach to monitoring quality in 

manufacturing using supervised machine learning on 
product state data, Journal of Intelligent Manufacturing, 
25:1167–1180, DOI:10.1007/s10845-013-0761-y 

[62] Wuest T, Weimer D, Irgens C, Thoben K-D (2016) 
Machine learning in manufacturing: advantages, 
challenges, and applications, Production & Manufacturing 
Research, 4/1:23–45, 
DOI:10.1080/21693277.2016.1192517. 

[63] Yang J, Chen Y, Zhang L (2017) An Efficient Approach 
for Fault Detection, Isolation, and Data Recovery of Self-
Validating Multifunctional Sensors, IEEE Transactions on 
Instrumentation and Measurement, 66/3:543–558, 
DOI:10.1109/TIM.2016.264265. 

[64] Yang H, Ni J (2005) Adaptive model estimation of 
machine-tool thermal errors based on recursive dynamic 
modeling strategy, International Journal of Machine Tools 
and Manufacture, 45/1:1–11. 

[65] Zaeh M, Beetz M, Shea K, Reinhart G, Bender K et al. 
(2008) The cognitive factory, in Changeable and 
Reconfigurable Manufacturing Systems, pp. 355–371. 

 [66] Zaeh M, Ostgathe M, Geiger F, Reinhart G (2012) 
Adaptive Job Control in the Cognitive Factory, in 
Enabling Manufacturing Competitiveness and Economic 
Sustainability, H. A. ElMaraghy, Ed. Berlin, Heidelberg: 
Springer Berlin Heidelberg, pp. 10–17. 

[67] Zhang Y, Qian C, Lv J, Liu Y (2017) Agent and Cyber-
Physical System Based Self-Organizing and Self-
Adaptive Intelligent Shopfloor, IEEE Transactions on 
Industrial Informatics, 13/2:737–747, 
DOI:10.1109/TII.2016.2618892. 

[68] Zirn O (2008) Machine tool analysis, Ph.D. thesis, ETH 
Zurich,. doi:10.3929/ethz-a-005825192. 

 


