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# Voltage Stabilization in MVDC Microgrids Using Passivity-Based Nonlinear Control* 

Andrea Martinelli, Pulkit Nahata, Giancarlo Ferrari-Trecate


#### Abstract

This paper investigates the application of passivity-based nonlinear control to the problem of primary voltage stabilization in medium-voltage DC microgrids (MVDC mGs) given by the interconnection of nonlinear distributed generation units (DGUs) and power lines. To this aim, we propose nonlinear local regulators which steer the voltage at the output terminal of each DGU to a reference value. Each controller can be explicitly synthesized relying on DGU parameters, voltage reference values of the neighboring DGUs and resistance of the neighboring power lines. The control design enables plug-and-play ( PnP ) operations: a plug-in or -out of a DGU requires only the update of regulators of neighboring DGUs without spoiling the stability of overall mG. Theoretical results are backed up by simulations in Simulink environment.


## I. Introduction

An mG is a group of spatially-distributed systems composed of loads and distributed generation units (DGUs), interconnected to each other through an electrical network [9], [12]. The advantages of a distributed energy infrastructure with respect to the classical centralized paradigm are numerous. They include the capability of electrifying remote areas, islands, or large buildings, the ability of improving resilience to faults and power quality in power networks, and the possibility of operating in both grid connected and islanded modes [9], [14]. These attractive features of mGs make them a promising operational architecture for future power systems. Motivated by advances in power electronics, batteries and renewable DC energy sources, DC mGs, nowadays, find applications in various field such as highefficiency households, electric vehicles, hybrid energy storage systems, data centres, avionics and marine systems [6], [14]. Moreover, as control of reactive power or unbalanced electric signals is not an issue, the control and management of a DC system is much simpler than in AC, which makes DC mGs practically more feasible.

A key problem in islanded DC mGs is to ensure voltage stability through decentralized control architectures at the primary level of each DGU [5], [14]. Popular solutions for mGs in low-voltage (LV) configuration are based on droop controllers, but their stabilization properties have been shown either for specific mG topologies, or for general

[^0]topologies but relying on networked secondary regulators [9], [20]. An alternative class of controllers for LV mGs , called Plug-and-Play ( PnP ), have been proposed, amongst others, in [19] and [18]. The main feature of PnP approach is that, independent of mG size and topology, the addition or removal of DGUs does not require the retuning of all the other local regulators to preserve voltage stability. Recently, the necessity of interconnecting remote power networks, such as off-shore wind farms, is pushing towards the introduction of higher voltage DC grids [8]. Different approaches have been proposed for the primary control of both AC [1] and DC [21], [7] higher voltage mGs. In [21] nonlinear droop control techniques are investigated, while in [7], after an impulse-response-based grid modelling, an MPC hierarchical architecture is provided.

The main target of this paper is the application of passivity-based tools for studying voltage stability in MVDC mGs. Passivity theory is a powerful framework to analyse complex systems, both with linear and non-linear dynamics [10]. It permits to design control actions based on system's energetic considerations, and has strong relationship with Lyapunov stability [11]. Moreover, when dealing with largescale systems, passivity theory provides a compositional framework. In fact, the interconnection of passive dynamical systems can present useful stability properties, depending on the nature of the communication channels and on the topology of the network [4], [17], [3].

Contributions: In this work, we show that the class of local controllers proposed in [16] passivate MV DGUs, composed of a DC renewable source and a nonliear DC/DC Boost converter. Relying on the results developed in [17] for passive subsystems interconnected in a skew-symmetric fashion, we characterize the asymptotic behaviour of the mG states and prove global asymptotic stability of the entire mG . The proposed control architecture is decentralized and the synthesis of local regulators can be performed explicitly without utilizing optimization-based tools. Furthermore, the control design facilitates addition or removal of nodes in a PnP fashion.

Paper organization: In the next Section, we introduce the electrical model of an MVDC mG, composed by DGUs and power lines. After a global equilibria analysis, performed in Section III, the decentralized nonlinear control architecture is presented in Section IV. Section V is devoted to prove passivity of closed-loop DGUs and power lines. In Section VI, we show that the passivity of individual DGUs results in global asymptotic stability of the network. In the last section, we validate our control architecture through simulations.

## Preliminaries and notation

Notation: We let $\mathbb{R}$ denote the set of real numbers. Given $x \in \mathbb{R}^{n}$, $\operatorname{diag}(x) \in \mathbb{R}^{n \times n}$ is the associated diagonal matrix with elements of $x$ on the diagonal. We denote by $\mathcal{G}(\mathcal{V}, \mathcal{E})$ a digraph, where $\mathcal{V}=\{1, \cdots, N\}$ is the node set and $\mathcal{E} \subseteq$ $(\mathcal{V} \times \mathcal{V})$ is the edge set. For node $i \in \mathcal{V}, \mathcal{N}_{i}^{+}=\{j \in \mathcal{V}$ : $(i, j) \in \mathcal{E}\}$ denotes the set of out-neighbors, $\mathcal{N}_{i}^{-}=\{j \in \mathcal{V}$ : $(j, i) \in \mathcal{E}\}$ the set of in-neighbors, and $\mathcal{N}_{i}=\mathcal{N}_{i}^{+} \cup \mathcal{N}_{i}^{-}$the set of neighbors.

Passivity theory: Consider a control-affine nonlinear system

$$
\Sigma_{N L}:\left\{\begin{array}{l}
\dot{x}=q(x, u)=f(x)+g(x) u  \tag{1}\\
y=h(x)
\end{array}\right.
$$

where $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{p}$, and $u \in \mathbb{R}^{p}$. The functions $q$ : $\mathbb{R}^{n} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{n}, f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{p}$, and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are twice continuously differentiable, verifying $q(0,0)=0, f(0)=0$, and $h(0)=0$. Note that inputs and outputs have the same dimension $p$.

Definition 1: The nonlinear system $\Sigma_{N L}$ is passive [10] if there exists a continuously differentiable positive-semidefinte storage function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}, V(x) \geq 0, V(0)=0$, and a function $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}, \psi(x) \geq 0 \forall t \geq 0$, such that

$$
\begin{equation*}
\dot{V}(x) \leq u^{T} y-\psi(x) \tag{2}
\end{equation*}
$$

The system $\Sigma_{N L}$ is strictly passive if $x \neq 0 \Rightarrow \psi(x)>0$.

## II. Microgrid Model

The MV mG is composed of two different classes of dynamical systems, namely $D G U s$ and lines. Their electric interconnections are modeled using a directed, connected, bipartite graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$. The set of nodes $\mathcal{V}=\{1, \ldots, N\}$ is consequently partitioned into two subsets, $\mathcal{S}_{A}$ and $\mathcal{S}_{L}$, such that any edge $(i, j) \in \mathcal{E}$ connects only nodes of different subsets. Sets $\mathcal{S}_{A}$ and $\mathcal{S}_{L}$ respectively collect $p$ DGUs and $q$ lines, such that $p+q=N$. We refer the reader to Figure 1 for a representative network diagram. The orientation of each edge represents the reference direction of positive currents which is arbitrarily assigned. It is evident that a line cannot have only in-neighbors or out-neighbors as the current entering in a line must leave it. Indeed, each node in $\mathcal{S}_{L}$ is always connected to two different nodes in $\mathcal{S}_{A}$ through two directed edges. We, therefore, describe the interaction network with the following $p \times q$ incidence matrix

$$
B=\left[b_{i j}\right], \quad b_{i j}=\left\{\begin{align*}
1 & \text { if } j \in \mathcal{N}_{i}^{+}  \tag{3}\\
-1 & \text { if } j \in \mathcal{N}_{i}^{-} \\
0 & \text { otherwise }
\end{align*}\right.
$$

where $i \in \mathcal{S}_{A}$ and $j \in \mathcal{S}_{L}$.
Dynamic model of a power line: The power line $j$ is modeled as an $R L$ circuit with resistance $R_{L j}>0$ and inductance $L_{L j}>0$. It connects two DGUs, which in Figure 2 b are denoted with $x$ and $y$. By applying Krichoff's voltage law (KVL) on the $j^{\text {th }}$ power-line, one obtains

$$
\begin{equation*}
\Sigma_{[j]}^{l i n e}:\left\{L_{L j} \dot{I}_{L j}=V_{n e t, j}-R_{L j} I_{L j} \quad, j \in \mathcal{S}_{L}\right. \tag{4}
\end{equation*}
$$



Fig. 1: A representative graph of an mG with four DGUs.
where $I_{L j}$ is the inductor current. The term

$$
\begin{equation*}
V_{n e t, j}=\sum_{k \in \mathcal{N}_{j}} b_{k j} V_{k} \tag{5}
\end{equation*}
$$

is the sum of PCC voltages of the neighbours $k \in \mathcal{N}_{j}$ of line $j$ and accounts for the coupling of lines with the rest of the network.

Dynamic model of a DGU: Each DGU comprises a DC voltage source (usually generated by a renewable resource) and a Boost converter, which steps up the input voltage $V_{i n, i}$ to obtain an output voltage $V_{i}$ such that $V_{i}>V_{i n, i}$. The $i^{t h}$ DGU feeds a local load at the $i^{\text {th }}$ point of common coupling (PCC) and is connected to other DGUs through power lines. A schematic electric diagram of the a DGU along with load is represented in Figure 2a. The Boost converter is equipped with a high-frequency switch $D_{i}$ that enables transitions into two possible discrete states: "on" and "off" with the switch being respectively open and close. It is assumed that the Boost converter always remains in continuous conduction mode, that is, the inductor current $I_{i}$ does not fall to zero at any point in time. This enables one to write an averaged dynamic model [15] as

$$
\Sigma_{[i]}^{D G U}:\left\{\begin{array}{l}
C_{i} \dot{V}_{i}=d_{i} I_{i}-I_{l o a d, i}-I_{n e t, i}  \tag{6}\\
L_{i} \dot{I}_{i}=-d_{i} V_{i}-R_{i} I_{i}+V_{i n, i}
\end{array} \quad, i \in \mathcal{S}_{A}\right.
$$

where $I_{n e t, i}$, a function of neighbouring line currents, is the net current injected into the mG. It is given by

$$
\begin{equation*}
I_{n e t, i}=\sum_{j \in \mathcal{N}_{i}} b_{i j} I_{L j} \tag{7}
\end{equation*}
$$

and represents the coupling of the DGU with the rest of the mG . In (6), $V_{i}, V_{i n, i}, I_{i}$, and $I_{l o a d, i}$ are the PCC voltage, input voltage, inductor current, and load current, respectively. The variable $d_{i} \in(0,1)$ is called the duty cycle of the converter and is an input variable. Notice that DGUs (6) are non-linear, since $d_{i}$ multiplies variables $V_{i}$ and $I_{i}$.

## III. Study of the Equilibria

The lines (4) and DGUs (6), linked together with linear couplings (5) and (7), represent the MV network. In this section, we study the existence and multiplicity of the equilibria of the network.


Fig. 2: The MV mG is composed of two classes of dynamical systems, namely DGUs (a) and lines (b).

## A. Equilibrium existence and uniqueness

We define the the global state of the network as

$$
\mathbf{x}=\left[\begin{array}{c}
V  \tag{8}\\
I \\
I_{L}
\end{array}\right] \in \mathbb{R}^{(2 p+q) \times 1}
$$

where $V=\left[V_{1}, \cdots, V_{p}\right]^{T}, I=\left[I_{1}, \cdots, I_{p}\right]^{T}$, and $I_{L}=$ $\left[I_{L 1}, \cdots, I_{L q}\right]^{T}$. On considering constant exogenous terms $I_{l o a d, i}$ and $V_{i n, i}$, and constant duty cycles $d_{i} \in(0,1) \forall i \in$ $\mathcal{S}_{A}$, one can write (6) and (4) in a compact matrix form as

$$
\begin{equation*}
\dot{\mathbf{x}}=A \mathbf{x}+Q \tag{9}
\end{equation*}
$$

Matrices $A \in \mathbb{R}^{(2 p+q) \times(2 p+q)}$ and $Q \in \mathbb{R}^{p \times 1}$ are
$A=\left[\begin{array}{cc|c}\mathbf{0}_{p \times p} & C^{-1} D & -C^{-1} B \\ -L^{-1} D & -L^{-1} R & \mathbf{0}_{p \times q} \\ \hline L_{L}^{-1} B^{T} & \mathbf{0}_{q \times p} & -L_{L}^{-1} R_{L}\end{array}\right], Q=\left[\begin{array}{c}-C^{-1} I_{l d} \\ L^{-1} V_{i n} \\ \mathbf{0}_{q \times 1}\end{array}\right]$
where $C=\operatorname{diag}\left(C_{1}, \cdots, C_{p}\right), L=\operatorname{diag}\left(L_{1}, \cdots, L_{p}\right)$, $R=\operatorname{diag}\left(R_{1}, \cdots, R_{p}\right), R_{L}=\operatorname{diag}\left(R_{L 1}, \cdots, R_{L q}\right), L_{L}=$ $\operatorname{diag}\left(L_{L 1}, \cdots, L_{L q}\right), I_{l d}=\left[I_{\text {load }, 1}, \cdots, I_{\text {load }, p}\right]^{T}, V_{\text {in }}=$ $\left[V_{i n, 1}, \cdots, V_{i n, p}\right]^{T}, D=\operatorname{diag}\left(d_{1}, \cdots, d_{p}\right)$ and $B$ is the incidence matrix defined in (3).

Lemma 1 (Equilibrium existence and uniqueness): The equilibrium of system (9), when matrices $A$ and $Q$ are constant, exists and is unique.

Proof: Let $\overline{\mathrm{x}}$ be an equilibrium state of system (9). Hence,

$$
\begin{equation*}
A \overline{\mathrm{x}}=-Q \tag{10}
\end{equation*}
$$

The uniqueness of the equilibrium hinges on proving the invertibility of $A$ matrix. The detailed proof is omitted due to space constraints and can be found in [13].

## B. Equilibrium conditions

We rewrite the equilibrium condition (10) in local form

$$
\begin{gather*}
\Sigma_{[i]}^{D G U}:\left\{\begin{array}{l}
0=\bar{d}_{i} \bar{I}_{i}-I_{l o a d, i}-\bar{I}_{n e t, i} \\
0=-\bar{d}_{i} \bar{V}_{i}-R_{i} \bar{I}_{i}+V_{i n, i}
\end{array}\right.  \tag{11a}\\
\Sigma_{[j]}^{l i n e}:\left\{\begin{array}{l}
0=\bar{V}_{n e t, j}-R_{L j} \bar{I}_{L j},
\end{array}\right. \tag{11b}
\end{gather*}
$$

where the notation $\bullet$ represents the variables at equilibrium. By simplifying (11b), one equivalently obtains

$$
\begin{equation*}
\bar{I}_{L j}=\frac{1}{R_{L j}} \bar{V}_{n e t, j}=\frac{1}{R_{L j}} \sum_{k \in \mathcal{N}_{j}} b_{k j} \bar{V}_{k} \tag{12}
\end{equation*}
$$

Then, using (7) and (12), $\bar{I}_{n e t, i}$ can be expressed as

$$
\begin{align*}
\bar{I}_{n e t, i} & =\sum_{j \in \mathcal{N}_{i}} b_{i j} \frac{1}{R_{L j}} \sum_{k \in \mathcal{N}_{j}} b_{k j} \bar{V}_{k}=\sum_{k \in \mathcal{N}_{j}} \sum_{j \in \mathcal{N}_{i}} \frac{b_{i j} b_{k j}}{R_{L j}} \bar{V}_{k} \\
& =\underbrace{\sum_{j \in \mathcal{N}_{i}} \frac{b_{i j}^{2}}{R_{L j}} \bar{V}_{i}+\underbrace{\sum_{k \in \mathcal{N}_{j}-\{i\}} \sum_{j \in \mathcal{N}_{i}} \frac{b_{i j} b_{k j}}{R_{L j}} \bar{V}_{k}}_{I_{e x t, i}}}_{1 / \bar{R}_{L i}} \begin{array}{l} 
\\
\end{array}=\frac{1}{\bar{R}_{L i}} \bar{V}_{i}+I_{e x t, i} .
\end{align*}
$$

Formula (13) splits the coupling current into two terms: one proportional to the DGU's own voltage, $\frac{1}{R_{L i}} \bar{V}_{i}$, and another one proportional to the voltages of its neighbouring DGUs, ,$I_{\text {ext }, i}$. Using (12) and (13), and defining $\mathcal{I}_{i}=-\left(I_{l o a d, i}+\right.$ $\left.I_{e x t, i}\right)$, one can express the unique global equilibrium in a local form as

$$
\begin{align*}
& \Sigma_{[i]}^{D G U}:\left\{\begin{array}{l}
\bar{V}_{i}=\frac{\bar{R}_{L i} V_{i n, i} \bar{d}_{i}+\bar{R}_{L i} R_{i} \mathcal{I}_{i}}{\bar{R}_{L i} \bar{d}_{i}^{2}+R_{i}} \\
\bar{I}_{i}=\frac{V_{i n, i}-\bar{R}_{L i} \bar{d}_{i} \mathcal{I}_{i}}{\bar{R}_{L i} \bar{d}_{i}^{2}+R_{i}}
\end{array}\right.  \tag{14a}\\
& \Sigma_{[j]}^{l i n e}:\left\{\bar{I}_{L j}=\frac{1}{R_{L j}} \bar{V}_{n e t, j} .\right. \tag{14b}
\end{align*}
$$

It must be noted that the equilibrium PCC voltage $\bar{V}_{i}$ is dependent upon the input voltage $V_{i n, i}$ and duty cycle $d_{i}$. We recall that $d_{i} \in(0,1)$, which leads to a limit on maximum attainable $\bar{V}_{i}$. To deduce this limit, we rewrite (14a) in terms of $\bar{d}_{i}$ and obtain two solutions

$$
\bar{d}_{i, 1}=\frac{\bar{R}_{L i} V_{i n, i}+\sqrt{\Delta_{i}}}{2 \bar{R}_{L i} \bar{V}_{i}} \text { and } \bar{d}_{i, 2}=\frac{\bar{R}_{L i} V_{i n, i}-\sqrt{\Delta_{i}}}{2 \bar{R}_{L i} \bar{V}_{i}}
$$

where $\Delta_{i}=\left(\bar{R}_{L i} V_{i n, i}\right)^{2}-4 \bar{R}_{L i} R_{i} \bar{V}_{i}\left(\bar{V}_{i}-\bar{R}_{L i} \mathcal{I}_{i}\right)$. Notice that duty cycles $\bar{d}_{i, 1}$ and $\bar{d}_{i, 2}$ are the open-loop control inputs able to sustain an output voltage equal to $\bar{V}_{i}$. In order to deduce the maximum attainable equilibrium voltage, we enforce the the limits of $d_{i}$ on $\bar{d}_{i, 1}$, which is the greater of the two solutions. On further simplification, one obtains

$$
\begin{equation*}
V_{i n, i}<\bar{V}_{i}<\frac{1}{2} \bar{R}_{L i} \mathcal{I}_{i}+\sqrt{\left(\frac{1}{2} \bar{R}_{L i} \mathcal{I}_{i}\right)^{2}+\frac{\bar{R}_{L i}}{4 R_{i}} V_{i n, i}^{2}} \tag{15}
\end{equation*}
$$

## IV. Design of Non-Linear Local Regulators

The main control objective is to steer the voltage at $P C C_{i}$ to a reference value $\bar{V}_{i}=V_{r e f, i}$ at equilibrium, while satisfying constraints (15). Therefore, at equilibrium,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(V_{i}(t)-V_{r e f, i}\right)=0 \quad \forall i \in \mathcal{S}_{A} \tag{16}
\end{equation*}
$$

We firstly introduce the following shift of variables

$$
\begin{align*}
& V_{i}=\bar{V}_{i}+\tilde{V}_{i} \\
& I_{i}=\bar{I}_{i}+\tilde{I}_{i}  \tag{17}\\
& I_{L j}=\bar{I}_{L j}+\tilde{I}_{L j} .
\end{align*}
$$

In this way, the new state variables $\tilde{V}_{i}, \tilde{I}_{i}$ and $\tilde{I}_{L j}$ represent a perturbation from the respective equilibria $\bar{V}_{i}, \bar{I}_{i}$ and $\bar{I}_{L j}$. We consider the following non-linear and dynamic control laws [16]

$$
\begin{gather*}
d_{i}=\tilde{d}_{i}=\operatorname{sat}\left(\bar{d}_{i}^{*}+\tilde{\phi}_{i}\right)  \tag{18a}\\
\dot{\tilde{\phi}}_{i}=\gamma_{i}\left(V_{r e f, i} \tilde{I}_{i}-\bar{I}_{i} \tilde{V}_{i}\right)-\gamma_{i} K_{W i}\left(\tilde{d}_{i}-\bar{d}_{i}^{*}\right), \tag{18b}
\end{gather*}
$$

where $\gamma_{i}, K_{W \underline{i}}$ are positive constants, $\tilde{\phi}_{i}$ is a new state variable and $\bar{d}_{i}^{*}=\left.\bar{d}_{i, 1}\right|_{\bar{V}_{i}=V_{r e f, i}}$. The function $\operatorname{sat}(\cdot)$ is defined as

$$
\operatorname{sat}(\cdot)=\left\{\begin{array}{l}
d_{\max } \quad \text { if }(\cdot) \geq d_{\max }  \tag{19}\\
(\cdot) \text { if } d_{\min }<(\cdot)<d_{\max } \\
d_{\min } \quad \text { if }(\cdot) \leq d_{\min }
\end{array}\right.
$$

where $0<d_{\text {min }}<\bar{d}_{i}^{*}<d_{\max }<1$. By operating the shift (17), and substituting controllers (18) into systems (4)-(6), the resulting shifted closed-loop system is

$$
\begin{align*}
& \tilde{\Sigma}_{[i]}^{D G U}: \\
& \left\{\begin{array}{l}
C_{i} \dot{\tilde{V}}_{i}=\tilde{d}_{i}\left(\bar{I}_{i}+\tilde{I}_{i}\right)-I_{l o a d, i}-\left(\bar{I}_{n e t, i}+\tilde{I}_{n e t, i}\right) \\
L_{i} \dot{\tilde{I}}_{i}=-\tilde{d}_{i}\left(V_{r e f, i}+\tilde{V}_{i}\right)-R_{i}\left(\bar{I}_{i}+\tilde{I}_{i}\right)+V_{i n, i} \\
\dot{\tilde{\phi}}_{i}=\gamma_{i}\left(V_{r e f, i} \tilde{I}_{i}-\bar{I}_{i} \tilde{V}_{i}\right)-\gamma_{i} K_{W i}\left(\tilde{d}_{i}-\bar{d}_{i}^{*}\right)
\end{array}\right.  \tag{20a}\\
& \tilde{\Sigma}_{[j]}^{l i n e}: \\
& \left\{\begin{array}{l}
L_{L j} \\
\dot{I}_{L j}=\left(\bar{V}_{n e t, j}+\tilde{V}_{n e t, j}\right)-R_{L j}\left(\bar{I}_{L j}+\tilde{I}_{L j}\right)
\end{array}\right. \tag{20b}
\end{align*}
$$

Equivalently, (20) can be represented in control-affine form (1) as

$$
\begin{align*}
& \tilde{\Sigma}_{[i]}^{D G U}:\left\{\begin{array}{l}
\dot{\tilde{x}}_{[i]}=q_{[i]}\left(\tilde{x}_{[i]}, \tilde{u}_{[i]}\right)=\tilde{f}_{[i]}\left(\tilde{x}_{[i]}\right)+\tilde{g}_{[i]}\left(\tilde{x}_{[i]}\right) \tilde{u}_{[i]} \\
\tilde{y}_{[i]}=\tilde{h}_{[i]}\left(\tilde{x}_{[i]}\right)
\end{array}\right. \\
& \tilde{\Sigma}_{[j]}^{l i n e}:\left\{\begin{array}{l}
\dot{\tilde{x}}_{[j]}=q_{[j]}\left(\tilde{x}_{[j]}, \tilde{u}_{[j]}\right)=\tilde{f}_{[j]}\left(\tilde{x}_{[j]}\right)+\tilde{g}_{[j]}\left(\tilde{x}_{[j]}\right) \tilde{u}_{[j]} \\
\tilde{y}_{[j]}=\tilde{h}_{[j]}\left(\tilde{x}_{[j]}\right)
\end{array},\right. \tag{21}
\end{align*}
$$

where $i \in \mathcal{S}_{A}, j \in \mathcal{S}_{L}, \tilde{x}_{[i]}=\left[\begin{array}{lll}\tilde{V}_{i} & \tilde{I}_{i} & \tilde{\phi}_{i}\end{array}\right]^{T} \in \mathbb{R}^{3}, \tilde{y}_{[i]}=\tilde{V}_{i}$, and

$$
\begin{equation*}
\tilde{u}_{[i]}=-\tilde{I}_{n e t, i}=-\sum_{j \in \mathcal{N}_{i}} b_{i j} \tilde{I}_{L j} . \tag{22}
\end{equation*}
$$

Similarly, $\tilde{x}_{[j]}=\tilde{I}_{L j}, \tilde{y}_{[j]}=\tilde{I}_{L j}$, and

$$
\begin{equation*}
\tilde{u}_{[j]}=\tilde{V}_{n e t, j}=\sum_{k \in \mathcal{N}_{j}} b_{k j} \tilde{V}_{k} . \tag{23}
\end{equation*}
$$

Remark 1: It can be shown that $q_{[i]}(0,0)=0$ and $q_{[j]}(0,0)=0$. Therefore, $\tilde{x}_{[i]}=0$ and $\tilde{x}_{[j]}=0$ are the respective equilibrium states of $\tilde{\Sigma}_{[i]}^{D G U}$ and $\tilde{\Sigma}_{[j]}^{\text {Line }}$.
Moreover, we want to point out that the control law $d_{i}$ explicitly takes into account the saturation of the duty cycle. Furthermore, we introduce two design parameters, $d_{\text {min }}$ and $d_{\text {max }}$, that can be selected to arbitrarily limit the saturation width. In order to design regulators (18), the following parameters have to be determined:

- $\gamma_{i}$ and $K_{W i}$, which can be freely chosen to influence $\phi_{i}$ dynamics;
- $d_{\min }, d_{\max } \in(0,1)$;
- $V_{r e f, i}$, which must be selected satisfying constraint (15);
- $\bar{d}_{i}^{*}$, which in turn depends on $i$-th DGU's electrical parameters, on neighboring line resistances $R_{L j}$ and on 2-hop neighbors (i.e. neighboring DGUs) voltage references $V_{r e f, k}$;
- $\bar{I}_{i}$, which requires the same parameters mentioned above.
Hence, regulators (18) are local in the sense that they only need DGU's electrical parameters, in addition to the voltage references of its neighboring DGUs and resistances of the neighboring lines. Therefore, when a DGU is plugged -in or -out to the mG , only regulators of DGUs whose set of neighbors has changed must be retuned. Conversely, all other controllers remain unchanged.


## V. Passivity of Closed-Loop DGUs

The scope of this section is to prove that passivity holds for closed-loop DGU models. We know that RL lines are strictly passive with respect to input $\tilde{u}_{[j]}=\tilde{V}_{n e t, j}$ and output $\tilde{y}_{[j]}=\tilde{I}_{L j}$. In fact, as shown in [2], by introducing a positive definite and radially unbounded storage function of the form

$$
\begin{equation*}
\mathcal{V}_{L, j}\left(\tilde{I}_{L j}\right)=\frac{1}{2} L_{L j} \tilde{I}_{L j}^{2} \tag{24}
\end{equation*}
$$

the following passivity condition holds

$$
\begin{equation*}
\tilde{V}_{n e t, j} \tilde{I}_{L j}=\dot{\mathcal{V}}_{L, j}+\underbrace{R_{L j} \tilde{I}_{L j}^{2}}_{\psi_{L, j}\left(\tilde{I}_{L j}\right) \geq 0} \tag{25}
\end{equation*}
$$

Passivity of RL lines, together with the passivity of DGUs, allows us to prove voltage stability in the whole mG (see Section VI). To this aim, we firstly introduce the following result [16].

Proposition 1: The function

$$
\begin{equation*}
\mathcal{U}_{i}\left(\tilde{\phi}_{i}\right)=\frac{\tilde{\phi}_{i}^{2}}{2}-\int_{0}^{\tilde{\phi}_{i}}\left(\bar{d}_{i}^{*}+\tilde{\phi}_{i}-\tilde{d}_{i}\right) d \tilde{\phi}_{i} \tag{26}
\end{equation*}
$$

is positive definite.
Now we are able to state the main result.
Proposition 2: The DGU (20a) is passive with respect to input $\tilde{u}_{[i]}=-\tilde{I}_{n e t, i}$ and output $\tilde{y}_{[i]}=\tilde{V}_{i}$.

Proof: Consider the following positive definite and radially unbounded storage function

$$
\begin{equation*}
\mathcal{V}_{A, i}\left(\tilde{V}_{i}, \tilde{I}_{i}, \tilde{\phi}_{i}\right)=\frac{1}{2} C_{i} \tilde{V}_{i}^{2}+\frac{1}{2} L_{i} \tilde{I}_{i}^{2}+\gamma_{i}^{-1} \mathcal{U}_{i}\left(\tilde{\phi}_{i}\right) \tag{27}
\end{equation*}
$$

On evaluating its derivative along the trajectories of (20a), one obtains

$$
\begin{aligned}
\dot{\mathcal{V}}_{A, i}= & C_{i} \tilde{V}_{i} \dot{\tilde{V}}_{i}+L_{i} \tilde{I}_{i} \dot{\tilde{I}}_{i}+\gamma_{i}^{-1}\left(\tilde{\phi}_{i}-\left(\bar{d}_{i}^{*}+\tilde{\phi}_{i}-\tilde{d}_{i}\right)\right) \dot{\tilde{\phi}}_{i} \\
= & (\underbrace{\left(\bar{d}_{i}^{*} \bar{I}_{i}-I_{l o a d, i}+\bar{I}_{n e t, t}\right)}_{a=0} \tilde{V}_{i}+(\underbrace{V_{i n, i}-R_{i} \bar{I}_{i}-\bar{d}_{i}^{*} \bar{V}_{i}}_{b=0}) \tilde{I}_{i} \\
& -\tilde{I}_{n e t, i} \tilde{V}_{i}-R_{i} \tilde{I}_{i}^{2}-K_{W i}\left(\tilde{d}_{i}-\bar{d}_{i}^{*}\right)^{2} .
\end{aligned}
$$

Notice that terms $a$ and $b$ represent equilibrium conditions (11a), and therefore they are equal to zero. Equivalently, we can write

$$
\begin{equation*}
\left(-\tilde{I}_{n e t, i}\right) \tilde{V}_{i}=\dot{\mathcal{V}}_{A, i}+\underbrace{R_{i} \tilde{I}_{i}^{2}+K_{W i}\left(\tilde{d}_{i}-\bar{d}_{i}^{*}\right)^{2}}_{\psi_{A, i}\left(\tilde{V}_{i}, \tilde{I}_{i}, \tilde{\phi}_{i}\right) \geq 0} \tag{28}
\end{equation*}
$$

Hence, system (20a) is passive with respect to input $-\tilde{I}_{n e t, i}$ and output $\tilde{V}_{i}$.

## VI. Network Global Asymptotic Stability

In this following Theorem, we exploit the passivity properties of DGUs and lines to prove global asymptotic stability of the origin of the system $\Sigma$ given by (21), (22), and (23). In particular, the proof of the Theorem utilizes results in [17] for characterizing stability properties of passive systems interconnected in a skew symmetric fashion.

Theorem 1 (Stability of the microgrid): The origin of the system $\Sigma$ given by (21), (22), and (23) is globally asymptotically stable.

Proof: DGUs (20a) are passive with input $\tilde{u}_{[i]}=$ - $\tilde{I}_{n e t, i}$ and output $\tilde{y}_{[i]}=\tilde{V}_{i}, i \in \mathcal{S}_{A}$. Power lines (20b) are passive with respect to input $\tilde{u}_{[j]}=\tilde{V}_{n e t, j}$ and output $\tilde{y}_{[j]}=\tilde{I}_{l, j}, j \in \mathcal{S}_{L}$. It is shown in [17, Lemma 1], $\tilde{u}_{[i]}$ and $\tilde{u}_{[j]}$ correspond to the so-called skew-symmetric interconnections. Moreover, the lines and DGUs not only have control-affine dynamics (see (21)), but also are passive with radially unbounded functions. This is sufficient to invoke Corollary 1 in [17], which guarantees that the state $\tilde{x}=\left[\tilde{x}_{[1]}, \cdots, \tilde{x}_{[p+q]}\right]^{T}$ converges, as $t \rightarrow \infty$, to the largest invariant set contained in

$$
\begin{align*}
E=\left\{\tilde{x}_{[i]}, \tilde{x}_{[j]}: \psi_{A, i}\left(\tilde{x}_{[i]}\right)=\right. & 0, \psi_{L, j}\left(\tilde{x}_{[j]}\right)=0  \tag{29}\\
& \left.i \in \mathcal{S}_{A}, j \in \mathcal{S}_{L}\right\}
\end{align*}
$$

In order to characterize set $E$, we impose

$$
\left\{\begin{array}{l}
\psi_{A, i}\left(\tilde{x}_{[i]}\right)=R_{i} \tilde{I}_{i}^{2}+K_{W, i}\left(\tilde{d}_{i}-\bar{d}_{i}^{*}\right)^{2}=0  \tag{30}\\
\psi_{L, j}\left(\tilde{x}_{[j]}\right)=R_{L j} \tilde{I}_{L j}^{2}=0
\end{array}\right.
$$

which is satisfied by the family of vectors of the form

$$
\left\{\begin{array}{l}
\tilde{x}_{[i]}=\left[\begin{array}{c}
\tilde{V}_{i} \\
\tilde{I}_{i} \\
\tilde{\phi}_{i}
\end{array}\right]=\left[\begin{array}{c}
\alpha_{i} \\
0 \\
0
\end{array}\right], \quad i \in \mathcal{S}_{A}, j \in \mathcal{S}_{L}  \tag{31}\\
\tilde{x}_{[j]}=\tilde{I}_{L j}=0
\end{array}\right.
$$

In order to find the largest invariant set $M \subseteq E$, we aim to deduce conditions on $\tilde{x}_{[i]}(0), \tilde{x}_{[j]}(0) \in E$, such that

$$
\left.\begin{array}{rl}
\dot{\tilde{x}}_{[i]}(0), & \dot{\tilde{x}}_{[j]}(0) \in E . \text { Using }(21), \text { one has } \\
& =\left[\begin{array}{c}
\dot{x}_{[i]}(0)
\end{array}=\tilde{f}_{[i]}\left(\tilde{x}_{[i]}(0)\right)+\left.\tilde{g}_{[i]}\left(\tilde{x}_{[i]}(0)\right)\left(-\tilde{I}_{n e t, i}\right)\right|_{\tilde{I}_{L j}=0}\right. \\
C_{i}\left(\bar{d}_{i}^{*} \bar{I}_{i}-I_{l o a d, i}-\bar{I}_{n e t, i}-\left.\tilde{I}_{n e t, i}\right|_{\tilde{I}_{L j}=0}\right) \\
\frac{-1}{L_{i}}\left(\bar{d}_{i}^{*}\left(\bar{V}_{i}+\alpha_{i}\right)+R_{i} \bar{I}_{i}+V_{i n, i}\right) \\
-\gamma_{i} \bar{I}_{i} \alpha_{i}-\gamma_{i} K_{W i}\left(\operatorname{sat}\left(\bar{d}_{i}^{*}\right)-\bar{d}_{i}^{*}\right)
\end{array}\right] .
$$

We, now, impose (32) to be confined in the set $E$ at all instants in the future. From (31), we obtain the following set of linear equations in $\alpha_{i}$

$$
\left\{\begin{array}{l}
0=\alpha_{i}  \tag{33}\\
\bar{d}_{i}^{*} \alpha_{i}=0 \\
\gamma_{i} \bar{I}_{i} \alpha_{i}+\gamma_{i} K_{W i}\left(\operatorname{sat}\left(\bar{d}_{i}^{*}\right)-\bar{d}_{i}^{*}\right)=0
\end{array}\right.
$$

whose unique solution is

$$
\begin{equation*}
\alpha_{i}=0, \quad \forall i \in \mathcal{S}_{A} \tag{34}
\end{equation*}
$$

Hence, the largest invariant set $M \subseteq E$ is the origin of the state space. This means that the origin of system $\Sigma$ is globally asymptotically stable.
As a consequence of Theorem 1, controllers (18) are able to stabilize the global dynamics and steer each PCC voltage to its reference value (recall that $\bar{V}_{i}=V_{r e f, i} \forall i \in \mathcal{S}_{A}$ ).

## VII. Simulation Results

In this section, the stabilization properties of the proposed control architecture are evaluated through simulations, which are conducted using Simulink Power Systems toolbox. We consider a set of 5 identical DGUs depicted in Figure $3(I)$. Each node embeds a closed-loop DGU along with a local load. Connecting lines consist of a resistance $R=1 \Omega$, in series with an inductance $L=1 \mu H$. At the beginning of the simulation, each DGU is disconnected from the mG (see Figure $3(I)$ ) and is steered to a reference voltage $V_{\text {ref }, i}$. The electrical and control parameters of the DGUs along with reference voltages are reported in Table I. Then, a sequence of plug-in operations, depicted in Figure $3(I I)$ and (III), are conducted. The control objective is to guarantee that each DGU tracks its reference value, even when the couplings are modified. At times $T_{1}=1 \mathrm{~s}$ and $T_{2}=1.5 \mathrm{~s}$, when the mG couplings are modified, the regulators of DGUs whose set of neighbours have changed must be retuned (see Section IV), while all other controllers remain unchanged. For instance, at time $T_{2}$, regulators of DGUs 2,3 and 5 are updated. Retuning operation simply requires re-computing the term $\bar{d}_{i}^{*}$ (defined in Section III-B), taking into consideration the reference values of the new set of neighbors. As observed in Figure 4, the decentralized architecture is able to asymptotically track each reference signal $V_{r e f, i}$, in the presence of the electrical
couplings. We observe voltage transients in proximity of the plug-in times $T_{1}$ and $T_{2}$, but the voltages are restored to the reference values.


Fig. 3: Sequence of plug-in operations $\left(T_{1}=1 s, T_{2}=\right.$ 1.5 s ).


Fig. 4: Control simulation of an islanded MVDC mG.

| Electrical parameters |  |
| :---: | :---: |
| $V_{i n}$ | 10 V |
| $R_{C}$ | $10 \Omega$ |
| $C$ | 1 mF |
| $L$ | 50 mH |
| $R$ | $0.5 \Omega$ |
| $f$ | 1 kHz |
| Control parameters |  |
| $d_{\min }$ | 0.1 |
| $d_{\max }$ | 0.9 |
| $K_{W}$ | 10 |
| $\gamma$ | 20 |


| Reference values (in Volts) |  |
| :---: | :---: |
| $V_{r e f, 1}$ | 14.9 |
| $V_{\text {ref }, 2}$ | 15.1 |
| $V_{r e f, 3}$ | 15.3 |
| $V_{r e f, 4}$ | 15.2 |
| $V_{\text {ref }, 5}$ | 15 |

TABLE I: Simulation parameters

## VIII. Conclusions

In this work, we dealt with the problem of voltage stability in MVDC mGs. An mG model based on nonlinear DGUs interconnected by power lines was considered. Utilizing a passivity-based framework, we proposed a decentralized nonlinear primary control architecture, which allows PnP operations. Design of regulators can be performed explicitly, relying on local electrical quantities and voltage references. Our PnP control architecture guarantees global asymptotic stability of the mG.

A further analysis on evaluation of control performances is deferred for future work. Moreover, a major limitation is the absence of an integral action in local controllers (18). This presumes a perfect knowledge of the DGUs electrical parameters, without which the zero-error reference tracking
cannot be guaranteed. Future developments will focus on extending MV PnP regulators in this direction.
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