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Abstract

Organizations define access control policies to prevent users abusing
their privileges. In large organizations, such policies are highly com-
plex as they administer thousands of permissions for thousands of
users. In addition, these policies are currently manually maintained,
which makes policies prone to mistakes. Such mistakes may deny users
the permissions they need to perform daily tasks or, even worse, they
may grant permissions that users should not have. The latter may have
dire consequences for the organization, even when the employees them-
selves do not abuse those additional permissions, as hackers may gain
internal access and then abuse them to perform nefarious acts.

Privilege abuse remains a major problem for organizations handling
sensitive data. Even for healthcare companies, where access to patient
data is critical, abuse by internal employees is a threat to patients’ pri-
vacy. Indeed, Verizon’s data breach report from 2018 shows that 54% of
data breaches in healthcare involved internal actors. Perhaps the most
famous case of internal abuse is Edward Snowden, which shows that
giving the right access to each employee is challenging even for the
strongest security agencies.

Two fields have proposed solutions to strengthen policy specification
and maintenance. The first one, policy analysis, offer queries that policy
administrators can execute to determine whether policies are granting
permissions as intended. Policy analysis has helped to discover incon-
sistencies in policies or unnecessary assignments of permissions. The
second one, policy mining, analyzes how permissions are being used in
the organization and computes a policy that grants to each employee
the permissions he needs. By observing what permissions are not ac-
tually used, policy miners can compute policies that prevent privilege
abuse and that are also tighter than manually specified policies.

This thesis makes three contributions to these fields. First, we pro-
pose FORBAC, an extension for RBAC (Role-Based Access Control)
that strikes a balance between expressiveness in policy specification
and efficiency in policy analysis. Through a case study with a major
European bank, we show that FORBAC is expressive enough for mo-
dern RBAC policies while simple enough to keep the complexity of po-
licy analysis in NP. Second, we propose RuAPsoDy, the first algorithm
for mining ABAC (Attribute-Based Access Control) policies from logs
that guarantees to mine precisely the set of all significant, reliable, and
succinct rules. We also show how all other ABAC mining algorithms
fail to provide these guarantees. Finally, we propose UNICORN, a uni-
versal method for building policy miners. Using UNICORN, we have
built competitive policy miners for a wide variety of policy languages.
In particular, the ABAC policy miner built with UNICORN outperforms
RuAPsoDY and, using UNICORN, we have been able to build the first po-
licy miners for XACML (eXtensible Access Control Markup Language)
and RBAC with spatio-temporal constraints, languages for which no
miner was known before.






Zusammenfassung

Organisationen erstellen Zugriffskontrolrichtlinien, auch “Policies” gen-
nant, um den Missbrauch von Zugriffsrechten zu verhindern. In gro-
ssen Organisationen werden diese Policies sehr komplex, da sie tau-
sende Zugriffsrechte fiir tausende Benutzer verwalten. Zudem werden
Policies zurzeit manuell gewartet, was sie anféllig fiir Fehler macht. Sol-
che Fehler konnen Benutzer daran hindern ihre gewthnliche Aufgabe
zu erledigen. Im schlimmsten Fall kénnen diese Fehler unberechtigte
Zugriffsrechte an Benutzer vergeben. Dies konnte ernste Konsequen-
zen fiir die Organisation haben. Selbst wenn die Benutzer selbst nicht
diese Rechte missbrauchen, so konnten Hacker internen Zugang erlan-
gen und dann diese Rechte auf Kosten der Organisation missbrauchen.

Der Missbrauch von Zugriffsrechten ist nach wie vor ein relevantes Pro-
blem fiir Organisationen, die mit privaten Daten arbeiten. Selbst fiir Ge-
sundheitsunternehmen, wo der Zugriff zu Patientendaten kritisch ist,
bedroht der Missbrauch von Zugriffsrechten durch interne Fachkréfte
die Privatsphidre der Patienten. Der Bericht von Verizon in 2018 zeigt,
dass interne Fachkrifte in 54% der Datenlecke in Gesundheitsunterneh-
men involviert waren. Das wichtigste Beispiel internen Missbrauchs ist
vielleicht Edward Snowden, der zeigt, dass eine richtige Zuteilung von
Zugriffsrechten eine grosse Herausforderung ist, sogar fiir die besten
Sicherheitsunternehmen.

Zwei Forschungsgebiete haben Losungen hervorgebracht, um die Spe-
zifizierung und Wartung von Policies zu erleichtern. Die erste, policy
analysis, bietet Abfragen an, die Policyverwalter ausfiihren kénnen, um
dafiir zu sorgen, dass die Policies Zugriffsrechte richtig zuteilen. Policy
analysis hat dabei geholfen, Unstimmigkeiten in Policies und unnétige
Zuteilungen von Zugriffsrechten aufzudecken. Das zweite Gebiet, poli-
cy mining, beschéftigt sich mit der Entwicklung von Algorithmen, die
als Policy Miners bezeichnet werden. Diese Algorithmen analysieren
wie Zugriffsrechte in der Organisation angefragt werden und errech-
nen daraus eine Policy, die jedem Benutzer die Zugriffsrechte zuteilt,
die er braucht. Policy Miners streben danach, prézise Policies zu rech-
nen, die den Missbrauch von Zugriffsrechten vermeiden.

Diese Doktorarbeit liefert drei Beitrdge zu diesen Gebieten. Erstens stel-
len wir FORBAC vor, eine Erweiterung von RBAC (Role-Based Access
Control), die eine Balance zwischen Ausdrucksfahigkeit in der Policy-
spezifizierung und Effizienz in der Policyanalyse erreicht. Mithilfe ei-
ner Studie in einer grossen europdischen Bank zeigen wir, dass FOR-
BAC expressiv genug ist, um moderne RBAC-Policies zu spezifizieren,
und gleichzeitig einfach genug, um die Komplexitdt des Policyanaly-
seproblems innerhalb der NP Komplexitédtsklasse zu halten. Zweitens
stellen wir RHAPSODY vor, der erste Policy Miner fiir ABAC (Attribute-
Based Access Control), der exakt die Menge aller signifikanten, zu-
verldssigen und biindigen Regel rechnet. Wir zeigen auch wie alle ande-
ren Policy Miners fiir ABAC darin scheitern, diese Menge von Regeln
zu rechnen. Zuletzt stellen wir UNICORN vor, eine universelle Metho-

ii



iv

de um Policy Miners zu entwickeln. Mithilfe von UnIcorN haben wir
fahige Policy Miners fiir eine breite Vielfalt von Policysprachen entwi-
ckelt. Insbesondere ist das Policy Miner fiir ABAC, das wir mit UN1-
CORN entwickelten, RHAPSODY tiberlegen. Mithilfe von UNICORN haben
wir auch die ersten Policy Miners fiir zwei komplexe Policysprachen
entwickelt. Die erste Sprache ist XACML (eXtensible Access Control
Markup Language) und die zweite ist eine Erweiterung von RBAC, mit
der man die Zeit und den Ort einschrianken kann, an denen Benutzer
Zugriffsrechten erteilt werden. Bisher gab es keinen Policy Miner fiir
diese beide Sprachen.
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Chapter 1

Introduction

Any kind of human organization requires rules that restrict what their mem-
bers are allowed to do in order to protect the organization’s interests from
the abuse of others. In the case of nations, these rules are called laws. Per-
haps a marked feature of laws is that, being conceived by humans, they
sometimes fail to consider all possible cases and implications, which some
devious citizens exploit to get away with nefarious acts. The government
must then amend the law and adapt it to changing circumstances. Similarly,
the advent of new technologies and disruptive events in society require one
to rethink and reconsider what citizens are allowed to do in certain circum-
stances. This is one of the reasons why laws become complex and why
common citizens must recur to experts during litigations.

Organizations that use information technology must also protect their inter-
ests from abuse by their own members, so they define access control policies
that restrict what their members are allowed to do. As in the case of law,
organizations need to foresee the implications of an access control policy.
Moreover, they continually need to edit the policy, as they discover unin-
tended consequences of the currently implemented policy and as the orga-
nization experiences structural changes. As a result, policies become con-
voluted with time and it is then hard to ensure that the policy adequately
restricts the organization’s members” actions.

In access control literature, members of an organization are called users.
Access control policies usually work by granting a set of permissions to
each user. An incorrect assignment of permissions may have serious conse-
quences for the organization. On one hand, users may lack the rights they
need to perform their daily job. This is usually promptly recognized by the
users themselves. On the other hand, users may be granted permissions that
they do not need. This is more problematic, as certain users may see this as
an opportunity for personal gain or for harming the organization. This is
illustrated by the case of Barings Bank, United Kingdom’s oldest merchant
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bank, which went bankrupt in 1995 after one of its employees engaged in a
series of fraudulent and unauthorized investments [1].

Privilege abuse is still a problem for many organizations. Perhaps the most
famous example of our time is Edward Snowden’s disclosure of government
surveillance, which shows that defining correct access control policies is chal-
lenging even for the most experienced security organizations. Verizon’s data
breach reports from the last 5 years show that privilege abuse is still a major
cause for data breaches in healthcare and public organizations [50, 51]. Inter-
nal users exploit their access to private information for financial gain, espi-
onage, or revenge. Verizon’s reports advocate policy administrators to con-
tinually review access control policies and ensure that users are granted only
those permissions that they need to perform their tasks and nothing else.

Given the impact that privilege abuse may have in current organizations, we
devote ourselves to the problem of maintaining access control policies. We
develop techniques, using results from policy analysis and policy mining,
that help to maintain access control policies simple and precise. We provide
next an overview of these fields and the techniques we developed.

1.1 Background

1.1.1 Access control

An organization is a collection of users and resources. Users perform actions
on those resources. In order to exercise an action on a resource, a user
requires a permission for that particular action and that particular resource.
In this thesis, we identify a permission with a pair consisting of an action
and a resource. To prevent abuse from their own users, organizations define
organizational security policies that define which permissions are assigned to
which users in the organization. These policies are usually described in a
high-level language. To be machine enforceable, policy administrators must
specify these policies as access control policies in a machine-readable format.
These policies can be understood as an assignment of permissions to users
and are formalized using policy languages.

Figure 1.1 illustrates a tiny organization with three users and three permis-
sions. There are two departments: trading and technology. Each user and
each permission is labeled with one of these departments. The organiza-
tional security policy dictates that users shall have exactly those permissions
whose department label matches the user’s department label. For example,
users from the trading department can only exercise those permissions for
the trading department. The access control policy implementing this secu-
rity policy is a matrix that marks with a tick those entries where the corre-
sponding user is assigned the corresponding permission. Observe that the
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Security policy:

A user is assigned a permission if the
user’s and the permission’s label
match.

“Hlv|X
Bo%a(% J J

Charlie @l
o [ X X

Access control policy

L% |X

Figure 1.1: A small organization with three users and permissions.

access control policy incorrectly implements the security policy. It assigns
the green permission to Bob, although their labels do not match. Also, it
does not assign the green permission to Charlie, although their labels do
match. We discuss later methods to detect and correct those misconfigura-
tions.

Whenever a user wants to perform a sensitive action, she must issue a request
(a pair consisting of a user and a permission), which identifies the user and
the permission she tries to exercise. The access control policy then decides if
the user is authorized to exercise the permission. Observe then that we can
also treat access control policies as functions mapping requests to Boolean
values. When an access control policy outputs true, we say that the policy au-
thorizes the request; otherwise, we say that it denies the request. We call a de-
cision the value output by an access control policy after evaluating a request.

We assume that the organization keeps a log that records all requests issued,
together with the respective decisions output by the access control policy.
Figure 1.2 gives an example of a log for the scenario in Figure 1.1. Each
entry in the log contains a request, a green tick if the request was authorized,
and a red cross if the request was denied. Observe that logs may contain
repeated occurrences of a same request, as users may try several times to
exercise a permission.
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Figure 1.2: A log for the scenario in Figure 1.1.

The solutions presented in this thesis do not take into account a request’s
frequency in the log. A request that occurs 1,000 times is treated in the same
way as a request that occurs only once. We admit that a request’s frequency
may provide valuable information, but the datasets we had access to did not
provide each request’s frequency. Hence, investigating solutions that use
the requests’ frequencies is left as future work.

1.1.2 Policy languages

We now introduce some of the most important policy languages for specify-
ing access control policies.

Role-based access control (RBAC) [52]. A policy in this language, called
RBAC policy, consists of three components:

* A set of roles describing a group of permissions that are often exercised
by a group of users in the organization.

¢ An assignment of permissions to roles.
* An assignment of roles to users.

A user is authorized to exercise a permission if he or she has assigned a role
that was assigned the permission.

Figure 1.3 illustrates an RBAC policy that (correctly) implements the organi-
zational security policy of the organization in Figure 1.1. Observe that there
are two roles corresponding to the organization’s departments. Each user



1.1. Background

is assigned the role corresponding to that user’s department label and each
permission is assigned to the role corresponding to its label.

Users Permissions

Figure 1.3: An RBAC policy that implements the organizational security
policy of the organization in Figure 1.1.

Attribute-based access control (ABAC) [68]. ABAC requires that the or-
ganization defines attributes and that users and permissions have attribute
values. A policy in this language, called ABAC policy, is a set of rules. A rule
is a function that defines if a permission is assigned to a user. Rules can
only depend on the user’s and the permission’s attribute values.

We now (informally) specify the organizational security policy of the orga-
nization in Figure 1.1 with an ABAC policy. A rigorous definition of ABAC
policies is given in Chapter 2. First, we define one attribute, called Label,
and define two attribute values for it: Trade and Tech. Figure 1.4 shows the
assignment of attribute values to the users and permissions in Figure 1.1.
The desired ABAC policy contains only one rule specified by the following
sentence: A user is assigned a permission if their attribute values are the same.

Label Label

.y g Trade B Trade

Bob 8 Trade % Tech
|
Charlie ‘% Tech D Tech

Figure 1.4: An assignment of attribute values to users and permissions.
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RBAC with constraints [70, 78, 89]. RBAC is not expressive enough for
many organizations. For example, an organization may wish that a role is
assigned to a user only at certain times or when the user is in a particular
location. It may also want to assign roles depending on the user attribute
values. For this reason, extensions of RBAC have been proposed that allow
the specification of spatio-temporal constraints or constraints that depend
on the user’s attribute values.

1.1.3 Policy analysis and policy mining

Privilege abuse happens when a user is authorized by the access control po-
licy to exercise a permission, in contradiction to the organizational security
policy. For example, if Bob attempts to exercise the green permission in
Figure 1.1, he would commit privilege abuse, as the access control policy in
Figure 1.1 authorizes this, but the security policy forbids it. Perhaps Bob had
no malicious intention and just was not aware that he should not exercise the
green permission. Even in this case, we classify his action as privilege abuse.

This thesis presents techniques for preventing privilege abuse in organiza-
tions. These techniques belong to the following two research fields:

Policy analysis [107, 126, 54, 10]. Techniques developed in this field take
a currently implemented access control policy and a set of properties that
we want to make sure the access control policy satisfies. Policy analysis
uses logic-based frameworks to validate the properties against the policies.
The properties are specified by policy administrators in formal languages
and usually specify requirements described in the organizational security
policy. Policy analysis counteracts privilege abuse by inspecting if a policy
is granting permissions to users as intended by the security policy.

Policy mining [132, 133, 32, 30]. The main goal in this field is to design
policy miners, algorithms taking as input a log containing previously decided
requests. From these logs, policy miners compute (i.e., mine) policies that
evaluate requests in a way that is consistent with the observed decisions in
the log. Policy mining has various applications. It can be used for refac-
toring policies that have become convoluted after organizational changes
and migrating policies to new policy languages. We give an overview of
use cases for policy mining in Chapter 2. In particular, policy mining can
be used to prevent privilege abuse. We will see in Chapter 4 that a mined
policy can be compared with the currently implemented policy to identify
permissions that are currently assigned to but rarely exercised by users.
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1.2 Challenges

We identify the following three challenges in these two fields:

Tension between policy expressiveness and efficiency in policy analysis. In
the last years, different works have proposed extensions for RBAC that al-
low the specification of more expressive policies, e.g. [63, 70, 78, 79, 89, 94].
However, the higher expressive power comes at the cost of more complicated
policies. It becomes then harder to understand what the implications of a
given access control policy are and policy analysis becomes computation-
ally harder. The challenge here is to propose a language that is expressive
enough to specify current access control policies while at the same time
yielding an acceptable computational complexity for policy analysis.

Mining policies from sparse logs yields complicated or overly permissive
policies. In our case studies with companies, logs contain less than 10% of
all possible requests and 90% of them consist of authorized requests. Such
logs do not give sufficient information to decide how all requests should
be decided. As a result, we will show that, when applying standard policy
mining techniques, one obtains policies that are overly permissive, which
allows privilege abuse. Those techniques that guarantee not to mine overly
permissive policies yield, however, unnecessarily complicated policies. The
challenge here is to design mining algorithms that can mine simple and not
overly permissive policies.

Policy mining requires expert knowledge in machine learning. Although
competent policy miners exist for languages like RBAC and ABAC, it is
very difficult to use the ideas behind them to design policy miners for other
languages, even for relatively simple RBAC extensions. RBAC extensions
with spatio-temporal constraints illustrate this difficulty. They have been
researched for more than 15 years, but there is no known policy miner that
can mine these type of RBAC policies. Also, no policy miner is known for
XACML [64], which has been a popular and well-researched language in
the access control literature. This is problematic as organizations often tailor
policy languages to meet specific expressiveness requirements, meaning that
they cannot use standard policy miners. The challenge here is to facilitate
the design of policy miners for other languages.

1.3 Contributions

We address the challenges above with the following contributions:

FORBAC: a new extension for RBAC that strikes a balance between expres-
siveness and efficiency [40]. Other RBAC extensions are so expressive that

11
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their policy analysis problems are computationally harder than necessary,
while other RBAC extensions tailored for policy analysis are so simplistic
that they cannot fulfill expressiveness requirements of current organizations.

FORBAC was developed in collaboration with Thilo Weghorn. I proposed
the FORBAC language, proposed the set of existential FORBAC-formulas
as a language for specifying policy properties, and proved that deciding sat-
isfiability of existential FORBAC formulas is NP-complete. Thilo Weghorn
proposed relevant policy properties for policy analysis in FORBAC and for-
malized them as existential FORBAC-formulas. He also conducted the case
study in a major European bank where we evaluated FORBAC’s expressive-
ness and efficiency in policy analysis.

Rhapsody: an algorithm for mining ABAC policies from logs [39]. Since
the 70s, there have been techniques that can be used to mine policies from
logs. However, these techniques yield overly complicated or, even worse,
overly permissive policies. Rhapsody is the first policy mining algorithm
that guarantees never to mine overly permissive policies and to mine rules
of minimal size.

Unicorn: a universal method to build policy miners. Designing policy min-
ers is a challenging task as this requires expert knowledge of machine learn-
ing. Moreover, it is hard to use the ideas behind a policy miner to build
policy miners for another policy language, even when that language is just
an extension of the original. Unicorn presents a straightforward method to
building policy miners that does not require knowledge of machine learn-
ing. The designer of a policy miner only needs to specify the policy language
and an objective function describing the requirements for the policy miner.
Given these inputs, Unicorn defines a policy miner as an iterative procedure
that the designer can implement using a programming language. Using Uni-
corn, we have built competitive policy miners for a wide variety of policy
languages. In particular, we have built the first XACML policy miner and
the first policy miner for RBAC policies with spatio-temporal constraints.

1.3.1 Publications

This thesis’s contents is based on the following articles:

¢ Carlos Cotrini, Thilo Weghorn, Manuel Clavel, and David Basin, “Ana-
lyzing First-Order Role-Based Access Control”, in Proceedings of the 28th
IEEE Computer Security Foundations Symposium (CSF 2015)

¢ Carlos Cotrini, Thilo Weghorn, and David Basin, “Mining ABAC Rules
from Sparse Logs”, in Proceedings of the 3rd European Symposium on
Security and Privacy (EuroS&P 2018)
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¢ Carlos Cotrini, Luca Corinzia, Thilo Weghorn, and David Basin, “The
Next 700 Policy Miners: A Universal Method for Building Policy Miners”,
unpublished manuscript, 2018.

1.4 Overview

This thesis is organized as follows. After this introduction (Chapter 1), we
give preliminaries on many-sorted first-order logic and access control (Chap-
ter 2). We then devote one chapter to each of our contributions: FORBAC
(Chapter 3), Rmarsopy (Chapter 4), and UN1corN (Chapter 5). Finally, we
draw conclusions (Chapter 6). Appendices A, B, and C contain proofs and
technical details.

As this thesis makes contributions to both policy analysis and policy min-
ing, there are two ways to read it. The reader interested in policy analysis
may read Chapter 2 for an overview of many-sorted first-order logic and
then read about FORBAC in Chapter 3. The reader interested in policy min-
ing may read Chapter 2 and then read about RHAPsODY and UNICORN in
Chapters 4 and 5.

13






Chapter 2

Preliminaries

In this chapter, we give an overview of access control, first-order logic, and
the fields of policy analysis and policy mining.

2.1 Motivating example

Example 1 Figure 2.1 presents an example of an organization with 27 users
and some policies that we will use throughout this section. For simplicity,
we assume that there is only one permission, not shown in the figure. Each
user has two attributes that define what he does in the organization. They
are function and level. Each of them can take one of three values and the
levels are assumed to be ordered. Observe that rows and columns in Fig-
ure 2.1 have a different meaning than in Figure 1.1 in Chapter 1. A row in
Figure 2.1 contains all users who have a particular attribute value for the
attribute “function”, whereas a row in Figure 1.1 describes what permis-
sions are assigned to a particular user. Similarly, a column in Figure 2.1
contains all users who have a particular attribute value for the attribute
“level”, whereas a column in Figure 1.1 describes to which users a particular
permission is assigned.

The shaded rectangles describe the organizational security policy, which as-
signs the permission to all users fulfilling at least one of the following:

e The user’s level is 2.
e The user’s function is staff and level is at most 2.
e The user’s function is teacher and level is at least 2.

The dotted rectangles describe the implemented access control policy. We
assume here that the implemented policy is an ABAC policy and that the
policy administrator inadvertently implemented a policy that, in compari-

15
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Staff 333lass fua

Student|ada|saa|ass|

Function

Teacher|8 881244 Aui

Figure 2.1: An example of an organization with 27 users and one permission
(not shown in the figure). Each user has two attribute values describing his
or her function and level in the organization, respectively. The shaded rect-
angles describe the organizational security policy and the dotted rectangles
describe the implemented access control policy.

son with the organizational security policy, fails to assign the permission to
students with level 2. O

There is a wide variety of policy languages that could have been used to de-
fine the access control policy from the example above. One of the most basic
are access control matrices [24]. These are binary matrices, where each row
represents a user and each column represents a permission. For an access
control matrix M, a user u, and a permission p, M[u, p] = 1if p is assigned to
u and MJu, p] = 0 otherwise. More sophisticated policies use rules to define
what permissions each user has. An example of such a policy is: “A user
can access the main building on week days during working hours, provided
that he has a valid ID card”. In this thesis, we need a formalism that allows
us to model organizations and the wide variety of access control policies.

2.2 Many-sorted first-order logic

Previous work in the field of policy analysis has shown that many-sorted first-
order logic is a formalism powerful enough to describe organizations and
policies in a wide variety of policy languages. Therefore, we start with a
review of basic concepts of first-order logic and then use them to rigorously
define the concepts of “organization”, “user”, “permission”, and “access
control policy”.

We start by defining the concepts of “signature”, “formula”, and “structure”.
Signatures define the symbols used to build formulas, formulas are helpful
to specify certain types of policies, and structures model organizations and
other types of policies.
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2.2.1 Syntax

Specifying formulas

Definition 2 A signature is a tuple (S, R, F, V) fulfilling the following.
¢ Sis a finite non-empty set of sorts.
* R is a finite non-empty set of relation symbols.
* F is a finite non-empty set of function symbols.
* V is a countable set of variables.

Each relation and each function symbol has associated a type, which is a
sequence of sorts. Each variable has also an associated type, which is a sort.
Furthermore, we assume the existence of two sorts USERS, PERMS < S,
denoting the users and the permissions in the organization, respectively.
We also assume the existence of the sorts BOOL, INT, STR, 2!NT 2STR
which represent Boolean values, integers, strings, sets of integers, and sets
of strings, respectively. O

We denote sorts with CAPITAL BOLD letters, relation symbols with CAPITAL
ITALIC letters, and function symbols and variables with small italic letters. To
agree with standard notation, we write a relation symbol’s type (S1,...,Sk)
as Sy X ... x S instead. We write a function’s symbol’s type (Sy,...,Sk)
as S X ... x S,_1 — Sy instead. We allow k = 1 and, in that case, we call
function symbols constant symbols. We denote constant symbols with small
serif letters.

Example 3 We now define a signature Xy = (S,R,F,V) that we use to for-
malize the concepts from Example 1.

¢ S contains the default sorts.
* R consists of only one relation symbol <: INT x INT.

¢ F consists of two function symbols Function : USERS — STR and
Level : USERS — INT. It also contains six constant symbols: “staff”,
/7

“student”, “teacher” of type STRand 1, 2, and 3 of type INT. These sym-

bols are intended to represent the strings “staff”, “student”, “teacher”,

and the integers 1, 2, and 3, respectively.

0

Definition 4 Let X be a signature. We define (first-order) terms as those ex-
pressions obtained by finitely many applications of the following rules:

* Any variable is a term.

* Any constant symbol is a term.

17
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e Ifty,tp,..., t, are terms of type Sy, Sy, ..., Sx—1 and f is a function sym-
bol of type Sq X ... x Sg_1 — S, then f (#1,...,t,) is a term of type S.

0

Example 5 Let X be the signature from Example 3. If we let u be a variable
of type USERS, then some first-order terms from this signature are the vari-
able symbol u, the constant symbol “student” of type STR, and Function (u).

O

Observe that, using Definition 4, we cannot build ill-formed terms like
Function (Level (u)) . (2.1)

This is because Level (1) is of type INT but Function is a symbol of type
USERS — STR.

Definition 6 Let X be a signature. We define (first-order) formulas as those
expressions obtained by finitely many applications of the following rules:

(F1) If t; and t; are terms of a same type, then t; = t; is a formula.

(F2) If ty, ty, ..., t, are terms of type Sy, S, ..., S, and R is a relation symbol
of type S; X Sp x ... xS, then R (#1,...,t,) is a formula.

(F3) If ¢1 and ¢, are formulas, then ¢; A ¢, is also a formula.
(F4) If ¢ is a formula, then —¢ is also a formula.

(F5) If ¢ is a formula and x is a variable of type W, then Jx : W. ¢ is also a
formula.

0

Formulas may use the symbol = in their construction. This can lead to
awkward notation. For example, suppose that we define a formula ¢ and
two terms ¢; and t,. Suppose also that we claim that the formulas ¢ and t; =
t are the same. We could denote this as ¢ = (t; = t), but we sometimes
denote it instead as ¢ = t; = . That is, we use the symbol = to indicate
that two formulas are the same, whereas we use the symbol = to denote the
equality symbol in a formula. We also use the symbol = outside first-order
logic to indicate that two objects are the same.

We use the following standard notation to abbreviate some formulas:

1V @2 = (291 A —g2) P1— @2 = 21V @o.

N o= AN Ay V oi=g1VerV...Voen
1<i<n 1<i<n
P17# @2=—(p1=¢2). Vx:W.p = —3x : W. .



2.2. Many-sorted first-order logic

Definition 7 An atomic formula is a formula that was obtained only by rules
(F1) and (F2). O

Definition 8 A quantifier-free formula is a formula that was obtained only by
rules (F1)—-(F4). O

Example 9 Let u be a variable of type USERS and let X be the signature
from Example 3. Some examples of formulas are Function (u) = “student”
and Jx : INT.Level (u) < x. The formula Function (1) = “student” is an
atomic and quantifier-free formula. U

Occurrences in a formula

Definition 10 below formally defines the following concept. A variable x or
a formula ¢ occurs in another formula ¢ if x or ¢ is a substring of ¢, when
they are all written as strings. For example, let

¢ = Ju : USERS. Function(u) = “student” \ Function(u) = “teacher”. (2.2)

The variable u occurs in . Whereas the formula Function(u) = “student” A
Function(u) = “teacher” does not occur in ¢.

Definition 10 A term t occurs in a term tg if
e fpb=tor
® to = f(t1,...,ty) and t occurs in t;, for some 1 < i < n.
A term t occurs in a formula ¢ if any of the following holds:
* p =1t =ty and t occurs in t; or to.

* ¢ is an atomic formula of the form R (fy,...,t,) and t occurs in t;, for
some i < n.

e i = -y’ and t occurs in ¢’
* ¢ =11 Ay and t occurs in Py or in .
e = Jx: W.¢’ and t occurs in .
A formula ¢ occurs in another formula 1 if any of the following holds:
e =1
e ¢ =~y and ¢ occurs in .
* i =11 Ay and ¢ occurs in P or in ;.
e ¢ =3x:W.¢' and ¢ occurs in ¢'.

19
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Definition 11 For a term t, the multiset TerOcc (t) of term occurrences of t is

inductively defined as follows:
e If t is a variable x, then TerOcc (t) = {x}.
o Ift = f(t1,...,tn), then TerOcc (t) = {t} UTerOcc (t1) U...UTerOcc (ty).

For a formula ¢, the multiset TerOcc () of term occurrences of i is inductively
defined as follows:

e If ¥ = t; = tp, then TerOcc = TerOcc (t1) U TerOcc (7).
¥ %

If p = R(ty,...,t,), then TerOcc () = U<, TerOcc (t;).

If p = ¢/, then TerOcc (¢) = TerOcc (¢').

If = 1 A ¢y, then TerOcc (1) = TerOcc (y1) U TerOcc ().
If p = Ix : W.¢/, then TerOcc (1) = TerOcc (¢').

The multiset VarOcc () of variable occurrences in 1 is obtained from TerOcc ()
by removing all non-variable terms.

The multiset FlaOcc (¢) of formula occurrences in ¢ is inductively defined as
follows:

e If ¢ is an atomic formula, then FlaOcc () = {¢}.
e If p = —¢/, then FlaOcc () = {} UFlaOcc (¢").
e If ¢ = 1 Ay, then FlaOcc () = {yp} U FlaOcc (1) U FlaOcc (7).
e If ¢ = 3x: W.¢/, then FlaOcc (¢) = {9} U FlaOcc (¢).
U

We use squared brackets when defining multisets by enumeration of its el-
ements. For example, [4,4,b] is the multiset containing twice the element a
and once the element b.

Example 12 Let ¢ = (Function (u) = “staff” V Level (u) < 2) — Function (u) #
“teacher”. Then

e VarOcc () = [u, u, ul.

“ i “ 1
e TerOcc () = [ u, u, u,“staff”, 2, “teacher ]

Function (1), Function (u), Level (u)

Function (u) = “staff”, Level (u) < c3,
e FlaOcc (¢) = Function (1) # “teacher”,
Function (u) = “staff” V Level (u) < 3, ¢

20
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Definition 13 For a formula ¢, an element of any of the multisets VarOcc (1),
TerOcc (), FlaOcc () is called an occurrence in . A formula ¢ occurs in an-
other formula ¢ if ¢ € FlaOcc (). A formula ¢ is a subformula of another
formula v if ¢ occurs in . O

Observe that a variable, a term, or a formula may have multiple occurrences
in a formula.

We now define the concept of a “free variable”. Intuitively, a variable x is a
free variable of a formula ¥ if it occurs in 1, but not within the range of a
quantifier of x.

Definition 14 The set of free variables of a formula ¢ is denoted by FV (¢) and
is inductively defined as follows:

e If i is an atomic formula, then FV (1) is the set of all variables occur-
ring in 4.

o If py =y, then FV () = FV (¢').
o If ) = 1 Ay, then FV () = FV (1) UEV ().
e If p=3x: W/, then FV (p) = FV (¢') \ {x}.
A variable x is a free variable of a formula i if x € FV (). O

Sometimes it is important to emphasize the free variables of a formula . In
those cases, instead of ¢, we write ¥ (x1,...x,), where {x1,...,x,} = FV (¢).

We measure the complexity of our algorithms using a notion of “size” for
formulas. We will later see that formulas of “large” size increase the time
and space required by our algorithms. In this thesis, we define the size as
the total number of occurrences of all atomic formulas.

Definition 15 The size of a formula ¢ is denoted by |¢| and is defined in-
ductively as follows:

e If t; and f are terms, then [t; = f| = 1.

If t1,..., t, are terms and R is a relation symbol, then we define
IR(t1,...,tn)| = 1.

If 1 and ¢, are formulas, then |¢1 A @2| = |@1| + |@2]-

If ¢ is a formula, then |—¢| = |¢|.

If ¢ is a formula and x is a variable of type W, then |3x : W.¢| = |¢|.
a

Observe that, for a formula ¢, its size equals the size of the multiset of all
occurrences of atomic formulas in ¢. Observe also that our notion of size
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does not take into account the presence of the Boolean operator — nor the
presence of quantifiers. This is because the formulas we encounter in this
thesis rarely use quantifiers or negation, so they have a negligible impact on
our algorithm’s complexities.

Example 16
o |Function (uy) = “student”| = 1.
o |Function (1) = “student” A Level (u3) < 3| = 2.

o |Function (1) = “student” A Function (u1) = “student”| = 2. This is be-
cause

|Function (u1) = “student” A Function (u7) = “student”|

= |[Function (u1) = “student”, Function (u1) = “student”]|
=2

2.2.2 Semantics

Consider the formula ¢ = Vu : USERS. Level (1) < 3. The reader familiar
with logic knows that this formula means that every user’s level is at most
3. However, with our current definitions, this formula is just a sequence of
symbols constructed according to some rules. We recall here how to give
meaning to first-order formulas. Defining what a formula means helps us
to decide whether a formula holds or not for an organization. For instance,
in the organization from Example 1, the formula ¢ holds, as every user’s
level is not larger than 3. In this case, we say that the organization in Exam-
ple 1 satisfies ¢. Observe that not every organization satisfies ¢, as one can
conceive organizations where users may have higher levels.

In this section, we formalize the notion of an “organization” using the stan-
dard concept of a “structure”. Afterwards, we explain how to give meaning
to first-order formulas. Finally, we define the notion of “satisfaction”, which
plays a crucial role in this thesis. Indeed, the problems solved by FORBAC,
Rhapsody, and Unicorn can be cast as the problem of finding a structure
that satisfies a given formula or as the problem of finding a formula that is
satisfied by a given structure.

Giving meaning to a signature’s symbols

Definition 17 Let X be a signature. A X-structure is a pair K = (&, J) fulfill-
ing the following.
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* G is a function mapping each sort S in ¥ to a finite non-empty set S,
called S’s carrier set. G must map BOOL, INT, STR, 2!NT, 25TR {5 the
sets of Boolean values, integers, strings, finite subsets of integers, and
finite subsets of strings, respectively.

¢ Jis a function mapping (i) each relation symbol R in X of type S; x
... x Sg to arelation R? C S§ x ... x S and (ii) each function symbol
finX of type Sy x ... x S;_1 — Sy to a function f7 : S x ... x SP | —

SpP.
For any function or relation symbol W in X, we call W?, K's interpretation of
W. The function J is called an interpretation function. U

When X is irrelevant or clear from the context, we simply say structure in-
stead of X-structure. We denote elements of carrier sets with small serif
letters: a, b, ...

Example 18 Recall the signature Xy from Example 3. We now define the
organization from Example 1 as a Xo-structure Ko = (&g, Jp) defined as
follows.

e USERS® = {u;; |0<i<2,0<;<8}.
e PERMS®® = {p}.
o <%0 js the standard order relation on integers.
“staff"” ifi =0,
e For u;; € USERS®, Function™ (u;;) = { “student” ifi=1,and

“teacher” if i = 2.

1 if0<j<3,
* Foru;; € USERS®o, Level® (u,',j) =42 if3<j<6,and
3 if6<j<9.

o “staff’’70 = “staff’, “student”” = “student”, “teacher’””® = “teacher”.
e 1% =1,2% =2 3% =3,
|

We defined the structure KKy in a way that fit our purpose of modeling the
organization from Example 1. We assume that u;j, for0 <i <3and 0 <j <
9, denotes the user at the (i + 1)-th row and (j + 1)-th column, when seeing
the arrangement of users in Figure 2.1 as a 3 x 9 matrix.

One could also have defined a structure that interprets the symbols in X in
a very different way. The next example illustrates this.

Example 19 We define a ¥o-structure Ko = (So, Jo) as follows.

23
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¢ USERS® = {u}.
e PERMS® = {p}.
. SGO is the standard order relation on integers.
o Function™ (u) = “staff”.
o Level™ (u)=1.
o “staff’” — “staff”, “student”?0 = “student”, “teacher’” = “teacher”.
o 1% =1,2% =2,3%0 =3
O

Observe that in our examples, “staff’”0 = “staff"’ = “staff”. However, it is

"3

possible to define a strange structure (S,3J) where “student”’ = “teacher”.

Such structures never appear and are not relevant in this thesis.

Giving meaning to terms and formulas

Definition 17 explains how structures give meaning to a signature’s symbols.
We now explain in Definitions 20 and 24 how they also give meaning to
terms and formulas.

Definition 20 Let K = (&,7J) be a structure. A substitution ¢ is a function
mapping each variable x of type W to an element in W,

Let K = (&,7J) be a structure, let o be a substitution, and let ¢ be a term. The
interpretation of t under (J,¢) is denoted by [t](5,) and is inductively defined
as follows:

* If t is a variable x of type W, then [t] ;) = o (x).

e If t is a term of the form f (¢4,...,t,), then
o) = f ([[tl]](fi,a)r e ﬂ%]](j,@) :

0

Example 21 We use the notation from Example 18. Let ¢ be a substitu-
tion mapping the variable u to ugp. Then [Function (u)] s, = staff and

[Level (u)] (55,0 = 1

Definition 22 Let K = (&, J) be a structure and assume that xy,...,x, are
of types Wy x ... x W,, respectively. The satisfaction relation F is a ternary
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relation on structures, substitutions, and formulas that is inductively defined
as follows:

IK,(T E th =1 if [[tl]](la) = [[tz]](j,tf)‘

]K,O":R(tl,...,tn) if R3 ([[tl]](j,g)/---/[[tn]](j,a))

K,ocF —¢ if K,oF .

K,ocF ¢1 A ¢ if K,oF ¢ andK,oF ¢.

K,cF3x:W.p if there is w € W® such that K, o [x — w] F ¢.

Here, o [x — w] is the substitution that maps x to w and any other variable
ytoo(y). O

If ¢ has no free variables, then we usually write K & ¢ instead of K, ¢ = ¢, as
the fact that K, o F ¢ holds does not depend on ¢ in this case. Additionally,
we say that K satisfies ¢ whenever K F ¢.

Example 23 Let K be the structure from Example 18 and let ¢ be a substi-
tution mapping the variables u and p to upp and po,, respectively. Then

» Ky, o E Function (u) = “staff”.

e Ky, F Level (u) < 2.

e Ko, o0 F =30 INT. 3¢ : INT. L # ' A\ Level (u) = ¢ A Level (u) = .

e KoFEVu:INT.0 < Level (u) < 2.

O

Definition 24 Let K = (&,7J) be a structure and let ¢ (x1,...,x,) be a for-
mula. Assume that ¢’s free variables are of type Wy, ..., W,, respectively.
The interpretation of ¢ under J is the relation ¢ C WY x ... x WY such

that (wy,...,w,) € ¢’ iff K,c F ¢, where ¢ is any substitution such that
o (x;) =w;, fori < n. O

Example 25 Let Ky be the structure from Example 18. Let also ¢ = Level (1) #
Level (u) and ¢ = Function (1) = “student” A Level (u) < 2. Then ¢° = @
and ¢;° = {u10,u11, ..., U5} O

2.3 Access control

We now provide background on access control. We focus here on two of the
most popular access control paradigms: RBAC (role-based access control)
and ABAC (attribute-based access control).

25
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2.3.1 RBAC: Role-based access control

One of the first mechanisms for specifying access control policies were access
control matrices [24]. These matrices can be understood as binary relations be-
tween the users and permissions in an organization. In large organizations,
however, access control matrices become impractical. Whenever a new user
joins the organization, the policy administrator must decide for each permis-
sion, whether it should be assigned to the user. Also, whenever there are
organizational changes, the administrator needs to review the matrix and
decide how to change the permissions that have been assigned to each user.

To facilitate the maintenance of policies during organizational changes, RBAC
(Role-Based Access Control) policies were proposed [52]. The key insight in
RBAC is that several users in an organization require very similar permis-
sions. For example, in a hospital, all nurses have essentially the same per-
missions and the same can be said of all administrative staff and all doctors.
Hence, an RBAC policy decouples the assignment of permissions to users
into two parts. It first assigns roles to users and then permissions to roles.
Users who do similar tasks in an organization are assigned a same role and
this role is assigned all permissions that those users need. The number of
roles is substantially smaller than the number of users or permissions, which
facilitates the maintenance of policies during organizational changes. For ex-
ample, whenever a new user joins the organization, the policy administrator
only needs to decide what roles shall be assigned to the new user.

Role-based access control has been one of the most popular ways to spec-
ify access control policies in large organizations. We now recall how RBAC
policies are defined.

Definition 26 An RBAC policy is a tuple m = (U, P,Ro,Ua,Pa). U and P
are two non-empty sets denoting, respectively, the sets of users and permis-
sions in an organization. Ro is a set denoting the roles in the organization.
Ua C U x Ro and Pa C Ro x P are binary relations. The policy 7t assigns a
permission p to a user u if there is a role r € Ro such that (#,7) € Ua and
(r,p) € Pa. O

Example 27 Figure 2.2 shows an RBAC policy. It consists of 6 users, 2 roles,
and 3 permissions. U

Observe that our formalization of RBAC policies does not use first-order
logic at all. However, we will see later in Chapter 3, that many extensions
that have been proposed for RBAC are actually easier to formalize using
first-order logic.
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Ua Pa

Figure 2.2: An RBAC policy with 6 users, 2 roles, and 3 permissions.

2.3.2 ABAC: Attribute-based access control

RBAC suffers from an issue called the role explosion problem, which we illus-
trate with the following example.

Example 28 Assume we want to develop an RBAC policy for a university. In
this organization, each user denotes a student and each permission denotes
a course. We assume that there are 10,000 students and 100 courses. The
RBAC policy should authorize each student to view the contents of only
those courses in which the student is enrolled.

Two different students rarely enroll in exactly the same set of courses. In the
worst case, the RBAC policy would require one role for each student. Hence,
an RBAC policy can become as impractical as an access control matrix in this
scenario as the number of roles is substantially large. 0

To solve this problem, ABAC (Attribute-Based Access Control) policies were
proposed. An ABAC policy is a set of rules, where each rule describes a set
of conditions based on the attribute values of users and permissions [77, 69].
An example of an ABAC policy can be seen in stores that sell alcoholic
beverages only to people who are at least 21 years old. The user (i.e., the
client) is granted permission to buy alcohol only if his age attribute has
a value greater than or equal to 21. Observe here that the policy grants
permissions according the user’s attribute values.

27
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We now give a definition of ABAC policies based on first-order logic and
then show how to formalize an ABAC policy for Example 28.

Definition 29 An ABAC policy is a first-order formula ¢ (u, p) built from the
following BNF grammar:

t u=f(u)|f(p)|c /* Terms */
a u=t=1t]|Q(t) /* Atoms */
rou=alaAr /* Rules */
T on=rV...Vr. /* Policies */

Here, u and p range over variables of sorts USERS and PERMS, respectively,
whereas f, ¢, and Q range over unary function, constant, and binary relation
symbols of the appropriate sorts, respectively. We restrict atoms, rules, and
policies to have at most two free variables of sorts USERS and PERMS,
respectively.

We call attribute any unary function symbol with domain sort USERS or
PERMS.

Let K = (&,7) be a structure and ¢ (u,p) be an ABAC policy. For an at-
tribute f, a user u, and a permission p, we call f? (u) the attribute value of
u for f. Similarly, we call 7 (p) the attribute value of p for f. We say that
¢ assigns a permission p € PERMS® to a user u € USERS® if K,0,, F ¢,
where 0, is the substitution that maps u and p to u and p, respectively. [J

In the context of ABAC policies, we refer to atomic formulas as atoms. We
call rule any conjunction of atoms. Observe that ABAC policies are disjunc-
tions of rules.

Example 30 The RBAC policy from Example 28 can be specified with the
ABAC policy courseld (p) € courses (1), where courseld : PERMS — STR
represents a function that assigns an identifier to each course and courses :
USERS — 25TR represents a function that assigns to each student the identi-
tiers of the courses in which the student is enrolled. Observe that this policy
requires less administration effort in comparison to an RBAC policy. 0

Example 31 We give an ABAC policy that formalizes the access control po-
licy from Example 1.

(Function (u) = “staff” A Level (1) < 2) V
(Function (u) = “teacher” A Level (1) > 2) .
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2.4 Policy analysis

The specification and maintenance of access control policies is a manual task.
In large organizations, where there are thousands of users and thousands of
permissions, it is likely that organizational security policies are complex
and, hence, the implemented access control policy does not properly act as
dictated by the organizational security policy. As a result, when evaluating
a request (i.e., a user-permission pair), the access control policy may make
two types of mistakes: (i) denying a legitimate request or (ii) authorizing
a request that, according to the organizational security policy, should not
be authorized. We call these an incorrect denial and an incorrect authorization,
respectively. Incorrect denials prevent users from performing their tasks in
the organization. Incorrect authorizations are especially dangerous as they
violate the principle of least privilege and can be abused by users. Reports
from Verizon in 2017 [50] show that privilege abuse is still a major issue for
many companies, especially for banking and healthcare companies, where
data is often highly sensitive.

To mitigate the risk of incorrect authorizations and denials policy analyzers
have been proposed. We give an informal overview here and refer to Chap-
ter 3 for a more rigorous presentation. Policy analyzers are tools that receive
as input a policy and a security property that the policy should fulfill. A po-
licy analyzer transforms these inputs into a formula ¥ that is satisfied only
by structures that encode a violation of the security property. Afterwards,
the policy analyzer searches for a structure K that satisfies ¢. If found, the
policy analyzer builds a counterexample from K that illustrates to the policy
administrator how the policy fails to fulfill the security property.

Example 32 Let us consider the organization and the policy presented in
Example 1, which were formalized in Examples 18 and 31. Recall that the or-
ganizational security policy dictates that every user with level 2 is assigned
the permission. We wish to verify if the implemented access control policy
(i.e., the ABAC policy ¢ from Example 31) fulfills that. We can achieve this
by specifying two formulas 1; and . The formula ¢, is

Ju : USERS. Level (1) =2 A\ —¢ (u). (2.3)

Observe this formula is satisfied by a structure K iff there is a user with level
2 who is not assigned the permission. Finally, the formula ¢, is a formula
that is only satisfied by Ky, the structure representing the organization. We
do not give the details of 1,, as they are quite technical, but computing such
a formula is a standard procedure in first-order logic [14].

Let now ¢ = ¢ A . Observe that ¢ is satisfied only by Ky and only if
there is a user whose level is 2 and is not granted the permission by ¢. One
can see that Ky indeed satisfies 1. Therefore, the implemented policy does
not act as dictated by the organizational security policy. O

29
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Admittedly, we could have discovered the deficiencies of the implemented
policy with a manual inspection and without going through the hassle of
building the formulas ¥; and ¢,. In practice, however, manual inspections
do not scale, as organizations have thousands of users and permissions, each
with thousands of different attribute values. In these scenarios, automated
tools like policy analyzers are more efficient when it comes to verify that poli-
cies fulfill security properties. Moreover, in our case with the organization
from Example 1, policy analyzers can point to a user u in IKg who has level 2
and is not assigned the permission by ¢. We elaborate on this in Chapter 3.

The satisfiability problem for first-order logic.

In Example 18, the problem of verifying whether the implemented access
control policy fulfills organizational security policy reduced to check if there
exists a structure that satisfies the first-order formula ¢. We will see in
Chapter 3 that most problems in policy analysis reduce to verify if a first-
order formula is satisfiable; that is, if there is a structure that satisfies it. The
following important result illustrates one of the main problems of using
first-order logic as a language for specifying policies and properties.

Definition 33 A fragment of first-order logic is a set S of first-order formulas.
The decidability problem for a fragment S of first-order logic is the problem of
deciding if a given formula in S is satisfiable. 0

Theorem 34 The decidability problem for first-order logic is undecidable.

As a consequence, there is no algorithm that can decide for every policy
and every property, whether the policy fulfills the property. Fortunately, we
seldom require the full expressive power of first-order logic to specify poli-
cies and properties. Previous work has shown that there exists fragments of
tirst-order logic that, on one hand, are powerful enough to express realistic
policies and properties and, on the other hand, are simple enough so that
the decidability problem is tractable [66].

Many works have proposed fragments that are rich enough to express rele-
vant concepts in first-order and also simple enough so that the decidability
problem has an acceptable computational complexity [28, 13, 44]. These
works also propose algorithms, called SMT solvers, that can decide for some
of the formulas in the fragment, whether they are satisfiable [43, 46].

2.5 Policy mining

Another field that assists with the specification and maintenance of policies
and mitigates the risk of incorrect authorizations and denials is policy mining.
Algorithms from this field receive as input the current permission assignment,
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which is a relation between the set of users and the set of permissions that
reflects how the implemented access control policy has assigned permissions
to users. The permission assignment might be given as an access control
matrix or a log of access requests showing the access decisions made for
each request so far. The miner constructs a policy that is as consistent as
possible with the permission assignment and can be expressed using the
organization’s policy language.

2.5.1 Applications

We present some examples from previous works of how policy miners assist
the specification and maintenance of policies.

Handling incorrect denials

An incorrect denial is usually discovered when a user attempts to exercise a
legitimate permission, but is forbidden by the policy. The user reports the
issue to the administrator, who changes the policy in a way that the user
is now assigned the permission. One way to change the policy is to add
an exceptional assignment that grants the permission to the user in question.
For example, an exceptional assignment can be, in the case of RBAC, a new
role that solely assigns the permission to the user or, in the case of ABAC, a
new rule achieving the same purpose. This is usually the preferred solution
when neither the user nor the administrator can infer from this particular
situation what exactly is wrong with the implemented access control policy.
After several users experience the same problem, the administrator might
be able to deduce what is wrong from the accumulated exceptional assign-
ments and provide a general fix.

Example 35 Let us consider the case of user u;3 in the organization pre-
sented in Example 1 and formalized as a structure in Example 18, which
we illustrate in Figure 2.3a. Recall that u; 3 denotes the user in the second
row and in the fourth column in the figure, when seeing the arrangement
of users as a 3 X 9 matrix. According to the organizational security policy,
u1 3 should be authorized as his level is 2. However, the implemented access
control policy does not authorize him. If u; 3 requests the permission, then
the request will be denied by the policy, yielding an incorrect denial. The
user ug 3 contacts the policy administrator and after convincing her that his
request to exercise the permission should be authorized, the administrator
adds an exceptional assignment to the currently ABAC policy that autho-
rizes uy 3 to exercise the permission. More formally, the new ABAC policy
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8 Staff : = .
T |Student i 8 Staff 4
§ T : O | Student i
- eacher ; S .
: = | Teacher ;
(a) The user in the circle represents '
an incorrect denial. From just this (b) The users in the circles are more
incorrect denial, it is difficult to see examples of incorrect denials. They
what the implemented policy is miss- support the hypothesis that students
ing with respect to the organizational with level 2 should also be assigned
security policy. the permission.
Figure 2.3

is the following:

(Function (u) = “staff” A Level (1) < 2) V
(Function (u) = “teacher” A Level (1) > 2) V
userID (u) = “u_1.3".

Here, we added new symbols to the signature. UserID is a function symbol
of type USERS — STR that assigns a unique identifier string to each user.
We also added a constant symbol “u_-1.3" of type STR that denotes uj3’s
identifier. We assume that UserID™ (u3) = “u_1.3".

It may not possible for the policy administrator, from just this exceptional
assignment, to deduce what the implemented access control policy is miss-
ing, as several explanations may be possible. Perhaps all users whose level
is 2 should also be granted the permission or perhaps all users who are
students should be granted the permission instead. Even the explanation
that all students with level 2 should be assigned the permission is preposter-
ous, as there are always cases where a user must be granted a permission
in exceptional circumstances that go against the organizational security po-
licy. For example, a nurse may not be allowed to access a patient’s data,
but if the patient is in a life-threatening situation, the nurse may be granted
exceptional but temporal access to his or her data.

Let us consider again Figure 2.3a. As time goes by, one can assume that
more users who should legitimately be authorized by the policy are denied.
This yields more incorrect denials that make the policy more complicated,
but these incorrect denials also give insights on what the implemented ac-
cess control policy is missing. Assume, for example that u; 3 and uy5 also
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unsuccessfully attempt to exercise the permission and the policy adminis-
trator manually adds exceptional assignments to the policy, as shown in
Figure 2.3b by the two new yellow circles. These exceptional assignments
support the conjecture that the policy should also assign the permission to
all users whose level is 2. This is indeed what makes the implemented policy
different from the organizational security policy. g

In practice, in large organizations, there may be thousands of users and
dozens of attributes, each with thousands of possible attribute values. In
such cases, a manual inspection of the exceptional assignments is impractical
and policy miners that automatically inspect these exceptions and suggest
policy improvements are needed.

From the above discussion, one can see that policy miners can simplify poli-
cies that have become convoluted by the addition of several exceptional as-
sighments. Even more importantly, the miner can discover what the im-
plemented policy is missing and this can prevent future incorrect denials.
Indeed, for a mined policy to be useful, it must be able to compute policies
that minimize the risk of incorrect denials and authorizations. This ability
is called generalization and is formalized later in Chapters 4 and 5.

Other use cases

Another important use case for policy mining concerns organizational change.

For example, when an organization acquires a smaller organization, the
smaller organization’s access control policy must be translated into the larger
organization’s policy language and merged with the organization’s access
control policy. As another example, when an organization wants to reimple-
ment its access control policy in a different language, it must translate its
own access control policy. Policy miners offer a practical solution to these
kinds of problems, as they can mine a policy in the target language from the
current permission assignment. For the mined policy to be useful in these
cases, it must also have low complexity; that is, it must be as simple as pos-
sible so that a human can review it and validate it. We discuss complexity
metrics in Chapters 4 and 5.

Another use case for policy mining is to identify policies that are overly per-
missive [39]. That is, policies that assign to users more permissions than
what they actually need. Overly-permissive policies are prone to have incor-
rect authorizations. By mining from a log that has recorded the permissions
exercised by the users so far, one can compute a policy that better reflects
what each user needs. This policy can be compared using policy comparison
tools [55] with the currently implemented access control policy to discover
unnecessary assignments of permissions.
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2.5.2 Quality criteria for policy miners

Policy miners can be regarded as machine-learning algorithms. Therefore,
they are evaluated by the quality of the policies they mine, and here three
criteria are used:

Generalization [57, 39, 103] A mined policy should not only authorize
requests in a way that is consistent with the given permission assignment.
It must also correctly decide what other permissions should be granted to
users who perform similar functions in the organization. This is particularly
important when mining from logs. For example, if most of students in a uni-
versity have requested and been granted access to a computer room, then the
mined policy should grant all students access to the computer room rather
than just to those who have requested access to it. One popular machine-
learning method to evaluate generalization is cross-validation [60, 23], which
we recall in Chapter 4.

Complexity [30, 133] A mined policy should not be unnecessarily compli-
cated, as the policies are usually reviewed and audited by humans. This
is especially important when mining with the goal of refactoring an exist-
ing policy or migrating to a new policy language. One of the simplest
and most popular complexity metrics for ABAC policies is the size (Defi-
nition 15). Other works have defined its own metrics to quantify complex-
ity [39, 132, 133, 58], not only for ABAC but also for other policy languages.
We will illustrate some of these metrics in Chapter 5.

Precision [39] When mining from a log, we need to consider another qual-
ity criterion. We will later see in Chapter 4 that it is possible to mine a
policy that generalizes well and has low complexity, but authorizes significant
sets of requests for which the log provides no evidence. We call such a policy
an overly-permissive policy. To quantify over-permissiveness we use the stan-
dard precision metric [111]. Intuitively, the precision of a policy measures
the ratio of the number of requests authorized by the access control policy
to the number of requests that should be authorized according to the or-
ganizational security policy. We discuss this and other metrics to quantify
over-permissiveness in Chapter 4.

2.6 Conclusion

We now know how to formalize the most relevant access control concepts
using many-sorted first-order logic. We have also learned the essentials of
policy analysis and policy mining. The reader interested in policy analysis
can continue with Chapter 3. There we present FORBAC, an extension of
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RBAC that is expressive enough to formalize a wide range of access control
policies, while at the same time being simple enough so that relevant po-
licy analysis queries are in the complexity class NP. The reader interested
in policy mining can continue with Chapters 4 and 5, where we present
Ruarsopy and UNICORN. RHAPSODY is the first algorithm for mining ABAC
policies that guarantees to mine from sparse logs the set of all significant,
reliable, and succinct rules. UNICORN is a universal method for building
policy miners. Using UNICORN, we have built competitive policy miners
for a wide variety of policy languages. In particular, the policy miner for
ABAC built with UN1CORN outperforms RHAPSODY. Moreover, using UNI-
CcOrN, we have built the first policy miners for XACML and RBAC with
spatio-temporal constraints. In spite of active research in policy mining, no
miner was known for any of these languages for several years.
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Chapter 3

FORBAC: First-order Role-based
Access Control

3.1 Introduction

RBAC [52] is one of the most popular access control paradigms. However,
different extensions for RBAC have been proposed in the last decades that
aim to make RBAC capable of expressing more complex policies, e.g. [63, 70,
78,79, 89, 94]. The added expressive power has also motivated research on
policy analysis for these extensions, e.g. [8, 15, 53, 122].

Most of these RBAC extensions build upon first-order logic. However, de-
ciding whether a formula is valid in first-order logic is known to be un-
decidable [48]. This has serious consequences for policy analysis for these
extensions, as its computational complexity is directly influenced by the
computational complexity of deciding whether formulas in the RBAC exten-
sion’s syntax are valid. As a result, researchers have made efforts to discover
fragments (i.e., sets of first-order formulas) that are rich enough to express
relevant policy properties while, at the same time, simple enough so that the
complexity of deciding whether a formula is satisfiable is tractable [28, 66].

A closer look at the syntax of these RBAC extensions shows that only a
fragment of first-order logic is sufficient to capture the syntax of those ex-
tensions. For example, their syntax does not involve disjunction or arbitrary
quantifier alternation [66, 16]. By restricting the syntax to just a fragment of
tirst-order logic, we hope to propose a language that is expressive enough to
specify RBAC policies in these extensions and that is simple enough to keep
the complexity of policy analysis in NP. Although policy analysis should ide-
ally have a polynomial-time complexity, we argue later that policy analysis
for any sufficiently expressive policy language is NP-hard.

In this chapter, we propose FORBAC, an extension of RBAC that strikes
that desired balance between expressiveness in policy specification and effi-
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ciency in policy analysis. FORBAC incorporates the main features of differ-
ent RBAC extensions from the literature, e.g. [7, 63, 70, 78]. Moreover, we
prove that, for a large class of properties, the complexity of policy analysis in
FORBAC NP-complete. To verify properties of FORBAC policies, we reduce
them to satisfiability modulo theories and use the SMT-solver Z3 [43].

To illustrate FORBAC’s expressive power and its ability to efficiently ana-
lyze policies, we conducted a case study on a major European bank, approx-
imately containing 50,000 users, 5,400 roles, and 57,000 permissions. We
were able to express 10 of the bank’s most complex access-control policies
in FORBAC and we verified a variety of relevant policy properties. Using
Z3, most of the properties were verified within seconds.

The remainder of this chapter is organized as follows. In Section 3.2 we es-
tablish FORBAC’s expressiveness requirements for FORBAC. In Section 3.3,
we define FORBAC’s syntax and semantics and in Section 3.4 we show how
to specify policy properties for FORBAC policies. In Section 3.5, we present
the results from our case study with the bank. In Section 3.6, we discuss
related work and in Section 3.7 we draw conclusions.

3.2 Requirements for FORBAC

FORBAC is an RBAC extension that strikes a balance among the following
three factors:

* An expressive language for specifying RBAC policies.
* An expressive language for specifying properties of RBAC policies.
* A low complexity for verifying policies against properties.

In the remainder of this section, we discuss language requirements and com-
plexity classes for policy analysis.

3.2.1 Requirements for policy specification

Numerous extensions for RBAC have been proposed and the syntax of many
of them (e.g. [70, 78, 94]) includes fragments of first-order logic that make
policy analysis undecidable, or at best highly intractable. In the following,
we review some of their features in order to elicit the central requirements
for an expressive RBAC extension. Based on these requirements, we present
in Section 3.3 a fragment of first-order logic that is simple, but expressive
enough to formalize realistic policies.

Attributes A common feature of RBAC extensions is the association of at-
tributes to users, roles, and permissions. This stems from the need to add
fine-grained access control to RBAC. For example, a user in a physician
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role should be authorized to access patient information, but only for those
patients he supervises. Instead of defining one role for every subset of pa-
tients, an attribute is added to the role that specifies the set of patients under
the physician’s supervision.

Role and permission assignments specified in first-order logic Another
common feature of RBAC extensions is the use of rules to assign roles to
users and permissions to roles. This feature is motivated by the difficulty of
manually administering these relations in large environments where users’
and permissions” attribute values frequently change. Many RBAC exten-
sions, such as [76, 63, 70], use first-order logic to specify user-role and role-
permission assignment relations. However, they do not limit the fragment
of first-order logic used for these specifications.

We propose restrictions on the first-order fragment we use in FORBAC. For
instance, we do not allow the arbitrary nesting of quantifiers. In practice,
access control permissions simply require the presence or absence of val-
ues in the user’s, role’s, and permission’s attributes. This is reflected in the
syntax of logic-based policy languages that have been used in practice. For
example, Lithium [66] forbids quantifier alternation and yet it can still ex-
press various parts of U.S. legislation, including fragments of the Privacy
Rule, which governs access to electronic medical files, and Title 42, Chapter
7 of the U.S. Code, which determines who is eligible for Social Security. An-
other example is Cassandra [17], an earlier version of SecPAL, which does
not allow quantifier alternation, but can express the policies for the national
electronic health record system of the United Kingdom.

Numeric constraints We incorporate this kind of constraints as they often
occur in authorization policies. For example, Title 29 of the U.S. Code §1181,
which belongs to the HIPAA rule, says:

A period of creditable coverage shall not be counted, with
respect to enrollment of an individual under a group health plan,
if, after such period and before the enrollment date, there was a
63-day period during all of which the individual was not covered
under any creditable coverage.

In electronic health record systems, health organizations are authorized to
request a credential asserting patient/EHR-service bindings if they can pro-
vide an RA-approved NHS health organization credential [17]. Such creden-
tials are valid only for fixed time intervals. More generally, functions within
an organization may have a limited duration. For instance, vendors may
be authorized to access vendor contracts only in the second week of every
quarter of every year, and vendor contracts must be submitted within two
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weeks of that time [22]. Such numerical constraints can usually be expressed
as inequalities between two integer values.

This concludes the requirements for our language for specifying RBAC poli-
cies. There are other access control features that have received attention in
the literature that we have not included as requirements for our language.
These include role hierarchies [115], delegation [12], and separation-of-duty
constraints [5]. We leave these as future work and focus on the core features
explained above.

3.2.2 A complexity class for policy analysis

Ideally, the time complexity of policy analysis should be polynomial. How-
ever, we argue that it is NP-hard for any sufficiently expressive policy lan-
guage. To support this, we present a simple policy language F that can be
embedded into languages have been successfully applied in industry like
Margrave [106] and Gem-RBAC-DSL [18] and show that checking even the
simple query of whether every access request is permitted in a given policy
in F is NP-hard.

Definition 36 (Syntax of F) Let X be a signature where all its relation sym-
bols are binary. Let F be the set of formulas of the form P;(u,p) A ... A
Pe(u,p) N =Q1(u,p) N ... N =Qu(u,p). Here, k,n > 0 and u and p are
variables of types USERS and PERMS, respectively. P; and Qj, for i < k and
j < n, are binary relation symbols. A policy in F consists of a disjunction of
the form ¢1(u,p) V ... V @u(u,p), where ¢;, fori < /,is a formulain F. O

Definition 37 (Semantics of F) Let T be a policy in F and K = (&, J) be a
Y-structure. For a request (u,p) € USERS® x PERMS®, we say that (u, p)
is authorized by T if K, 0y, ) F T, where 0(, ;) is any substitution mapping u
and p to u and p, respectively. U

For a policy T = ¢1(u,p) V ... V ¢@u(u,p) in F, suppose that we want
to verify if every access request is authorized. This can be done by check-
ing the validity of Vu : USERS.Vp : PERMS. (¢1(u,p) V ... V @i(u,p));
that is, checking that every X-structure satisfies it. However, we prove in
Appendix A.1 that checking this for an arbitrary T is NP-hard.

F is extremely simple. It uses only binary relation symbols and it can be
embedded into state-of-the-art analysis frameworks used for analyzing re-
alistic policies like Margrave [106] (see Section A.1 in the Appendix for de-
tails). Nevertheless, despite its low expressiveness, even basic policy anal-
ysis queries are NP-hard. For this reason, we believe P is too restrictive
(unless P = NP) and we set our sights on performing policy analysis in NP.
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3.3 Syntax and semantics of FORBAC

Given the requirements for our framework, we start by defining the signa-
ture for writing FORBAC-policies.

Definition 38 A FORBAC-signature is a signature £ = (S, R, F, V) where:
* S =Sppac U{INT,STR,2!NT 25TR} 'with

Sreac = {USERS, Roles;, Roles;, . .., Rolesy, PERMS} . (3.1)

* R is the set containing only the following binary relation symbols:

< . INTxINT
€str : STR x 25TR ent - INT x 2INT (3.2)
gSTR 2STR % ZSTR gINT 2|NT % 2|NT

e F = AUC. A is a set of unary function symbols. Every f € A has a
type Wy — Vg, where Wy € Sgpac and V¢ € {INT,STR, 2!NT 2STRY
C is a set of constant symbols, each of some sort in S.

O

We assume that C contains enough constant symbols to represent all inte-
gers, strings, sets of integers, and sets of strings. For simplicity, we use &
instead of €gtr or €,nyT When it is clear from the context. We do the same
with the symbol C. When writing formulas, we sometimes use standard
abbreviations like x ¢ F(y) and x # y to denote the formulas — (x € F(y))
and = (x = y).

The symbols in A with domain in Sggac and codomain in {INT,STR} de-
note single-valued attributes and those with domain in Sggac and codomain
in {2'NT,25TR} denote set-valued attributes. We call attribute any single or
set-valued attribute. We define RT(X) as the set {Roles;, Rolesy, . .., Rolest}
and call it the set of role templates of X [2, 63, 27, 62].

Example 39 We present a simple FORBAC signature X3 = (S,R,F,V) for
specifying the access control policies of a bank’s account administration tool.
Here, RT(Xg) = {Rstudent, REmpioyee } Tepresents two different kinds of roles
a user can be assigned: student and employee.

We define in A the following single-valued attributes for the sort USERS:
¢ name : USERS — STR.
® age: USERS — INT.
* nationality : USERS — STR.
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* salary : USERS — INT.
The role template Rggpioyee has one single-valued attribute called limit:
o [imit : REmployee — INT.

The attribute limit specifies the maximal amount that the role’s owner is
allowed to use in one transaction on her bank account.

We also have a set-valued attribute for the role template Rstugent:
e country : Rstugent — 25TR

It specifies in which countries a user with a student role can order trans-
actions. Having this attribute only for one role template shows why two
different sorts of role templates are needed, since this restriction will only
apply to student roles, but not for employee roles.

The sort PERMS is provided with three single-valued attributes:
e action : PERMS — STR
e amount : PERMS — INT
* location : PERMS — STR

The attribute action denotes what kind of transaction can be executed (e.g.,
withdrawing or transferring money from a bank account), amount denotes
how much money is issued in a transaction and location denotes the country
in which the transaction is placed. g

Definition 40 Let X = (S,R,FF,V) be a FORBAC-signature. A £-FORBAC-
structure is a X-structure K = (&, J) such that J interprets the binary relation
symbols in IR in the standard way. That is, <7 is the standard order relation
on the integers, Q%TR is the standard subset relation on the sets of strings,
and so on. O

We call an element of USERS® a user of K. For a role template R € RT(X),
we call an element of R® a role instance of R. We call an element of PERMS®
a permission of K.

Example 41 Let Xp be the FORBAC-signature from Example 39. Figure 3.1
shows a Xp-FORBAC-structure K = (&,J) with three users, two role in-
stances of Rgstugent, ONe role instance of Rggpioyee, and three permissions.

O

Definition 42 An atomic FORBAC-formula is any atomic formula built from
a FORBAC-signature. A FORBAC-formula is a quantifier-free formula built
from a FORBAC-signature.

O
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USERS®

RT(})®

PERMS®

name>(u,) = “Alice”
age(uy) =21
nationality®(uy) = “FR”
salaﬂﬁ u) =0
Uy
name¥(u,) = “Bob”
ageX(u;) = 23
O nationality™u,) = "DE”
salary®(uy) = 10
W=z
)
named(u;) = “"Charlie”
aged(us) = 34
| nationality®(u;) = “CH”
salary®(u;) = 2000

W~

v
aa
v
ah

action™(p,) = “withdraw”
A wpR e amount™(p;) = 300
country™(ry) = {"FR”, "US"} location™(p,) = “FR”

Z

action™(p,) = “withdraw”
country®(r;) = {"DE”, "US"} amount™(p,) = 50
location™(p;) = “"FR”

! limit¥(ry) = 2000 |
(“dr,

r P2
action®(ps) = “transfer”
amount¥(p;) = 1000
location®(ps) = “"US”

=

a7

Figure 3.1: An example of a Xp-FORBAC-structure. ©2015, IEEE. Reprinted

with permission.

Definition 43 A FORBAC-policy is a triple (X, A, PA), where X is a FOR-

BAC-signature. The user-assignment specification
UA={UAr(u,r): RERT(X)}
and the permission-assignment specification
PA = {PAgr(r,p) : RE€RT(X)}

are sets of FORBAC-formulas over X. The user-assignment formulas U Ag(u,r)
have (just) the two free variables u and r of sorts USERS and R, respectively,
and the permission-assignment formulas PARg(r, p) have (just) the two free vari-
ables r and p of sorts R and PERMS, respectively. U

Example 44 Consider the FORBAC-signature X from Example 41 and sup-
pose that we have the following policy.

¢ Users no older than 25 are assigned an instance of Rggugent, Which
entitles them to withdraw up to $1,000 in the user’s home country or
in the US.

¢ Users whose salary exceeds $1, 500 are assigned an instance of Regp1oyee,
which entitles them to withdraw and transfer money in any country
provided that the sum does not exceed the user’s salary.
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We present a FORBAC-policy (£p,UA, PA) that models this. L was al-
ready specified in Example 39, so we just present ¢/ A and PA:

_ ( age(u) <25 A
UAR e (1,7) = ( country(r) = {nationality(u),“US"} )

action(p) € {“withdraw”} A
PARStudent r p amount p) S 1000 /\
location(p) € country(r) (3.3)
_ salary ) > 1500 A
U ARG 10500 (U T) = < limit(r) = salary(u) >
A _ ( action(p) € {“withdraw”, “transfer”} A
RE.mployee , - amount S lmlt( ) .
O

Let X be a FORBAC-signature and K be a 2-FORBAC-structure. Let u, r,
and p be a user, a role instance of R, and a permission of K, respectively. We
say that u is assigned r if K, 0,, E UARr(1,r), where 0, is the substitution
mapping u and 7 to u and r, respectively. We say that r is assigned p if
K, 0y, E PAR(r,p), where o, is the substitution mapping r and p to r and
p, respectively.

Example 45 Figure 3.2 illustrates, in the context of the Xp-FORBAC-structure
of Example 41 and the FORBAC-policy of Example 44, which role instances
are assigned to which users and which permissions are assigned to which
role instances. U

Definition 46 For a FORBAC-policy (X,U4 A, PA) and a role template R €
RT(X), let Authg(u,p) denote the formula

dr: R. Z/{.AR(M, 1’) A PAR(T’,P)~ (3.4)

Let Auth(u,p) denote the formula \/gegy(z) Authr(u,p) . For a £-FORBAC-
structure K, we say that a user u of K is authorzzed for a permission p of K if
K, oup E Auth(u,p). Here, 0y, is the substitution mapping # and p to u and
p, respectively. U

Example 47 Consider the FORBAC-signature presented in Example 39, the
2g-FORBAC-structure K presented in Example 41, and the FORBAC-policy
presented in Example 44. User u; is authorized for permissions p; and p»
and user u3 is authorized for permissions p1, p2, and ps. ]

When quantifying over variables, we do not specify the sorts USERS and
PERMS, as these should be clear from the context. For example, instead of
writing

Vu : USERS 3rq : Ry . UAR, (u,71), (3.5)
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USERS® RT(S)®  PERMS®

namei(u;) = TAlice” action™(p;) = “withdraw”
age™(uy) =21 - o e amount™(p;) = 300
nationality®(u;) = “FR” country®(ry) = {"FR”, "US"} - locationd(p,) = “FR”
salaﬁ u) =0 v V—
U, A M\ 7 P1
name3(u,) = Bob” action™(p,) = “withdraw”
age(u;) = 23 countrip(r) = {"DF”, | amountp;) = 50
o nationality®(u,) = “"DE” v location¥(p,;) = “'FR”
salary®u,) = 10 ’ ‘
e — ll -t
u, P2
name¥(u;) = “Charlie” action™(p;) = transfer”
ageX{us) = 34 limit¥(r;) = 2000 amount®(p;) = 1000
| nationality™(u;) = "CH” location®(p;) = “US”
salary™(u;) = 2000

WA P

Figure 3.2: User and permission-assignments in the >Xp-FORBAC-structure
K. ©2015, IEEE. Reprinted with permission.

p3

we write
Vu.3ry Ry UAR, (1, 11). (3.6)

We conclude our presentation of FORBAC by observing that authorization
can be decided in polynomial time. The proof is given in Appendix A.2.

Theorem 48 Given a FORBAC-policy (X,U.A, PA), a Z-FORBAC-structure
K = (&,7), a user u € USERS® and a permission p € PERMS®, deciding
whether u is authorized for p takes time

0 ()ROLESG] KPP - (JUA] + [PA))), (3.7)

where ROLES® is the set of role instances in KK, |K| is the length of K
encoded as a string!, [ A| = Yrerr(x) [UAR|, and |PA| = Yrerr(s) |PAr|.

3.4 Policy analysis in FORBAC

We now define a language for specifying properties of FORBAC-policies. Al-
though first-order logic is the natural choice for property specification, its
undecidability makes it unsuitable for efficiently verifying properties. To re-
duce the complexity of verifying properties, we must then use a fragment of

IFor computational purposes, X-structures need to be encoded as strings in order to be
given as input to programs. See [73] for details.
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first-order logic. Many works have made efforts to find fragments that are
decidable while still sufficiently powerful to express certain properties [28].
One of the most popular works is by Halpern and Weissman [66], where
they evaluated the complexity of policy analysis for several fragments. They
showed that even after severely limiting the fragment’s expressiveness by
reducing the number of quantifier alternations and removing function sym-
bols, the remaining fragment has an unacceptably high complexity for veri-
tying properties. They managed to propose a fragment that can be efficiently
decided and is powerful enough to express access-control policies from di-
verse university libraries and US government policies.

To strike a balance between expressiveness in property specification and ef-
ficiency in policy analysis for extensions of RBAC that use first-order logic,
we propose the set of existential FORBAC-formulas as the language for spec-
ifying policy properties.

Definition 49 An existential FORBAC-formula is a first-order formula of the
form Jx7 : S13xp : Sy ... 3x, 1 Sy (X1, X2, ..., x,), where ¢(x1,X2,...,%,) is
a boolean combination of FORBAC-formulas over a FORBAC-signature. []

Theorem 50 Deciding the satisfiability of an existential FORBAC-formula is
NP-complete.

Proof. See Appendix A.2. U

The low complexity, NP, is not free. There are relevant policy properties like
“observational equivalence” and “conflict” [10] that cannot be expressed as
existential FORBAC-formulas. However, they can still be expressed in first-
order logic and can be passed as input to an SMT-solver. We simply cannot
provide guarantees on the complexity of verifying such types of properties.

To verify a property, we build an existential FORBAC-formula that describes
a counterexample; that is, a FORBAC-structure that violates the property.
The formula is given as input to the SMT solver Z3, which attempts to com-
pute a counterexample.

Having shown that deciding satisfiability of formulas in the language of
existential FORBAC-formulas has an acceptable complexity, we argue now
why this language is expressive enough to specify relevant policy proper-
ties. We showcase four types of policy properties that can be expressed as
existential FORBAC-formulas. Afterwards, we show the main findings of a
case study on a major European bank, where we evaluate these properties
on some of the bank’s applications. We provide here only a major overview,
as this work belongs to Thilo Weghorn’s doctoral thesis. A more detailed
account is found in the original FORBAC paper [40].

Authorization inspection: This type of properties help to verify that a FOR-
BAC-policy is granting the right permissions to the right users. A property
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of this type checks if there is a user u and a permission p with certain char-
acteristics such that the FORBAC-policy assigns p to u. Properties of this
type are formalized with FORBAC-formulas of the following form:

Ju.3p. (Puser () A Pperm (p) A Auth (u,p)) . (3.8)

Here, (user (1) and Pper (p) restrict the user and the permission we are inter-
ested in. The formula Auth (u,p) is the formula from Definition 46 for some
FORBAC-policy.

Observe that Formula 3.8 is not an existential FORBAC-formula, as the sub-
formula Auth (u,p) contains existential quantifiers. However, those quanti-
fiers can be moved to the front of Formula 3.8 without affecting its validity,
yielding an existential FORBAC-formula.

We illustrate an instance of authorization inspection in the context of the
FORBAC-policy from Example 44. Suppose that we fix

Yuser(1) = age(u) <25
(n) = action(p) = “withdraw” A (3.9)
Yrerm(p) = amount(p) > 1000 '

The resulting property holds if there is a way for a user who is at most 25
years old to get a permission to withdraw amounts larger than $1, 000.

Assignment simplification: This type of properties help to verify if parts
of a FORBAC-policy can be simplified. Let (X,U.A, PA) be a FORBAC-
policy. A property of this type specifies, for a formula @ in U A U PA, if it
can be rewritten into another simpler formula ¢’. Such a property can be
formalized as the following existential FORBAC-formula:

Ty o B o (P (v, xk) 2 Y (g, x)) (3.10)

Observe that the formula ¢ can be rewritten as ¢’ iff an SMT-solver, when
given as input this formula, finds the formula to be unsatisfiable.

We illustrate an instance of assignment simplification. Consider a FORBAC-
policy with a role template R such that

Z/{AR (1/[, p) = 1/’1 (1/[, 7’) \4 lIJZ (M, 1’) ’ (311)
where
Y1 (u,r) = unit (r) =45 A level (u) = 23 and
Py (u,r) = unit (r) =45 A level (1) > 20.
Observe that whenever ¢; (u,r) holds, then ¢, (1, r) also holds. This means
that ¢ (u,r) is redundant in U Ag. To confirm this, one can observe that the

existential FORBAC-formula Ju.3r: R. = ((p1 (u,7) V 2 (u, 1)) <> 91 (u,7))
is unsatisfiable.
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Role equivalence: RBAC policies that are administered by different entities
may end up with equivalent roles. This type of properties help to detect such
roles, which leads to simpler policies. For example, consider a FORBAC-
policy with two role templates R; and R; such that:

mPAR, (r,p) = level (r) = level (p) V level (r) > level (p)
mPAR, (r,p) = level (r) > level (p) .

Let K = (&,7) be a X-FORBAC-structure and suppose that r; and r; are two
role instances of R; and Ry, respectively, such that level” (r;) = level” (rp).
Observe, that, any permission assigned to r; is also assigned to r;. They
are essentially equivalent. Hence, we can remove role template R, from the

FORBAC-policy.

To confirm this observation, it suffices to verify that the following existential
FORBAC-formula is unsatisfiable:

level (1) = level (r) A )

= (PAR, (r1,p) <> PAR, (12,p)) (3.12)

37’12R1.E|1’22R2.E|p. <

Finally, equivalent roles are not always redundant. For example, in an IT
organization, the roles of programmer and tester may have the same set of
permissions, but they need to be distinguished for organizational purposes.

Redundant role templates: In large organizations, where RBAC policies
are administered by different entities, the entities in charge of the assign-
ment of roles to users may be different from those in charge of the assign-
ment of permissions to roles. This may lead to situations like the one de-
picted in Figure 3.3, where for two role instances r; and ry, the set of users
who get assigned r; is a subset of those who get assigned r; and the set of
permissions assigned to r, is a subset of those assigned to ri. In this case,
r, is redundant. We illustrate next how we can detect these situations with
existential FORBAC-formulas.

Consider a FORBAC-policy with two role templates Ry and R; such that

UAR, (u,1) = level (r) = age (u), (3.13)
UAR, (u,r) = level (r) = age (u),

PAR, (r,p) = level (r) > level (p), and

PAR, (r,p) = level (r) = level (p) .

Let r; and r, be two roles instances of R; and Ry, respectively. Observe that
whenever a user is assigned rp, he is also assigned r;. Also, whenever a
permission is assigned to rp, that permission is also assigned to ri. As a
result, R; is redundant and can be removed from the FORBAC-policy.
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Users Permissions

Figure 3.3: The role r; is redundant: the permissions assigned to r;, are con-
tained in those assigned to r; and the users assigned to r, are also assigned
to 1. ©2015, IEEE. Reprinted with permission.

We can prove R;’s redundancy by verifying that the following two existential
FORBAC-formulas are unsatisfiable:

level (1) = level (r2) A > d
UAR, (r2,p) A ~UAR (r,p) ) ™
level (r1) = level (r2) N

PARz (721 P) A _'PARl (1’1,]7) ) '

311.37’11R1.31’22R2. (

37’] : R1 . 31’2 : R2 . Hp . ( (314)

3.5 Experimental results

We conducted a case study on a major European bank to evaluate whether (i)
the FORBAC language is powerful enough to express realistic access control
policies and (ii) whether realistic policy properties can be verified within a
reasonable amount of time. We provide here only a major overview as the
results here belong to Thilo Weghorn’s thesis.

For our study, we chose, from among the 350 applications we had access to,
the 10 applications with the most complex access-control policies. We trans-
lated their policies into FORBAC-policies. For each of the obtained FOR-
BAC policies and for each of the property types presented in Section 3.4, we
randomly generated 10 different existential FORBAC-formulas and checked
their satisfiability using Z3.
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For role equivalence, we picked two role templates at random and then built
an existential FORBAC-formula that held iff the two role templates were not
equivalent. For authorization inspection, we proceeded as follows. First,
we selected uniformly at random a subset of user attribute values and a
subset of permission attribute values. Then we built an existential FOR-
BAC-formula that holds iff there is a user with the selected attribute values
who would be assigned a permission with the selected attribute values. For
the other property types, we built the existential FORBAC-formulas analo-
gously. Table 3.1 shows the time it took Z3 to decide satisfiability for the
formulas we built.

Two of the FORBAC-policies were not complex enough to make meaningful
experiments with existential FORBAC-formulas. In those cases, we marked
the corresponding entry in Table 3.1 with “NA”.

Type||Appl|App2| App3|App4| App5 | App6 |App7 | App8| App9 |Appl0

Al 0,11 (497 156|015 0,13 | 0,12 | 040 | 045 | 0,31 | 0,12
AS || 061063057054 NA|075|087| 05 |049 | NA
RE 053055043 043|045 |047 | 046 | 047 | 047 | 0,44
RR (| 073|047 | 046 | 049 | NA | 058 | 0,53 | 0,59 | 049 | NA

Table 3.1: Average time (in seconds) needed by Z3 to decide satisfiability
of an existential FORBAC-formula for each application and each property
type. Al authorization inspection, AS: assignment simplification, RE: role
equivalence, RR: role redundancy.

The fact that we were able to express the main parts of these policies in
FORBAC demonstrates that this policy language can be applied to model
realistic access control policies. Also, the fact that we verified almost all
properties in average in less than 1 second shows that FORBAC can perform
policy analysis with reasonable overhead.

3.6 Related work

RBAC is an access control paradigm that was proposed to make access-
control maintenance more scalable. As organizations defined more complex
and fine-grained access control policies, different extensions of RBAC were
proposed that allowed to specify conditions for assigning roles to users and
permissions to roles.

3.6.1 Frameworks for policy specification and analysis

Some researchers noted that the increasing expressiveness was also making
harder to determine whether the policies were granting access as desired.
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Therefore, they proposed frameworks that not only allowed to specify poli-
cies, but also to analyze and verify properties of those policies [107, 10].
Their research focused on generic languages for policy specification. So
those frameworks can specify RBAC and ABAC policies and verify standard
properties against such policies.

The genericity of such frameworks makes them unable to specify complex
policies like FORBAC policies. For example, Margrave, one of such frame-
works, cannot specify arithmetic constraints and, therefore, cannot specify
policies like “Alice is granted permission p if her clearance level is greater
than p’s clearance level”. These frameworks are also unable to verify some
natural properties that arise when analyzing FORBAC policies. Also, for
some of these frameworks (e.g., [10]), the language for specifying policies
and properties is so rich that Diophantine equations can be expressed within
their policies, which yields an unnecessarily high computational complexity
for policy analysis.

In comparison of the frameworks above, FORBAC guarantees that deciding
satisfiability of existential FORBAC-formulas is in NP and we show that
many relevant policy properties can be expressed as existential FORBAC-
formulas. We remark, however, that there are still other relevant properties
that cannot be expressed as existential FORBAC-formulas and that can be
verified by the frameworks we presented above. Some of these properties are
observational equivalence, conflict detection, and change-impact analysis.
This does not mean that we cannot use FORBAC to verify these properties,
as they can still be expressed as first-order logic formulas and analyzed by
an SMT-solver. We can use FORBAC, but we cannot guarantee that the
complexity of verifying them is in NP.

3.7 Conclusion and future work

New extensions for RBAC have been proposed over the past decades in
order to fulfill new expressiveness requirements from different types of or-
ganizations. The added expressiveness to these extensions came at the cost
of higher complexity in policy analysis. To address this issue, we proposed
FORBAC, a framework that strikes a balance between expressiveness and
efficient policy analysis for extensions of RBAC. With a case study, we have
shown that FORBAC can express complex modern policies for extensions of
RBAC. Moreover, the set of existential FORBAC formulas is also powerful
enough to contain relevant policy properties. We also proved that deciding
the satisfiability of an existential FORBAC-formula is in NP and argued why
this is a desirable complexity class for policy analysis.

As future work, we consider extending FORBAC with some popular RBAC
idioms. For example, we intend to incorporate role hierarchies and separation-
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of-duty constraints. Regarding role hierarchies, there is the challenge of
agreeing on when a role instance inherits from another role instance. Some
works have proposed ways to define role hierarchies when roles use at-
tributes [63, 18, 19] but other ways are still possible. In particular, there
is the challenge of how to proceed when the role instances come from role
templates that have different attributes. A first approach would be to let
the parent role instance inherit the attribute values of the child role instance.
Similarly, there is no agreement on how to define separation-of-duty con-
straints in the presence of role instances with attribute values.

We also consider defining an extension of the FORBAC language that al-
lows us to express other popular policy analysis properties like “conflict”
and “change-impact analysis” [54]. We conjecture that the problem of veri-
tying these properties in that extension would belong to a complexity class
in the lower echelons of the polynomial-time hierarchy, as these verification
problems can be cast as satisfiability problems for first-order formulas with
fixed quantified alternation. If this is true, then this would mean that in con-
trast to the rapid increase of expressive power of RBAC extensions during
the last decades, the complexity of policy verification of these extensions
has actually remained in a limited complexity class smaller than PSPACE
(unless NP = PSPACE).



Chapter 4

Rhapsody: Reliable Apriori Subgroup
Discovery

4.1 Introduction

Attribute-based access control (ABAC) is a popular access control paradigm.
ABAC policies are sets of rules that define which permissions are assigned
to which users. Rules in ABAC policies depend on the user’s and the per-
mission’s attribute values. The National Institute of Standards and Technol-
ogy (NIST) issued in 2014 a special publication recommending ABAC over
role-based access control (RBAC) and access control matrices [68]. Gartner
Inc. estimates that by 2020 roughly 70% of all businesses will use ABAC to
protect critical assets [105, 86].

4.1.1 Problem context

The specification and maintenance of ABAC policies brings new challenges.
Manually migrating to ABAC is more difficult than migrating to RBAC,
which is already time-consuming and cumbersome [68]. Moreover, even
after specification, an ABAC policy must be maintained and audited, as or-
ganizational changes like mergers and acquisitions can make the policies
convoluted or inaccurate.

An alternative to manually specifying and maintaining an ABAC policy is to
automatically mine ABAC policies from access logs [131, 132, 32, 100]. Since
logs reflect both the implemented access control policies and user behavior
within the organization, mining from logs can help to refactor and simplify
policies that become overly-complex due to organizational changes.

Mining from logs can also help to identify overly permissive rules; that is, rules
in the policy that assign permissions to users who, according to the log, are
not using them. Overly permissive rules violate the principle of least priv-
ilege and enable privilege abuse. Verizon’s 2018 data breach investigation
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report shows that privilege misuse is a major issue for many companies [51].
Even for healthcare companies, where access to data is critical, Verizon’s
2017 report recommends to ensure that employees in an organization have
access only to the information they need [50].

In this chapter, we examine one aspect of this problem that is essential to
using ABAC policy mining in practice: mining ABAC policies from sparse logs.
We call a log sparse when it contains less than 10% of all possible requests.
Users generally access only those resources they are authorized. As a conse-
quence, real world logs typically contain only a small subset of all possible
access requests. We illustrate this with three real-world logs from different
representative domains, where each of these logs contains less than 10% of
all possible requests and more than 95% of those requests were authorized
by the policy.

This problem setting subsumes other previously considered settings, like
mining from non-sparse logs and mining where permissions are given by
formalisms such as access control matrices.

4.1.2 Limitations of the state-of-the-art

Despite intensive research in this area [133, 103, 29, 112, 37, 71, 80, 84], pre-
vious work has serious limitations.

Sparse logs. When the logs are sparse, some competing approaches [131,
132] cannot mine useful ABAC policies. This is because these approaches
are intended only for mining from access control matrices or from logs con-
taining a large fraction of all possible access requests.

Over-permissiveness. Mining algorithms [84, 80] resort to quality measures
like confidence [4] and weighted relative accuracy [91] to guide the search
and selection of policies. We show in Section 4.5.2 that, for sparse logs, these
measures lead to the mining of overly permissive rules. These are rules in the
policy that authorize a significant number of requests without any evidence
of authorization in the log.

Rule size. Current algorithms mine policies containing unnecessarily large
rules. Succinct rules are desirable from the administrative perspective as
they are easier to audit and maintain.

Cross-validation. When evaluating models learned from logs, the standard
cross-validation method splits the log into a training log and a testing log.
We show that this approach validates policies containing overly permissive
rules, which is undesirable from the security perspective. This happens
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because the logs reflect expected access requests. Denied access requests are
therefore rare and mostly due to human error, rather than malice. A testing
log does not include a representative set of requests that would be issued by
malicious users. As a result, evaluating a mined policy on such a testing log
validates policies with overly permissive rules.

4.1.3 Our approach

Rhapsody. We introduce a new ABAC mining algorithm that addresses the
first three limitations of the state-of-the-art as follows.

Sparse logs. RHAPSODY uses association rule mining [3, 4] to effectively
mine from sparse logs.

No overly permissive rules. RHAPSODY avoids mining overly-permissing
rules by using reliability (see Definition 57), a new rule quality measure.
We demonstrate that reliability gives low scores to rules that are overly
permissive or have low confidence (see Observation 1 in Section 4.3.2).
We also show that standard rule quality measures cannot quantify over-
permissiveness.

Rule size. RHAPSODY only mines rules that have no shorter equivalent
rule.

RuAPsoDy is guaranteed to mine all rules that have a reliability above a given
threshold, do not authorize any denied request, and have no shorter equiva-
lent rule (see Theorem 60 in Section 4.4.2). Table 4.1 shows how RHAPSODY
improves upon state-of-the-art ABAC mining algorithms.

Algorithm Toi perm mibe e
Xu & Stoller’s miner [133] X v X
APRIORI-C [80] v X v
APRIORI-SD [84] v X v
Classsification-tree [117] v v X
CN2 [37] v v X
Rhapsody v v v

Table 4.1: State-of-the-art ABAC mining algorithms.

Universal cross-validation. We present an alternative to cross-validation
for evaluating ABAC mining algorithms. In contrast to standard cross-
validation, universal cross-validation evaluates mined policies with requests
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not occurring in the log. In this way, universal cross-validation improves the
quality of the policies mined by any ABAC mining algorithm, as it rejects
those containing overly permissive rules.

4.1.4 Case studies and evaluation

We experimentally compare RHAPsODY with other methods for mining ABAC
policies from logs. Our experimental evaluation is the most comprehensive
to date in access control mining. We use logs from a large Swiss univer-
sity (ETH Zurich) and two logs provided by Amazon [82, 93], where the
last two are available for research purposes. Previous researchers used only
logs from one enterprise, which are not publicly available [103, 59] or just
synthetic data [132, 100].

Our experimental results, presented in Section 4.6.4 and summarized in Ta-
ble 4.1, compare the policies mined by competing approaches according
to standard performance metrics like the F1 score, true positive rate, false
positive rate, and size [111]. They illustrate the four limitations of the state-
of-the-art and demonstrate that RHAPsoDY and universal cross-validation
overcome them.

Sparse logs. RuHAPsoDY mines policies of higher quality than Xu and Stoller’s
approach [131, 132, 133]. When mining from sparse logs, Xu and Stoller’s
mined policies have true positive rates close to 0%. In contrast, RHAPsODY’s
policies attain true positive rates above 80% in most of the cases.

Over-permissiveness. Subgroup-discovery algorithms like APRIORI-SD and
APRIORI-C mine policies containing overly-permissive rules, which yield false
positive rates above 10%. By changing these algorithms’ input parameters,
one can decrease the false positive rate to values close to 0% but at the cost
of true positive rates below 40%. In contrast, RHAPsODY’s mined policies
attain false positive rates close to 0% and true positive rates above 80% in
most of the cases.

Rule size. Classification-tree learners [29, 117] and CN2 [37, 108] mine poli-
cies with unnecessarily large rules. For Amazon’s logs, the policies we mined
are at least 40% shorter and in some cases they are even 90% shorter.

Cross-validation. In 80% of the cases, universal cross-validation validates
policies with F1 scores greater than or equal to those from policies validated
by standard cross-validation. In most of the cases, the F1 scores improve by
at least 30%. This holds for any mining algorithm.
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4.1.5 Contributions

In summary, we make the following contributions.

Mining algorithm for sparse logs. We propose RHAPsoDpy, a new ABAC
mining algorithm that, in comparison with previous work, mines policies
from sparse logs that are shorter and generalize better.

Quality measure for over-permissiveness. We introduce reliability, a new
measure that quantifies how overly permissive a policy is. We show that re-
liability only gives high values to policies that are not overly permissive and
show why other standard measures fail to measure over-permissiveness.

Succinctness and correctness. RHAPSODY guarantees that if there is a succinct
rule satisfied by a significant number of requests and with a reliability above
a given threshold, then this rule will be mined (see Theorem 60).

Evaluation methodology. We propose universal cross-validation, a new vali-
dation method that, in comparison with cross-validation on logs, validates
policies with substantially higher F1 scores.

Organization. The remainder of this chapter is organized as follows. In Sec-
tion 4.2 we give background on the ABAC mining problem. In Section 4.3
we show how standard rule quality measures give high scores to overly per-
missive rules and we introduce a better measure, reliability. In Section 4.4
we present RHAPsODY, a new ABAC mining algorithm. In Section 4.5 we
show how cross-validation on logs validates overly permissive rules and
present universal cross-validation. In Section 4.6 we experimentally com-
pare Ruarsopy with other ABAC mining algorithms and compare univer-
sal cross-validation with cross-validation. Finally, in Sections 4.7 and 4.8 we
discuss related work and draw conclusions.

4.2 The ABAC mining problem

We begin by describing the setting for ABAC mining. Afterwards, we for-
malize ABAC’s syntax and semantics and the ABAC mining problem.

4.2.1 Setting

We describe a setting that motivates ABAC mining. Recall from Chapter 2
that organizations define (organizational) security policies expressing which
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requests should be authorized. For enforcement purposes, the policy ad-
ministrator must specify this as an ABAC policy in a machine-readable way
that can be processed by the organization’s IT systems. We call this the
implemented ABAC policy.

Due to organizational changes or human errors made during the policy’s im-
plementation, mistakes may be introduced in the implemented access con-
trol policy. These mistakes can be classified into two types: incorrect autho-
rizations (i.e., requests authorized by the implemented policy but not by the
organizational security policy) or incorrect denials (i.e., requests authorized
by the organizational security policy but not by the implemented policy).

Incorrect authorizations are the hardest to detect and the most problematic
because they may be used for nefarious purposes, e.g., to read confidential
data, escalate privileges, and in general to attack systems. In contrast, in-
correct denials are usually not so problematic from the security perspective;
when users discover that valid requests are not authorized, they report them
to the policy administrator, who must then manually add exceptions to the
implemented policy. However, such manual changes are time-consuming
and adding exceptions results in a convoluted policy.

4.2.2 lllustrative example

Figure 4.1 illustrates an example that helps to illustrate the concepts we
introduce in this chapter. Figure 4.1a describes an organization with 48 users,
one permission, and an access log. Each v/, X, and = denotes a request. Since
there is only one permission, we can identify each request with the user who
issues it. The ticks v and crosses X denote logged requests (corresponding to
users) that have been authorized and denied, respectively. The rectangular
marks = denote users who have not requested the permission yet. Users
have two attributes: Country and Job. Country can take the values “US” and
“FR” whereas Job can take the values “E”, “M”, “S”, and “T” (they stand for
Engineer, Manager, Secretary, and Technician, respectively).

Figure 4.1b describes the same organization and the same log from Fig-
ure 4.1a, but with the organizational security policy, described by the shaded
rectangles. This security policy encloses all requests that should be autho-
rized. According to this policy, all engineers, secretaries, and French man-
agers should be authorized.

Figure 4.1c describes the actual implemented ABAC policy, represented with
dotted rectangles, which authorizes all French users and four US-based engi-
neers. Observe that this policy incorrectly authorizes all French technicians
and incorrectly denies requests from US-based secretaries and some US-
based engineers. The four authorized US-based engineers represent users
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(c) Implemented policy. (d) Mined policy.

Figure 4.1: An illustrative example for ABAC mining. All four figures show
the same organization and the same access log. Each v/, X, and = denotes
a request (i.e., user). The ticks v and crosses X denote logged requests that
have been authorized and denied, respectively. The tiny rectangles = denote
users who have not requested the permission yet. ©2018, IEEE. Reprinted
with permission.
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who were initially denied authorization, reported these incorrect denials to
the administrator, and were later added as exceptions to the policy.

Our goal is to propose an ABAC mining algorithm that, given a log of requests,
mines ABAC rules that identify patterns among the authorized requests.
Our algorithm, REHAPsODY, would mine the rules given by the ovals in Fig-
ure 4.1d. Observe that RHAPsODY’s mined policy does not authorize US-
based secretaries. We argue why this is the preferred policy in Section 4.5.1.

4.2.3 Objectives of ABAC mining

We now recall the objectives of policy mining, from the perspective of ABAC.

Generalization. The mining algorithm can simply overfit the log and mine
a policy that authorizes precisely the authorized requests in the log and
nothing else. This policy is not useful as it does not help to explain what
is missing in the implemented policy. For this reason, a mining algorithm
should return policies that generalize well; that is, the policies also authorize
non-logged requests for which a significant number of similar requests have
been authorized. A standard method for evaluating how well a mined policy
generalizes is cross-validation [60], which we discuss in Section 4.5.

Precision. The algorithm should not mine policies authorizing sets of re-
quests for which the log offers no evidence, like the rule authorizing all
French technicians in Figure 4.1c. For the case of French technicians, the
algorithm should conservatively risk an incorrect denial rather than an in-
correct authorization, as the latter is harder to detect and more security
critical. The absence of these requests in the log shows that these requests
are infrequent, so the work required by the policy administrator would be
low in case some of these requests are incorrectly denied.

Succinctness. The mined rules are used by policy administrators to cor-
rect the implemented policy. Therefore, the mined rules should be succinct,
so that administrators can easily understand them. For example, if a rule
states that “all Italian programmers are authorized” and we know that all
programmers are Italian, then a better rule would be “all programmers are
authorized.”

4.2.4 ABAC syntax and semantics

ABAC policies are logical formulas expressing (binary) relationships be-
tween users and permissions. They were defined in Section 2.3.2 in a re-
stricted fragment of many-sorted first-order logic.
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Definition 51 Any unary function symbol f with domain USERS or PERMS
is an attribute. If the domain is USERS, we call f a user attribute; otherwise,
we call f a permission attribute. O

For the rest of this chapter, we fix a structure K = (&,7J) and let U =
USERS® and P = PERMS®. Whenever we say “policy” or “rule, we mean
an ABAC policy or an ABAC rule, respectively. Recall that, in the context of
ABAC policies, we refer to atomic formulas as atoms. Recall also that a rule
is any conjunction of atoms and that policies are disjunctions of rules.

Definition 52 Let K = (&, J) be a structure. We call a pair in U x P a request.
For a user attribute f and u € U, the value f”(u) is called u’s attribute value
for f. For a permission attribute f and p € P, the value f”(p) is called p’s
attribute value for f. Let 7w (u,p) = r1 (u,p) V ... V ¢ (u,p) be a policy. A
ruler (u,p) = a1 (u,p) A ... N\ ay(u,p) authorizes or covers a request (u, p) if
K, 0(yp) F 1 (u,p), where o(, ) is the substitution mapping u and p to u and
p, respectively. A policy 7t authorizes a request (u,p) if K, Oup) F 7T (u,p);
that is, if some rule in 7t authorizes it. For arule r and aset S C U x P, we

let [r]|s be the set of requests in S authorized by r. O
For convenience, we also sometimes treat a policy 7 = r V ... V r; as
aset m = {ry,...,r} of rules. Similarly, we sometimes treat a rule r =
ap A ... N agasasetr = {ay,...,ap} of atoms.

4.2.5 ABAC mining

We now formally define the ABAC mining problem. We start by defining
an ABAC instance as a structure describing the set of users, the set of per-
missions, and the set of requests that have been logged so far in an access
control system.

Definition 53 (ABAC instance) An ABAC instance is a tuple (U, P, A, D)
where U and P are sets representing all users and permissions in an or-
ganization, A and D are disjoint subsets of U x P and they denote the set of
authorized and denied requests, respectively. The log of the instance is the

set AUD. O

In the ABAC mining problem, we are given as input an ABAC instance (U, P, A, D)
and the objective is to find a precise ABAC policy of minimal size that general-
izes well. The policy’s size is measured as described in Definition 15. To mea-
sure the precision and how well the policy generalizes, we use universal cross-
validation, a new approach to cross-validation, introduced in Section 4.5. Al-
gorithms intended to solve this problem are called ABAC mining algorithms.
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4.3 Quantifying over-permissiveness

Most ABAC mining algorithms work by computing a set of candidate rules
and selecting those that have a high score according to some rule quality
measure. State-of-the-art quality measures depend only on the confidence of
the rule (the ratio of authorized requests covered by the rule to the total
requests covered by the rule). As we shall see, this is insufficient and these
measures may give high scores to rules that we denote as overly permissive:
rules that authorize significant sets of requests with insufficient evidence
from the log. Since these rules are undesirable, we propose a new quality
measure for rule selection called reliability. We prove that reliability gives
a high value to a rule iff it has a high confidence and, in addition, it is not
overly permissive (see Observation 1).

As a motivating example, consider the ABAC instance depicted in Figure 4.1a.
From our discussion in Section 4.2.3, an ABAC mining algorithm should

mine the rule Job(u) = “E”, but not the rule Country(u) = “FR”. The log

shows that at least half of the engineers have requested access and been au-
thorized. Since users with the same attribute values generally perform the

same functions in an organization, they should also have the same permis-
sions. Therefore, Job(u) = “E” should be mined. In contrast, regarding the

rule Country(u) = “FR”, although most of the French users have been au-
thorized, none of the French technicians have been authorized. There is no

evidence in the log yet to conclude that all French technicians should be au-
thorized. Therefore, Country(u) = “FR”, should not be mined at this point.

Surprisingly, as we show next, current measures give a higher value to
Country(u) = “FR” than to Job(u) = “E”. Moreover, there are mining algo-
rithms like APRIORI-SD [84] and APRIORI-C [80] that, when given as input
the ABAC instance of Figure 4.1a, mine the rule Country(u) = “FR”. They
mine this rule even when all French technicians are marked as denied in the log.

4.3.1 Over-permissiveness

We start with some definitions. Recall that, for an ABAC instance (U, P, A, D),
a subset S C U x P, and a rule r, the set [r]s consists of all requests in S
satisfying r.

Definition 54 (Confidence [4]) Let (U, P, A,D) be an ABAC instance. The
confidence of a rule r is

[[r] Al
Conf(r) = ———. 4.1
f () TTuer] (4.1)
In the case where |[r]uxp| = 0, we set Conf(r) = 0. O

Previous mining algorithms used confidence to measure a rule’s quality [3,
4, 84, 80]. If a rule’s confidence is high, then a large fraction of the requests
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covered by the rule has been authorized. According to these algorithms,
a high confidence indicates that all the other requests covered by the rule
should also be authorized.

In Figure 4.1a, the rules Country(u) = “FR” and Job(u) = “E” have confi-
dence 0.75 and 0.67, respectively.

Definition 55 For a rule r, we call a refinement of r any rule of the formr A /,
for some rule 7. O

A rule’s refinement identifies subsets covered by the rule. We call two refine-
mentsr A " and r A 1" semantically equivalent if [r A r'|uxp = [r N "' Juxp;
otherwise, we call them semantically different. Since we assume only signa-
tures with finitely many symbols and U and P can be assumed to be finite,
a rule has only finitely many semantically different refinements.

Two refinements of the rule Country(u) = “FR” are Country(u) = “FR” A
Job(u) = “E" and Country(u) = “FR"” A Job(u) = “T". These refinements
have confidence 1 and 0, respectively.

Although Country(u) = “FR” has a high confidence, a good ABAC min-
ing algorithm should not mine this rule; it authorizes all French techni-
cians, but none of them has even requested the permission. More precisely,
Country(u) = “FR” has the refinement Country(u) = “FR” A Job(u) = “T"
covering a significant set of requests, but with confidence 0. To describe
these kind of rules, we introduce the following concept.

A rule is overly permissive if one of its refinements covers a significant set of
requests but has low confidence.

An overly permissive rule goes against the principle of least privilege and
should be replaced with rules that avoid the low-confidence refinement. In
the case of Figure 4.1a, a policy containing the rule Country(u) = “FR"
should have instead the rules Country(u) = “FR" A Job(u) = “E”, Country(u)
“FR" A Job(u) = “M", and Country(u) = “FR" A Job(u) = “S".

To formally define over-permissiveness, we must agree on when a set of
requests is significant and when a refinement has low confidence. These
notions are not absolute and they depend on the ABAC instance. Hence,
we let the policy administrator specify parameters T and K, which define
when a set of requests is significant enough and when a refinement has low
confidence.

Definition 56 Let T > 1 and K € [0,1]. A rule is overly permissive with respect
to T and K if there is a refinement r A ' of r with |[r A "'Juxp| > T and
Conf(r N 1') < K. O
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The values for T and K must be given as input to RHAPSODY, so that RuAPp-
sopy can decide when a rule is overly permissive. We omit them when they
are clear from the context.

In our experiments in Section 4.6 we found that, for an ABAC instance
(U,P,A,D),agood value for K is around |A| / U x P|. Very high values are
too harsh and many promising rules would be regarded as overly permis-
sive. In a sparse log, there are many requests that have not been evaluated
yet, so a refinement rarely has very high confidence. Analogously, very low
values are too lenient and refinements with low confidence would not be
regarded as overly permissive.

Regarding good values for T, one could argue that, in general, the best is 1,
because this ensures that all refinements are considered. However, we are
interested only in refinements that cover a significant number of requests. In
ABAC instances with thousands of users and permissions and sparse logs,
one can easily find refinements that cover 1 or 2 requests with confidence
0. Setting T = 1 could, therefore, unfairly classify promising rules as overly
permissive. In general, the lower T is, the more likely it is for a rule to be
overly permissive as more refinements are considered.

We now discuss suitable values for T and K for Figure 4.1a. The smallest
refinement here has size 4, so we can let T = 4 to ensure that all significant
refinements are considered when evaluating if a rule is overly permissive.
e
then we cannot be convinced that all requests in that refinement should be
authorized. We therefore fix T = 4 and K = 0.3 for this ABAC instance.

For K, we can use ~ 0.3. If a refinement has a confidence below 0.3,

With the above choice of T and K, the rule Country(u) = “FR” is overly
permissive because one of its refinements, namely Country(u) = “FR” A
Job(u) = “T", covers 4 requests but has confidence 0. In contrast, the rule
Job(u) = “E” is not overly permissive, since its two refinements have confi-
dence above 0.3.

4.3.2 Reliability

Table 4.2 illustrates rule quality measures used by state-of-the-art mining al-
gorithms. We can see that all of them depend just on the confidence of the
rule, the total requests, and the total authorized requests. One can easily ver-
ify that the value of these measures is high whenever the confidence is high.

Despite extensive research on these measures, none of them is able to quantify
both confidence and over-permissiveness. For example, in Figure 4.1a, all mea-
sures give a value to Country(u) = “FR” that is higher than the value given
to Job(u) = “E”. However, as we discussed above, Country(u) = “FR" is
overly permissive and Job(u) = “E” is not. More generally, for any measure
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Quality measure Formula

Confidence [4] Conf(r) = |[r] 4l

[[rluxpl
Yeoli 2Supp(r) Conf (r) 1 Conflr) ) 4+
Likelihood pp f (r) log ( AL )
ratio [37] e
statistic 2Supp(r) (1 — Conf (r)) log (M)
T Juxp|

—Conf (r) log (Conf (r)) —
(1 — Conf(r))log (1 — Conf(r))

WRAce  [91] S (Conf(r) — il )

Entropy [119]

Gini index [29] —Conf(r) (1 — Conf(r))

Table 4.2: Quality measures proposed for rule mining. Here, Supp(r) =
IIrluxp|- All measures depend on Conf(r), Supp(r), |A|, and |U x P|.

and any choice of T and K, there are scenarios where the measure gives high
values to overly permissive rules.

To overcome these limitations, we propose reliability, a measure that quan-
tifies not only the confidence of a rule, but also the confidence of all its
significant refinements.

Definition 57 (Reliability) Let (U, P, A, D) be an ABAC instance. For T > 1,
the T-reliability of a rule r is

Relr(r) = min Conf(r A 1), 4.2)

r'e€Fy(r)

where Fp(r)

= {7 |[r N "Juxp| > T}. In the degenerate case of Fr(r) = @,
define Relr(r) =

Conf (r). O

The parameter T corresponds to the same parameter T in the definition
of over-permissiveness. The following observation, which is proven in Ap-
pendix B.2, gives the connection between reliability and over-permissiveness.

Observation1 Let T > 1, K € [0,1], and r be a rule. Relr(r) > K iff
Conf(r) > K and r is not overly permissive with respect to T and K.

We compute the 4-reliability for Country(u) = “FR” and Job(u) = “E” for
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the ABAC instance of Figure 4.1a.

Rely(Country(u) = “FR")

)
( Conf (Country(u) = “FR"), )
Conf (Country(u) = “FR" A Job(u) = “E"),
=min ¢ Conf (Country(u) = “FR” A Job(u) = “M"), (4.3)
Conf (Country(u) = “FR” A Job(u) = “S"),
Conf (Country(u) = “FR” A Job(u) = “T")
= min{0.75,1.0,1.0,1.0,0.0} = 0.0.
Rely(Job(u) = “E")
Conf (Job(u) = “E"),
=min<{ Conf(Job(u) = “E” A Country(u) = “FR"), (4.4)
Conf (Job(u) = “E" A Country(u) = “US")

= min{0.67,1.0,0.5} = 0.5.

For any measure in Table 4.2, Country(u) = “FR" gets a higher score than
Job(u) = “E”, despite Country(u) = “FR” being overly permissive. However,
Rely(Country(u) = “FR") < Rely(Job(u) = “E"), as we have shown above.

The previous example and Observation 1 show that reliability achieves what
other measures could not: it gives a high score to precisely those rules that
have a high confidence and are not overly permissive.

4.4 Rhapsody

We now present RuHAPsoDY, our ABAC mining algorithm. RuAPsopy builds
upon the algorithm APRIORI-SD [84]. We start with a brief overview of how
APRIORI-SD can be used for ABAC mining.

4.4.1 APRIORI-SD

APRIORI-SD receives as input two parameters T’ and K’ and operates in
three stages. We just summarize the main idea and refer the reader to the
original paper [84].

1. Compute a set FreqRules of rules, such that » € FreqRules iff r covers at
least T’ requests.

2. Compute a subset ConfRules C FreqRules, such that r € ConfRules iff
Conf(r) > K'.
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3. Compute a subset W C ConfRules by iteratively selecting from ConfRules
the rule with highest weighted relative accuracy (WRAcc on Table 4.2),
until W covers all authorized requests.

Although APRIORI-SD mines policies that generalize well, our experiments
confirmed that it also mines overly permissive rules. APRIORI-SD uses the
WRACcc measure to guide rule selection, which, as discussed in Section 4.5.2,
may give high values to overly permissive rules. For example, when given
T' = 4, K" = 0.5, and the ABAC instance of Figure 4.1a, APRIORI-SD out-
puts the overly-permissive rule Country(u) = “FR".

4.4.2 Rhapsody algorithm

Ruarsopy builds on APRIORI-SD by replacing its last two stages with two
new stages that prevent the mining of overly permissive or unnecessarily
large rules. RHAPSODY takes as input an ABAC instance (U, P,A,D), T > 1,
and K € [0,1]. Recall that T and K are the input parameters defining when
a rule is overly permissive.

RuAPrsopY’s three stages are as follows.

1. Compute the set FreqRules, such that r € FreqRules iff r covers at least
T requests.

2. Compute the subset RelRules C FreqRules of rules whose T-reliability
is at least K and that do not cover a denied request.

3. Remove from RelRules all rules that have an equivalent shorter (i.e.,
smaller size) rule in RelRules and output the remaining rules.

We explain each stage in detail.

Stage 1 (Algorithm 1)
Compute the following:

e A set FreqRules = {r: |[rJuxp| > T}.
* A function ny«p : FreqRules — IN, such that ny«p(r) = |[rJuxp|-
e A functionny : FreqRules — IN, such that n4(r) = |[r]al.
To compute FreqRules and 1y« p, RHAPsODY uses the APRIORI algorithm [3,

4] (not to be confused with APRIORI-SD). We give a brief overview of
APRIORI and explain how RHAPSODY uses it.

For T" > 0 and F a family of sets, we say that a set C is T'-frequent in
Fif |{Se F:CCS}| > T'. APRIORI receives a family F of sets and a
threshold T’ and outputs
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(i) all T'-frequent sets in F and

(i) a function nz mapping each T’-frequent set Cin F to [{S € F : C C S}|.

RuAaPsopy computes FreqRules and ny«p as follows. First, it computes for
each request (u,p) € U x P the set A(u,p) of all atoms that (u,p) satis-
fies (Line 2). Then it invokes APRIORI on {A(u,p) : (u,p) € U x P} with
the threshold T (Line 3). Afterwards, it uses APRIORI’s output to com-
pute the set FreqRules (Line 4). Finally, it computes n, as follows. Initially,
na(r) =0, for all r € FreqRules (Lines 5-7). Then, for each (u,p) € A and
each r € FreqRules that covers (u, p), it increments n,4(r) by 1 (Lines 8-12).

Algorithm 1 REAPSODY's first stage

1: function Stagel(U, P, A, T)
22 F <+ {A(up):(up) eUxP}
3. FreqltemSets, ny«p <— APRIORI(F, T)
4: FreqRules <
{ar A oo A ag i {aq, ..., a} € FregltemSets}

5: for r € FreqRules do

6: na(r) <0

7: end for

8 for (up) € Ado

9: for r € FreqRules s. t. r covers (u,p) do
10: na(r) < na(r)+1

11: end for

12: end for

13: return FreqRules, niy«p, na

14: end function

Stage 2 (Algorithm 2)

This stage computes the set RelRules of all rules in FreqRules whose T-reliability
is at least K and that do not cover a denied request.

Definition 58 For two rules ry and ry, 1 proves that Relr(r1) < K if
(i) 72 is a refinement of ry,
(i) |[r2]Juxp| > T, and
(iii) Conf(r) < K.
O

Observation 2 For a rule ry, if a rule proves that Relr(r1) < K, then r¢’s
T-reliability is less than K.
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In this stage, RHAPsODY computes from FreqRules two subsets: UnrelRules
and CoversDenied. A rule rq1 € FreqRules is added to UnrelRules if some rule
in FreqRules proves that Rely(r1) < K. The rule r1 is added to CoversDenied if
it covers a denied request. Afterwards, RHAPSODY computes the set RelRules =
FreqRules \ (UnrelRules U CoversDenied).

Algorithm 2 REAPSODY's second stage

1: function Stage2(FreqRules, nyyxp, na, T, K)

2 UnrelRules <— @

3 CoversDenied < @

4 for rq,r, € FreqRules do

5: if , proves that Rely(r1) < K then

6: UnrelRules <— UnrelRules U {r1}

7 end if

8 if 71 covers a denied request then

9: CoversDenied <— CoversDenied U {r1}
10: end if
11: end for

122 RelRules < FreqRules \ (UnrelRules U CoversDenied)
13: return RelRules

14: end function

Stage 3 (Algorithm 3)

This stage removes redundant rules from RelRules and outputs the result.
Definition 59 A rule r; is equivalent to a rule r; if [r1]uxp = [r2]luxp- O

Observation 3 Two rules ri, 72 € RelRules are equivalent iff ri A 1, €
FreqRules and nyjxp(r1) = nuxp(r2) = nuxp(r1 A r2).

In this final stage, RHAPSODY computes a set Subsumed of redundant rules
from the set RelRules. For this, each pair of rules rq,7, € RelRules is ana-
lyzed. If r; is both shorter than and equivalent to rq, then rq is inserted into
Subsumed. Then RHAPsODY computes ShortRules = RelRules \ Subsumed.

Rhapsody’s parameters. RHAPSODY receives as input two parameters T and
K, which guide the selection of mined rules. The values for these param-
eters depend on the ABAC instance and affect how well the mined policy
generalizes. To find the best values, we recommend evaluating RHAPSODY
as described in Section 4.5.3 with different values and then choosing those
values for which RHAPSODY mines the policy that generalizes best. In our ex-
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Algorithm 3 RuAPsoDY’s third stage

1: function Stage3(RelRules, nyj«p, na, FreqRules)
2 Subsumed < @

3 for r1,17 € RelRules do

4 if r1 and r, are equivalent and

5: 7 is shorter than r; then

6 Subsumed < Subsumed U {ry }
7 end if

8 end for

9 ShortRules < RelRules \ Subsumed
10: return ShortRules

11: end function

periments, the best values for T and K are respectively around 0.01 * |U X P|
and |A|/|U x P|.

Rhapsody’s performance. The time complexity of RHAPsODY's first stage
is determined by APRIORI’s time complexity, which is O(|U x P| x L) [4],
where L a bound on the maximum number of semantically different rules
that a request may satisfy. Observe that we assume only signatures with
finitely many symbols and U and P are assumed to be finite, so L is al-
ways finite. Since RHAPSODY’s second and third stage’s time complexity is
quadratic in |FreqRules| * L. In the worst case, |FreqRules| is O (|U x P|* L).
We conclude then that ReaPsODY's time complexity is O(|U x P|* x L*).

Note that L grows exponentially in the number of attributes, so RHAPSODY
cannot mine logs with many attributes. Fortunately, in access control scenar-
ios, the number of attributes is usually small, namely less than 20 [102]. Even
for Amazon’s logs, which are the largest logs in our case studies, the num-
ber of attributes is less than 15 [82, 93]. This allows RHAPSODY to mine from
any of the ABAC instances in our experiments within 24 hours. Moreover,
there already exists feature selection techniques for mining access control poli-
cies [59], where one can extract a small subset of attributes that are relevant
for deciding authorization before executing RHAPSODY.

Finally, note that an ABAC mining algorithm does not need to mine poli-
cies in real time and organizations specify their access control policies only
infrequently. Since the implemented policy is security critical, an offline al-
gorithm providing guarantees is preferable to an online algorithm providing
overly-permissive or unnecessarily long rules.

Policy simplification. After executing RuAPsopy on (U, P, A, D), it is still
possible to prune redundant rules from 7t by keeping only a small subset
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that covers all requests covered by 7. In our experiments, we found that the
best way to build this subset is using APRIORI-SD’s last stage. This stage
iteratively selects the rule with highest weighted relative accuracy (WRAcc
in Table 4.2) from 7t until all selected rules cover A. Algorithm 4 gives the
details of APRIORI-SD’s last stage applied to our setting.

Algorithm 4 Policy simplification
1: function simplify(rt, U, P, A)
2: uReqs < U x P
3: ulLog <~ A
4: simpPolicy <— ©
5. while ulLog # @ and 7 # @ do
6.
7
8
9

r < argmax, {WRAcc(r") : v € mt}
uReqs <— uReqs \ {(u,p) : r covers (u,p)}
uLog < uLog \ {(u,p) : r covers (u,p)}

: 7\ {r}
10: simpPolicy < simpPolicy U {r}
11: end while
12: return simpPolicy

13: end function

Correctness. The following theorem, whose proof is given in Appendix B.2,
establishes RHAPSODY’s main property: REAPSODY mines exactly those rules
that do not cover a denied request, have a high reliability, and are shorter
than any other equivalent rule.

Theorem 60 A rule r is output by RHAPsoDY iff
@) [[rluxel = T,
(ii) r covers no denied request,
(iii) Relr(r) > K, and

(iv) there is no rule 7’ that is both shorter than and equivalent to r, with
Relr(r") > K.

4.5 Evaluating generalization

We discuss next two common methods for evaluating the precision and gen-
eralization of models mined from logs. We explain why they are inadequate
and propose a better alternative: universal cross-validation.
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4.5.1 Limitations of using an organizational security policy for eval-
uation

One evaluation method for ABAC mining algorithms uses only ABAC in-
stances where the organizational security policy is already known. In this
method, a mining algorithm is given the instance as input and the set of re-
quests authorized by the mined policy is compared with the set of requests
authorized by the security policy. For example, a policy mined from the
instance in Figure 4.1a, would be compared with the security policy, which
is described by the light-green shaded rectangles in Figure 4.1b. We explain
next why this is not an adequate approach to evaluate mining algorithms.

In ABAC instances with sparse logs, there are rules covering a significant
number of requests, but none of which occurs in the log. We call these rules
uncertain. In Figure 4.1a, the rules Country(u) = “US"” A Job(u) = “S” and
Country(u) = “FR” A Job(u) = “T" are uncertain.

Observe that a mining algorithm cannot decide if an uncertain rule is part of
the organizational security policy. Therefore, whenever a mining algorithm
mines an uncertain rule, there is the risk that the rule is not part of the
security policy, and hence, the rule can incorrectly authorize requests. As
discussed in Section 4.2.3, mining algorithms should opt for incorrect denial
in this case. Since the requests covered by the uncertain rule do not occur
in the log, this means that these requests happen infrequently, so the work
required by the policy administrator is low in case some of these requests
are incorrectly denied.

Mining algorithms should mine a rule only if the log provides evidence for
that rule. Therefore, if an algorithm mines an uncertain rule, then it should
be penalized, even when this rule happens to be part of the organizational security
policy, like the rule Country(u) = “US” A Job(u) = “S” in Figure 4.1b.

Summarizing, the approach of evaluating mined policies using the organiza-
tional security policy is inadequate as it may not penalize algorithms mining
uncertain rules. In contrast, universal cross-validation, which we present in
Section 4.5.3, uses metrics that penalize algorithms mining uncertain rules.

4.5.2 Limitations of using cross-validation on logs

A standard method for evaluating the precision and the generalization of
models mined from logs is cross-validation [47, 135, 42]. In its simplest
form, cross-validation splits the log into a training and a testing log. Only
the training log is given to the algorithm. Once the algorithm finishes, the
mined policy is evaluated on the testing log using performance metrics like
the true positive rate (TPR) and false positive rate (FPR) [111]. The true positive
rate is the fraction of authorized requests in the testing log that are correctly
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authorized by the mined policy. The false positive rate is the fraction of de-
nied requests in the testing log that are incorrectly authorized by the mined
policy. Figure 4.2 illustrates cross-validation on logs.

l ILOg Training Log _Mined Policy
b ﬁ TN
D
Algorithm
: > @TPR
authorized ] > o
denied .Testing Log [ FPR
unknown

Figure 4.2: Cross-validation on logs. ©2018, IEEE. Reprinted with permis-
sion.

If we use cross-validation to evaluate ABAC mining algorithms, then we
would give only the training log as input to the mining algorithm, and then
we would evaluate the mined policy only on the requests in the testing log. Min-
ing algorithms would not receive in the input requests outside the log and
mined policies would not be evaluated on requests not occurring in the log.

In the context of ABAC mining from sparse logs, cross-validation on logs val-
idates overly permissive rules. To illustrate this, we use the ABAC instance
from Figure 4.1a and the classification-tree learning algorithm (CTA) [29,
117], which is used to train classification trees from labeled data. It is easy
to extract rules from a classification tree explaining how the tree classifies
instances. Hence, CTA is suitable for ABAC mining. We illustrate next what
happens if we use cross-validation on logs in this scenario.

Suppose that we split the log into a training and a testing log, as shown in
Figure 4.2. If we use CTA on the training log, then we obtain the policy 7 =
{Country(u) = “FR",Job(u) = “E"}, which correctly authorizes and denies
all requests in the testing log. Since no French technician has requested
access yet, it seems like 7 grants and denies access perfectly. However, 7
contains the rule Country(u) = “FR” and, as discussed in Section 4.5.2, this
rule is questionable, as it authorizes all French technicians with no evidence
from the log. Cross-validation does not evaluate 77 on those requests because
the log does not contain requests from French technicians.

The problem of using cross-validation on logs is that it does not account for
the precision of the mined policy. Precision is a standard machine-learning
metric that measures the ratio of authorized requests covered by the policy
to the total number of requests covered by the policy [111]. A mined policy
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(a) In cross-validation on logs, algorithms are only given as input the log
AUD of an ABAC instance (U, P, A, D), and therefore they cannot evaluate
the over-permissiveness of the mined rules. Moreover, the testing log does
not include requests outside the original log. As a consequence, algorithms

mining overly permissive rules, like Country(u) = “FR”, are not penalized.
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(b) In universal cross-validation, algorithms are now given as input
(U,P,A,D). Moreover, the testing log is expanded with requests not oc-
curring in the original log and the precision of the mined policy is mea-
sured. With these changes, algorithms mining overly permissive rules, like
Country(u) = “FR”, are penalized.

Figure 4.3: Cross-validation on logs and universal cross-validation. ©2018,
IEEE. Reprinted with permission.
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may correctly authorize all requests in the log, but it may also have a low pre-
cision and authorize an unnecessarily large number of non-logged requests.
A good ABAC mining algorithm should be able to anticipate from the log
which requests are likely to occur in the future that can also be authorized,
but without authorizing requests for which the log gives no evidence.

Although our critique addresses a simple form of cross-validation, it directly
extends to more sophisticated forms of cross-validation, like K-fold cross-
validation and leave-one-out cross-validation [60].

4.5.3 Universal cross-validation

Cross-validation on logs is problematic because it ignores all requests that
are not in the log. Therefore, to validate an ABAC mining algorithm, we
propose to include these ignored requests in the validation process. A good
ABAC mining algorithm should then mine policies that strike a balance
among the following properties:

¢ Attain a high true positive rate (TPR) by authorizing as many autho-
rized requests in the testing log as possible.

¢ Attain a low false positive rate (FPR) by authorizing as few denied
requests in the testing log as possible.

¢ Attain a high precision by authorizing as few requests outside the log
as possible.

Based on these three properties, we present universal cross-validation, a new
method for evaluating ABAC mining algorithms, illustrated in Figure 4.4.
Assume given an ABAC mining algorithm and an ABAC instance (U, P, A, D).
Sample uniformly at random two training sets Tr(A) and Tr(D) from A
and D, respectively. Let T5(A) = A\ Tr(A) and T5(D) = D \ Tr(D). Give
(U,P,Tr(A), Tr(D)) as input to the algorithm. Once the algorithm outputs a
policy 7, evaluate 7t’s F1 score and 7t’s false positive rate as follows:

TPR(7) = H[NHU,XT;(Z)TF(A)' FPR(7) = |[[7T]]u’rxrg<g;f’|s(D)\ 45)
Prec(m) = [[muxp N T5(A) (4.6)

|7 uxp) N Tr(A) UTF(D)
F1() = 2 % TPR(7t)  Prec(7r) 7

TPR(7t) + Prec()

Recall that [7t]i«p is the set of requests in U x P authorized by 7. The de-
nominator in Prec(7r) is the number of requests authorized by 7 and outside
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the training sets. We use the F1 score and the FPR to measure how well a
policy generalizes.

Observe that when computing the scores above, all requests have the same
weight. However, the policy administrator can add more weight to requests
for permissions that are more critical than others, so that policies incorrectly
authorizing or denying critical requests are more heavily penalized.

UXP Tr(4)

| [os g Tr(D)

]

authorized

enie Ts(A)
denied %_TS(D)

unknown

v
\ Algorithm

Figure 4.4: Universal cross-validation. ©2018, IEEE. Reprinted with permis-
sion.

Figure 4.3 compares cross-validation on logs with universal cross-validation.
First, the input to the algorithm is not only the log, but also the set of all
possible requests. Second, universal cross-validation enlarges the set over
which algorithms are evaluated. This set now includes a sample from all
unknown requests (see the solid purple area in Figure 4.4).

4.6 Experiments

In this section, we experimentally compare Rhapsody with other ABAC min-
ing algorithms and compare universal cross-validation with standard cross-
validation. The results are the following.

Sparse logs. Previous ABAC mining algorithms generalize poorly when
mining from sparse logs.

Over-permissiveness. Subgroup-discovery algorithms mine overly-permissive
rules.

Rule size. Current machine-learning algorithms mine unnecessarily large
rules.

Cross-validation. Cross-validation finds policies that generalize worse than
those found using universal cross-validation.

Moreover, we show that REAPSODY is the only algorithm that is capable of
mining succinct rules from sparse logs, without mining overly permissive rules.
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4.6.1 ABAC instances

We use ABAC instances from four case studies for our evaluation. We sum-
marize them briefly and refer to Appendix B.1 for details.

Amazon 1. We built four instances from an access log provided by Amazon
in Kaggle, a platform for predictive modeling competitions [81, 82]. The log
contains more than 12,000 users and 7,000 permissions and is very sparse.
For any permission, less than 7% of all users have requested access.

Amazon 2. We built seven instances from another log provided by Amazon
in the UCI machine learning repository [93]. The log contains more than
36,000 users and 27,000 permissions. For any permission, less than 10% of
all users have requested access.

University. We used a log of students accessing a computer lab at ETH
Zurich. The log contains more than 50,000 users. Less than 1% of the stu-
dents have requested access and less than 5% of them were denied access.
Experiments were approved by ETH’s security administration.

Basic Organization. We generated five simple synthetic instances, where
users and permissions contain only one attribute. All users, except those
with a specific attribute value, are authorized to have any permission. The
logs in these instances contain approximately 50% of all possible requests
and less than 5% of the logged requests are denied.

4.6.2 Algorithms
We compare RuAPsopy with the following algorithms.
1 Xu and Stoller’s ABAC miner [132].

2 CN2 [37], an algorithm for learning classification rules. We used the
implementation provided by the Orange data mining library [45].

3 The classification-tree learning algorithm (CTA) provided by the scikit-
learn library [110].

4 APRIORI-SD [84], as described in Section 4.4.

We give an overview of these algorithms in Section 4.7.

4.6.3 Evaluation methodology

For each ABAC mining algorithm and each ABAC instance, we ran cross-
validation on logs five times and then computed the average FPR, average
F1 score, average TPR, and average size of the mined policies. Similarly, we
ran universal cross-validation five times and then computed the average of
the same metrics. In both types of cross-validation, we split the log into
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a training log and a testing log containing 80% and 20% of the requests,
respectively.

Each mining algorithm has a set of parameters that affect the F1 score, FPR,
TPR, and the size of the mined policy. We evaluated each algorithm with
different values for these parameters. Among all the policies mined by the
algorithm, we selected the one with the highest F1 score, subject to an FPR
< 0.05.

APRIORI-SD and RuHArsopy were evaluated on machines with a 2,8 GHz
8-core CPU and 32 GB of RAM. CTA and CN2 were evaluated on machines
with a 3,8 GHz 8-core CPU and 32 GB of RAM. All algorithms were given
a time limit of 24 hours for each instance. CN2 timed out when mining the
instances from Amazon 2 and University. Xu and Stoller’s miner timed out
when mining the instances from University.

4.6.4 Results

Figure 4.5 compares the F1 score of policies selected using cross-validation
on logs with the F1 score of policies selected using universal cross-validation.
In most of the cases, the policy selected by universal cross-validation has an
FPR equal to 0 (not shown in Figure). Figures 4.6a, 4.6b, and 4.7 compare,
respectively, the F1 scores, sizes, and TPRs of the policies mined by each
algorithm on the instances of each case study. The FPR was close to 0 for
almost all mined policies. From these figures, we make four observations.

Cross-validation. In 80% of the cases, the policy selected by universal cross-
validation has an F1 score greater than or equal to the policy selected by
cross-validation on logs. In most of the cases, the improvement is at least
30%. Observe that the improvement holds for any ABAC mining algorithm.

Sparse logs. Xu and Stoller’s ABAC miner generalizes poorly. In most of
the cases, policies mined by their miner attain an F1 score equal to 0. This is
because this algorithm was designed mainly for mining from non-sparse logs,
where a large percentage of all access requests have already been decided. In
contrast, RHAPSODY’s F1 score is among the highest, for almost all instances.

Over-permissiveness. APRIORI-SD mines overly permissive rules. Con-
sider the results for the instances of the basic organization in Figure 4.7. The
TPR of the policies mined by APRIORI-SD is below 0.4 whereas the TPR of
the policies mined by Rhaposdy is close to 1. This is because APRIORI-SD
uses the confidence measure to mine rules. In Section 4.3, we explained how
this measure leads to mining policies with overly permissive rules, which
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Figure 4.5: Comparison of F1 score of policies selected using cross-validation
on logs versus F1 score of policies selected using universal cross-validation.
Policies with higher F1 score are better as they are more accurate in deciding
requests outside the log. ©2018, IEEE. Reprinted with permission.

yielded FPRs above 0.1. The only policies mined by APRIORI-SD that at-
tained FPR < 0.05, as we required in Section 4.6.3, attained a TPR < 0.4.

Rule size. CTA and CN2 mine unnecessarily large rules. In the Amazon
1 instances, the policies mined by CN2 have a size at least twice as large
as those mined by RuHaPsopy and those mined by CTA are 10 times larger
than those mined by Ruaprsopy. This cannot be fixed by expanding CTA or
CN2 with REAPsODY’s third stage, which searches for each mined rule, the
shortest equivalent rule. This is because these algorithms cannot compute
for each rule the set of equivalent rules.

We conclude that RHAPSODY is the only ABAC mining algorithm capable of
mining succinct rules from sparse logs, without mining overly permissive rules.
Competing approaches mine rules that generalize poorly, mine unnecessar-
ily large rules, or mine overly permissive rules.

4.7 Related work

Numerous algorithms have been proposed to mine policies from existing as-
signments of permission to users or from logs recording which users have re-
quired which permissions for their jobs. The approaches taken have been pri-
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(a) Average F1 score of the policies mined by ABAC mining algorithms.
Policies with a higher F1 score are better as they are more accurate in decid-
ing requests outside the log.
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(b) Average sizes of the policies mined by all ABAC mining algorithms.
The sizes are logarithmically scaled. Smaller policies are better, as they are
easier to maintain and audit.

Figure 4.6: F1 score and size of the policies mined by ABAC mining algo-
rithms. ©2018, IEEE. Reprinted with permission.
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Figure 4.7: Average TPR of the policies mined by ABAC mining algorithms.
Observe that the policies mined by APRIORI-SD have a TPR below 0.4 for
the basic organization instances, whereas those mined by Rhapsody have a
TPR close to 1. ©2018, IEEE. Reprinted with permission.
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marily oriented towards role-based access control (RBAC), e.g., [101, 59, 103],
and more recently towards ABAC [132, 133, 82]. Moreover, there are ma-
chine learning algorithms that learn models from sets of labeled requests,
e.g. [29,112, 37,71, 59, 103]. The models learned by these algorithms gener-
alize well and can be adapted to ABAC mining. We discuss them next.

Xu and Stoller’'s ABAC miner. Xu and Stoller have proposed an ABAC
mining algorithm [132, 133] that mines ABAC policies from access control
matrices and logs. Their algorithm considers only the case of logs that con-
tain a large fraction of the authorized requests. In contrast, RHAPSODY can
mine succinct policies that generalize well, even from sparse logs.

Rule learning. Rule learning addresses the following problem: Given a set
of requests, where each request is labeled as positive or negative, find a set
of rules that describe the requests labeled as positive. Several algorithms
have been proposed for this, such as CN2 [37] and RIPPER [38]. They all
work iteratively, where each iteration learns one rule at a time. In each iter-
ation, the algorithm learns a rule » by computing a series of rules rq, rq,- - -,
ry, where rg = true, r;y;1 = r; N\ a;, fori < k, and r, = r. The atom «;
is chosen in a way that r;;1 maximizes a rule quality measure. After ry is
computed, all requests that satisfy r, are removed and the algorithm starts
learning another rule. This is repeated until all positive requests are covered
or a given termination condition is satisfied.

The main limitation of these algorithms stems from their greedy behavior.
There may be a high-quality rule where each of its atoms has a low qual-
ity, according to the quality measure. These rules will not be mined by the
rule learning algorithm. RHAPSODY, in contrast, uses ideas from association
rule mining [3, 4]. This guarantees that if a high-quality rule is very often
satisfied, then REAPsoDY will find it, irrespective of the quality of its atoms.
Hence, REAPSODY can discover rules that are ignored by rule learning algo-
rithms and can propose more accurate and more succinct rules.

Classification trees. A classification tree is a function encoding a partition of
a set of labeled requests. Each partition has an associated label. To predict
a value for a new request, the classification tree finds the partition where
the new request belongs and uses the label associated to that partition as
prediction. Algorithms for mining classification trees [29, 112] yield trees
that generalize well. Moreover, one can easily extract rules from these trees.
However, as our experiments demonstrate, these rules are unnecessarily
long. RHAPSODY, in contrast, keeps track of all possible ways to specify a
rule and at the end selects the most succinct one.

Random forests and neural networks. Classification trees are prone to over-
fitting because of their low bias and high variance [60]. For this reason,
random forests are recommended. A random forest is a collection of classifi-
cation trees trained over subsamples of the data. The classification decision
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of a random forests is obtained from the classification decisions of each tree,
usually by a majority vote.

For this reason, we cannot apply the algorithms proposed by the winners
of the Kaggle competition [83] for ABAC mining. Their models involve
mixtures of 15 different models, including classification trees and logistic
models. The competition only measured models according to how well the
models generalized and not the simplicity of the rules proposed. The re-
quirement of mining simple rules makes other techniques like neural net-
works unsuitable for ABAC mining.

Subgroup discovery. Subgroup discovery algorithms mine frequent and
statistically significant rules from a set of labeled requests. These algo-
rithms [11, 92, 84] require as input a threshold T for the number of requests
that must satisfy a rule to be considered as frequent. Moreover, the rules
must be statistically significant: the distribution of the requests’ labels satis-
fying the rule must differ significantly from the distribution of all requests’
labels. These algorithms compute all statistically significant rules that are
satisfied by at least T requests.

All subgroup discovery algorithms use rule quality measures that depend
just on the confidence of the rule. This results in these algorithms mining
overly permissive rules. For example, the subgroup discovery algorithm
APRIORI-SD uses the WRAcc measure for rule selection. As a result, it
mines the overly permissive rule Country(u) = “FR” when given as input the
ABAC instance of Figure 4.1a. Our experiments with the basic organization
(Section 4.6.4) also show that APRIORI-SD mines overly permissive rules.
In contrast, RHAPSODY uses our new measure, reliability, for rule selection.
Reliability is guaranteed to select rules with high confidence that are not
overly permissive (Theorem 1).

4.8 Conclusion

Mining ABAC policies from logs can identify future access requests that
should be authorized. To get the maximum benefit from this, one should
mine policies before a large fraction of all requests have been decided. When
the log contains limited information, we observed two phenomena. First,
cross-validation on logs is insufficient as it validates policies with overly per-
missive rules. Second, state-of-the-art algorithms mine policies with overly
permissive rules or unnecessarily large rules.

We proposed universal cross-validation as a method for evaluating mined
policies. This method penalizes policies with overly permissive rules but
without causing mining algorithms to overfit logs. We also proposed a
new measure, reliability, that quantifies better than standard measures how
overly permissive a rule is. Based on reliability, we developed Ruarsopy,
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which mines exactly all rules that cover a large number of requests, have a re-
liability above a given threshold, and have no shorter equivalent rule. When

compared with other ABAC mining algorithms, RHAPsoDY mines policies
that generalize better and have smaller size.
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Chapter 5

Unicorn: Universal access-control
policy mining

5.1 Introduction

5.1.1 The problem of designing policy miners

Numerous access control policy languages have been proposed over the
last decades, e.g., RBAC (Role-Based Access Control) [52], ABAC (Attribute-
Based Access Control) [68], XACML (eXtended Access-Control Markup Lan-
guage) [64], and new proposals are continually being developed, e.g., [134,
104, 25, 35, 21]. To facilitate the policy specification and maintenance process,
policy miners have been proposed, e.g., [59, 133, 96, 30, 61, 39, 103, 82].

Designing a policy miner is challenging and requires sophisticated combi-
natorial or machine-learning techniques. Moreover, policy miners are tailor-
made for the specific policy language they were designed for and they are
inflexible in that any modification to the miner’s requirements necessitates
the miner’s redesign and reimplementation. For example, miners that mine
RBAC policies from access control matrices [59] are substantially different
from those that mine RBAC policies from access logs [103]. As evidence for
the difficulty of this task, despite extensive work in policy mining, no policy
miner exists for XACML [64], which is a well-known standard for access con-
trol specification. Therefore, each organization that wishes to benefit from
policy mining faces the challenge of designing a policy miner that fits its
own policy language and its own requirements. This problem, which we
examine in Section 5.2, is summarized with the following question: is there
a more general and more practical method to design policy miners?
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5.1.2 Contribution

We propose a radical shift in the way policy miners are built. Rather than de-
signing specialized mining algorithms, one per policy language, we propose
UNICORN, a universal method for building policy miners. Using this method, the
designers of policy miners no longer need to be experts in machine learn-
ing or combinatorial optimization to design effective policy miners. Our
method gives a step-by-step procedure to build a policy miner from just the
policy language and an objective function that measures how well a policy fits
an assignment of permissions to users.

Let I be a policy language. We sketch in Figure 5.1 the workflow for design-
ing a policy miner for I' using UNICORN.

Policy language (Section 5.3) The designer specifies a template formula for
I' in a fragment £ of first-order logic. Template formulas will be explained
in Definition 62.

Objective function (Section 5.4) The designer specifies an objective func-
tion L that measures how well a policy fits a permission assignment.

Probability distribution (Section 5.4) From ¢ and L, we define a proba-
bility distribution IP on permission assignments and policies. Recall that a
permission assignment is a relation between the set of users and the set of
permissions. The desired policy miner is a program that receives as input
a permission assignment Auth and aims to compute the most likely policy
conditioned on the given permission assignment; that is, the policy J that
maximizes P (J | Auth).

Approximation distribution (Section 5.5) Since this maximization is in-
tractable, we propose the use of mean-field variational inference [26, 23] to
derive an iterative procedure that computes a distribution g on policies that
approximates P (J | Auth). Computing argmax; g (J) is much easier than
computing arg max; IP (J | Auth) as it only takes time linear in ¢'s size.

Policy miner template (Section 5.6) The desired policy miner is then a
procedure that computes and maximizes 4.

Using UNICORN, the policy miner designer need not understand variational
inference or the logic behind the computation of . The designer is only
required to specify a template formula for the policy language, specify the
objective function, and implement Algorithm 5 using Lemma 79. Our exam-
ples show that specifying the template formula in £ amounts to a straight-
forward encoding of the policy language’s semantics in first-order logic and
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Figure 5.1: Workflow for designing a policy miner using UNICORN.

that the implementation of Algorithm 5 requires only basic knowledge of
probability theory.

We emphasize that the UNICORN approach is substantially different from
RuAPsoDY. RHAPsoDy is a policy miner whereas UNICORN is a universal
method for building policy miners. In particular, RHAPSODY receives as in-
put an ABAC instance and outputs an ABAC policy. In UNICORN, the input
includes a template formula that represents a policy language and the output
is a policy miner. UNICORN requires a change in the way we model policy
languages. In the previous chapters, policies were modeled using formulas
and policy languages were sets of policies. In this chapter, we model policy
languages with formulas and policies in those languages with structures. We
explain this in detail in Section 5.3.

5.1.3 Applications and evaluation

In Section 5.7, we show how UNICORN facilitates the design of miners by
building miners for different policy languages like RBAC, ABAC, and RBAC
with user attributes. Furthermore, in Sections 5.8 and 5.9, we build policy
miners for RBAC with spatio-temporal constraints and an expressive frag-
ment of XACML. For these two languages, no miner existed before.

In Section 5.10, we conduct an extensive experimental evaluation using
datasets from all publicly available real-world case studies on policy mining.
We compare the miners we built with state-of-the-art miners on real-world
as well as synthetic datasets. The true positive rates of the policies mined by
our miners are within 5% of the true positive rates of the policies mined by
the state of the art. For policy languages like XACML or RBAC with spatio-
temporal constraints, the true positive rates are above 75% in all cases and
above 80% in most of them. The false positive rates are always below 5%.
In the case of mining ABAC policies, we mine policies with a substantially
smaller size and higher precision than those mined by the state of the art.
This demonstrates that, using UNICORN, we can build a wide variety of po-
licy miners, including new ones, that are competitive with or even better
than the state of the art.
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We examine related work, draw conclusions, and discuss future work in
Sections 5.11 and 5.12.

5.2 The problem of designing policy miners

Status quo: specialized solutions

Numerous policy languages exist for specifying access control policies, which
tulfill different organizational requirements. Moreover, new languages are
continually being proposed. Some of them allow the formulation of new
concepts, like extensions of RBAC that can express temporal and spatial
constraints [113, 34, 90, 125, 31, 6, 41]. Other languages facilitate policy spec-
ification in more specialized settings like distributed systems [64, 126] or
social networks [56].

Policy mining researchers have proposed miners for a variety of policy lan-
guages. Moreover, for some policy languages, multiple miners have been
developed that optimize different objectives. For example, initial RBAC min-
ers mined policies with a minimal number of roles [127, 95, 116, 129, 136].
Subsequent RBAC miners mined policies that are as consistent as possible
with the user-attribute information [103, 57, 130].

The development of policy miners is non-trivial and generally requires ad-
vanced combinatorial and machine-learning algorithms. Recent ABAC min-
ers have also used association rule mining [39] and classification trees [33].
The most effective RBAC miners use deterministic annealing [57] and latent
Dirichlet allocation [103].

The proposed miners are so specialized that it is usually unclear how to ap-
ply them to other policy languages or even to extensions of the languages for
which they were conceived. For example, different extensions of RBAC that
allow the specification of spatio-temporal constraints have been proposed
over the last two decades, e.g., [113, 34, 90, 125, 31, 6, 41]. However, not
a single miner has been proposed for these extensions. Miners have only
recently emerged that can mine RBAC policies with constraints, albeit only
temporal ones [97, 98, 121]. As a result, if an organization wants to use a
specialized policy language, it must invent its own policy miner, which is
challenging and time-consuming.

Alternative: A universal method for building policy miners

To facilitate the development of policy miners, we propose a new method,
universal access control policy mining (UNICORN). With this method, organiza-
tions no longer need to spend substantial effort designing specialized policy
miners for their unique and specific policy languages; they only need to
perform the following tasks (see also Figure 5.1).
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Task 1 Define a template formula ¢ for the organization’s policy language.
We explain later in Section 5.3 what a template formula is.

Task 2 Specify an objective function.

Task 3 Implement the policy miner as indicated by the algorithm template
in Section 5.6.

We formalize these tasks in the next sections.

5.3 A universal policy language

Let I be a policy language for which we want to design a policy miner. The
first step is to specify a template formula ¢r for I'. This is a first-order for-
mula that fulfills some conditions that we explain later in Definition 62. We
propose a fragment L of first-order logic that is powerful enough to contain
template formulas for policy languages like RBAC, ABAC, and an expres-
sive fragment of XACML. We show afterwards, using RBAC as an example,
how a policy language I can be identified with a template formula ¢r € £
and how policies in I' can be identified with interpretation functions (Defi-
nition 17) that interpret ¢r’s symbols. We thereby reduce the problem of
designing a policy miner to designing an algorithm that searches a particu-
lar interpretation function.

5.3.1 Motivating example

The approach taken by UNICORN requires a change in the way we model
policies and policy languages. So far, policies have been modeled as formu-
las built with symbols from some signature and we have modeled policy
languages as sets of policies. UNICORN requires policies to be modeled as
structures and policy languages as template formulas. We illustrate how to
model a simplified version of RBAC as a template formula. We only pro-
vide here an intuition and leave a formal presentation for Section 5.3.4. We
formally define template formulas later in Definition 62.

RBAC policies were defined in Definition 26. Consider the set of RBAC
policies with at most N roles. Assume given a signature ¥’ with two rela-
tion symbols UA and PA of types USERS x ROLES and ROLES x PERMS,
respectively. Observe that for any X'-structure K = (&, J), the tuple

K = (USERSG, ROLES®, PERMS®, UA6,PA6> (.1)

is an RBAC policy, as defined in Section 2.3.1.
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Consider now the following formula:

PRPAC (u,p) = \/ (UA (u,r;) A PA(r,p)). (5.2)
i<N

We show later that ¢RP4C is a template formula for the set of RBAC policies
with at most N roles. For the moment, observe that for any X’-structure K,
any user u in K, and any p in K, we have the following: 7tk assigns p to u iff

K, 0y p E ¢RBAC (1, p), where 0,,, is the substitution mapping u to u and p to

p. That is, pRBAC (1, p) describes when an RBAC policy assigns a permission
to a user; it holds when the permission represented by p is assigned to a role

that is assigned to the user represented by .

We see then that every ¥/-structure defines an RBAC policy and ¢XPAC de-

scribes the semantics for RBAC policies with at most N roles. Therefore, we
identify ¢RPAC with the language of RBAC policies with at most N roles and

any Y/-structure with an RBAC policy.

UNICORN rephrases the policy mining problem as follows: given a template
formula for a policy language and an objective function, find a structure
(6,7) that minimizes the objective function. In all cases we consider here,
S defines the carrier sets for the sorts and, as we have seen in the previ-
ous chapters, such sets denote sets like the sets of users, permissions, and
integers. Such sets are already known by the organization and need not be
mined. Therefore, the policy mining problem’s goal is to mine an interpreta-
tion function J that minimizes a given objective function.

5.3.2 Language definition

We now define the fragment £ of first-order logic that we use to specify
template formulas.

In this chapter, for any signature, we require the organization to specify, for
every relation and function symbol, whether it is rigid or flexible. Rigid sym-
bols are those for which the organization already knows the interpretation
function. Flexible symbols are those for which an interpretation function
must be found using mining. For example, a function that maps each user
to a unique identifier should be modeled with a rigid function symbol, as the
organization is not interested in mining new identifiers. In contrast, when
mining RBAC policies, for example, one should define a flexible relation
symbol to denote the assignment of roles to users, as the organization does
not know this assignment and wants to compute one using mining.

Definition 61 The universal policy language L is the set of all quantifier-free
first-order formulas having at most two free variables u and p of sorts
USERS and PERMS, respectively. 0
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In this chapter, we restrict ourselves to finite structures. A structure K =
(6,7) is finite if, for every sort S, SS is finite. As a result, for every function
or relation symbol W, W7 is finite. Observe that no structure used in the
previous chapters is finite. For example, in any of those structures, INT”
is always the set of integers, which is not a finite set. However, notice that
organizations never work with the whole set of integers; they work with a
finite range like the set of integers between —2%° and 2 — 1. Therefore, we
can assume in this chapter that INT” is a finite subset of integers. We make
similar assumptions for all other sorts.

Let K = (&,7) be a structure. Recall that J is called an interpretation func-
tion and it maps function and relation symbols to function and relations,
respectively. We can see J as the union of two interpretation functions J,
and Jy, where J, takes as input rigid symbols and J takes as input flexible
symbols. Recall also that the goal of policy mining for the organization is to
find an interpretation function J; for the flexible symbols that minimizes an
objective function. It does not need to search for & as these function defines
the carrier sets for sorts like USERS and PERMS, which the organization
already knows. It does not need to search for J, either. Hence, we assume &
and J, fixed and known to the organization. We also let U = USERS® and

= PERMS®. As a consequence, we will not distinguish between S and
SS, for any sort S. We underline rigid symbols and, since J, is fixed, we do
not distinguish between W and w7

Recall from Definition 24 that the function J gives rise to a function that
maps each formula ¢(u,p) € L to a relation ¢p? C USERS® x PERMS®.

5.3.3 Template formulas

We can now formalize template formulas. We assume that the semantics of
any policy language I' defines a function assign satisfying the following:

* assignp maps every policy 7t that can be specified with I to a relation
assignp(rr) € U x P.

e For (u,p) € U x P, (u,p) € assignp(7) iff p is assigned to u by 7.
For example, in the case of RBAC, assigp . maps an RBAC policy (U, P, Ro, Ua, Pa)

to the relation Ua o Pa.

Definition 62 Let I be a policy language. A formula ¢ (u,p) € L is a tem-
plate formula for I if there exists a function M fulfilling the following:
* M is a surjective function from the set of all interpretation functions
to the set of all policies that can be specified with I'.
* For any interpretation function J and any (u,p) € U x P, (u,p) € ¢’
iff (u, p) € assignp (M (J)).
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O

The first task to build a policy miner using UNICORN is to define a template
formula for the organization’s policy language.

The mapping M shows that there is a correspondence between interpreta-
tions and policies. Although not injective, M guarantees that each policy is
represented by at least one interpretation. Therefore, we can search for an
interpretation instead of a policy. For this reason, for the rest of this chapter,
we identify every formula in £ with a policy language and sometimes refer to
interpretation functions as policies. Remember that our modeling of policies
with interpretation functions in this chapter contrasts with our modeling of
policies with formulas in Chapters 3 and 4.

5.3.4 An example: RBAC

We now present a template formula ¢RBAC(u,p) € L for the language I'y

of all RBAC policies with at most N roles. Recall that RBAC policies were
defined in Section 2.3.1.

Template formula definition: Consider a signature with a sort ROLES de-
noting roles and with two (flexible) binary relation symbols UA and PA of
types USERS x ROLES and ROLES x PERMS, respectively. Define the fol-
lowing formula:

oN " (u,p) = \/ (UA(u,1;) A PA(r;,p)). (53)
i<N

Here, r;, for 1 <i < N, is a rigid constant symbol of sort ROLES (recall that
we underline rigid symbols and denote constant symbols with serif letters).
One could also use flexible constant symbols for roles, but, as we see later,
the policy miner’s complexity increases with the number of flexible symbols.
Correctness proof: We now define a mapping M that proves that pRPAC is
a template formula for I'y. For any interpretation function J, let

M (3) = (u, P, {r,...,rn}, UAY, PA3> . (5.4)

Observe that M (J) is an RBAC policy. Moreover, for (u,p) € U X P, (u,p) €

(goIIE[B“‘C)j iff (u,p) € assigngpc (713) (Recall that assigngp . (75) = UA” o

PA?). It is also easy to prove that J is surjective on the set of all RBAC policies
with at most N roles. Hence, we can identify ¢RPAC with the language of all

RBAC policies with at most N roles.

Example 63 To facilitate the understanding of how M works we show an
RBAC policy 7 and an interpretation function J such that M (J) = 7.
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Let N = 2 and assume that U = {Alice, Bob, Carlos, David} and that P =
{readfile, writefile, createfile}. Let r; and r, denote two roles. Consider the
RBAC policy defined by Tables 5.1 and 5.2.

___[n[r]
X

Alice ] Hread\write\create‘
Bob X r X X

Carlos X r X

David X

Table 5.2: Permission-
Table 5.1: User-  assignment relation
assignment relation

We can define an interpretation function J such that M (J) corresponds to
the RBAC policy above. J interprets the relation symbols UA and PA in the
formula (pIIE,BAC (u,p) as follows. Foru € U and i <2, UA? (u,r;) iff (u,r;) is
marked with an X in Table 5.1. Similarly, for p € P and i < 2, PA’ (r;, p) iff
(r;, p) is marked with an x in Table 5.2.

O

5.3.5 Another example: simple ABAC

We now present a template formula ¢4PA¢ (u,p) € L for the language I'y of

all simple ABAC policies with exactly N rules. A simple ABAC policy is an
ABAC policy, as in Definition 29, where all atomic formulas are only of the
form f (1) = cor f (p) = c. Here, f is a function symbol and c is a constant
symbol. Afterwards, we show how to change ¢4BA€ (u,p) into a template

formula the language of all simple ABAC policies with at most N rules.

For simplicity, we assume that there are no permission attributes (i.e., the
object associated to the permission has no attributes) and that the user at-
tributes are UAtt,, UAtt,, ..., UAtt);. The presentation can easily be adapted
to the general case where there are also permission attributes. Observe that
we use rigid function symbols to denote the user attributes, as the organiza-
tion knows how to interpret these symbols and is not interested in mining
one.

Consider the following formula @4PAC (u,p):
\/ /\ <b1] =1- UAti’]’ (M) = Cl']') . (55)
i<Nj<M

Here, b;j, for i < N and j < M, is a flexible constant symbol of sort BOOL
and c;; is a flexible constant symbol of sort STR. The rigid constant symbol

93



5. UNICORN: UNIVERSAL ACCESS-CONTROL POLICY MINING

94

: INT represents the value 1. For an interpretation function J, if bj =1,
then the i-th rule requires the value of UAt#; to be equal to c;;.

Let M be the mapping that maps an interpretation function J to the follow-
ing simple ABAC policy:

=V A UAH;(u) =g (5.6)
i<N j<M
byj—1

It is straightforward to show that M fulfills all conditions of Definition 62.
Therefore, p4PAC (u,p) is a template formula for the language of simple
ABAC policies with exactly N rules.

Example 64 To better understand how M works we show a simple ABAC
policy 7t and an interpretation function J such that M (J) = m.

We assume M = 2 and N = 3. That is, there are 2 user attributes and we
consider only simple ABAC policies with exactly three rules. Consider the
following simple ABAC policy:

UAH (1) =1V
= UAttz (u) =2V ) (5.7)
UAtH (1) = UAtty (u) = 22

We now present an interpretation function J such that M (J) = m. This
function J interprets the symbols in Formula 5.5 as follows:

by, =1 b, =0 d, =1 J, =42
by, =0 b3, =1 oy =42 =2

Observe that 3, and cj, can take arbitrary values. Observe also that we
do not need to specify the interpretation for any UAtt;, for i < N, as they
are rigid symbols and, hence, we assume that the interpretation of those

symbols has already been fixed by the organization. g
Finally, we redefine ¢4P4C (1,p) so that it becomes a template formula for

the language of simple ABAC policies with at most N rules. Let

(PABAC \/ ll)l/ (58)

i<N

where ¢ =h; =1 A y;and 1, = Nji<m (bij =1— UAH; (u) = cij>. Observe
that 7;, for i < N, is the same formula for modeling rules in Formula 5.5.
The only difference between this new definition of ¢44C (1,p) and the one




5.4. A probability distribution on permission assignments and policies

in Formula 5.5 is that we introduced the constants hy, hy, ..., hy. Also, for an
interpretation function J and i < N, if h? = 0, then the value of 171.3 does not
affect the value of ”. Hence, the value of h defines if the rule represented
by 7; is part of the policy or not. In particular, setting h? = 1, for all i < N,
yields a policy with N rules and setting h? = 0, for all i < N, yields a policy
with no rules.

5.3.6 A remark on signatures

Observe that the designer of a policy miner only needs to specify a template
formula ¢ € £ for a policy language. He does not need to specify a signature
as this can be deduced from the symbols occurring in ¢. Therefore, from
now on, whenever we speak in the context of a formula ¢ € £, we assume
that the underlying signature consists only of those symbols occurring in ¢.

5.4 A probability distribution on permission assighments
and policies

Let ¢ (u,p) € L be a policy language. To design a policy miner using UNI-
CORN one must also specify an objective function L. This is a function takes
two inputs: a permission assignment Auth C U x P, which is a relation
between U and P indicating what permissions each user has, and a policy
J. An objective function outputs a value in R measuring how well ¢ fits
Auth and other policy requirements. We remark that the objective function
must be defined by the policy miner designer.

For illustration, we define the following objective function:

L(Auth,J;9) = ). ‘Auth(u, p) — ¢’ (u,p)]|. (5.9)
(u,p)eUxP

Here, we give a value of 1 to the Boolean value true and 0 to the Boolean
value false. Observe that L (Auth,J; ¢) is the size of the symmetric differ-
ence of the relations Auth and ¢”. Hence, lower values for L (Auth,J; ¢) are
better. In Section 5.7, we give other examples of objective functions.

The policy miners built with UNICORN are probabilistic. They operate by re-
ceiving as input a permission assignment Auth and then computing a prob-
ability distribution over the set of all policies in a fixed policy language I
We use a Bayesian instead of a frequentist interpretation of the concept of
probability. The probability of a policy J does not measure how often J is
the outcome of an experiment, but rather how strong we believe J to be the
policy that decided the requests in Auth.

95



5. UNICORN: UNIVERSAL ACCESS-CONTROL POLICY MINING

96

We now define a probability distribution IP on permission assignments and
policies. We first give an intuition on IP’s definition and then formally define
IP. For a permission assignment Auth and a policy J, we can see IP (Auth,J)
as a quantity telling us how much we believe J to be the organization’s
policy and how much we believe Auth to be the organization’s permission
assignment. IP’s definition must satisfy the chain rule of probability theory:

P (Auth,3) = P (3 | Auth) P (Auth) . (5.10)

The value IP (J | Auth) indicates how much we believe J is the organization’s
policy after we see that Auth is the organization’s permission assignment.
Policy miners receive as input a permission assignment Auth and then com-
pute a policy J* that maximizes IP (J | Auth). We later see that how P (Auth)
is defined is irrelevant. So we focus only on defining IP (J | Auth).

The conditional probability IP (J | Auth) is defined as the “most general” dis-
tribution that fulfills the following requirement: for any policy J, the lower
L (Auth,J; @) is, the more likely J is. Following the principle of maximum en-
tropy [85], the most general distribution that achieves this is the following;:

- exp (—BL(Auth,J; ¢))

P(J | Auth) = , 5.11

(3] Auth) Yy exp (—BL(Auth,7’; ¢)) G-11)
where 7' ranges over all policies. Recall that we consider only finite struc-
tures. Hence, all our carrier sets are finite, so there are only finitely many
policies.

The value B > 0 is a parameter that the policy miner changes during the
search for the most likely policy. The search uses deterministic annealing,
an optimization procedure inspired by simulated annealing [?, 114, ?]. In
our case, it initially sets B to a very low value, so that all policies are equally
likely. Then it gradually decreases B while, at the same time, searching
for the most likely policy. As B decreases, those policies that minimize
L(Auth,3J; ¢) become more likely. In this way, deterministic annealing has
experimentally been shown to escape low-quality local maxima. When  —
oo, only those policies that minimize L(Auth, J; ¢) have a positive probability
and the search converges to a local maximum.

We now formally define the probability distribution given in Equation 5.11.

Definition 65 For a formula ¢ € £, we define the probability space B, =
(Q, 20, ]P) as follows.

e () contains all pairs (Auth,J), where Auth C U x P and J is an inter-
pretation function.

e 22 is the set of all subsets of Q). We assume that all carrier sets for all
sorts are finite. Therefore, Q) and 2 are finite.
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e For (Auth,J) € Q, let P (Auth) be any real-valued function on permis-
sion assignments such that P (Auth) > 0 and Y,y P (Auth’) = 1. Let
also

exp (—BL(Auth,J; ¢))

P(3 | Auth) = . 5.12
(3] Auth) Yy exp (—BL(Auth’,3; ¢)) (6.12)
P (Auth,3) = P(3 | Auth)P (Auth). (5.13)
Finally, for O € 22, let P(O) = ¥ aum)c0 P (Auth, ).
O

We also define the shorthand P (J) =P ({J}) = Y4, P (Auth, J).

The theorem below proves that IP (J | Auth) is the “most general” distribu-
tion that fulfills the requirement mentioned above. More precisely, P (J | Auth)
is the maximum-entropy probability distribution with a bounded expected
value for L(Auth,J; ¢) and where the probability of J increases whenever
L(Auth,3; @) decreases [74, 124].

Theorem 66 P (J | Auth) is the probability distribution P on policies that
maximizes P’s entropy and is subject to the following constraints.

* Y5 P(J)L(Auth,3; ¢) < ¢, for some fixed bound ¢ and a fixed Auth.

e If B > 0, then P(J) > P(J'), for any two policies J and 7’ with
L(Auth,J; ¢) < L(Auth,7; ¢).

Proof. It suffices to drop the second constraint and then use Lagrange mul-
tipliers to find an optimal distribution P*. One can verify that P* (J) =
IP (3 | Auth) and that P* (J) satisfies the second constraint. O

Example 67 We illustrate the probability distribution defined above for the
language of all RBAC policies with at most N roles, defined in Section 5.3.4.
For simplicity, we fix N = 2 and B = 1 in this example. Assume that U =
{Alice, Bob, Carlos, David} and that P = {read, write, create}. Assume given
two permission assignments Auth; and Auth, and two policies J; and J; as
shown in Tables 5.9-5.8. Table 5.12 computes the conditional probabilities
IP (Jj, Auth;) with i,j € {1,2}. Observe the following relations:

o L (Authy, Jy; 9RPAC) < L (Authy, J35; 9RPAC). This is because the permis-
sion assignment induced by the policy J; resembles more Auth; than
the permission assigned induced by J».

o L (Authy, Jo; pRPAC) < L (Authy, 31; 9RPAC) . The reason for this is anal-
ogous to the previous one.

o P (J; | Authy) > P (3, | Authy). This is because L (Authy, J1; pRPAC) <
L (Authy, 35; 9RPAC) and the second property stated in Theorem 66.
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A

Alice || x
Bob || x
Carlos X
David X

Table 5.3: UA™

’ H read ‘Write‘create‘

X X

H X

Table 5.5: PA™

|

[read|write|create]

Alice || X X

Bob X X

Carlos X

David X

Table 5.7: (q)IIEIBAC)jl

|

H read ‘write ‘ create‘

Alice || X X

Bob X X

Carlos X

David|| X X

Table 5.9: Authy

J2 | J2
5l

Alice || x
Bob || x
Carlos X
David X

Table 5.4: UA”?

’ H read ‘write‘create‘

X

2l x X

Table 5.6: PA%

|

[read|write|create]

Alice X
Bob X
Carlos|| x X
David|| x X

Table 5.8: (qpllsjBAC) 72

|

H read ‘write ‘ create‘

Alice X
Bob X
Carlos|| x
David || X

Table 5.10: Auth,

L (Authl,ﬁl; (pII%BAC) =1
L (Authy, J,; pRPAC) =3

L (Autl’lz, 32; (PIIsIBAC) =2
L (Aut]’lz, 31; (PIIsIBAC) =4

Table 5.11
P (31 | Authy) = exp (1) /Z3 P (3, | Authy) = exp (=2) /Z»
P (32 | Authl) = exp (—3) /Z1 P (31 | Authz) = exp (—4) /Z2

Table 5.12: Probabilities for the policies and permission assignments de-
picted in Tables 5.9-5.8. Here, Z; = Yy exp (—L (Auth;, J; 9RPAC)). Recall
that we assume B = 1.

98



5.5. Approximating distributions with mean-field variational inference

e P (32 ‘ Auﬂ’lz) > P (31 ’ Authz).
([l

5.5 Approximating distributions with mean-field varia-
tional inference

The policy miner that is built with UNICORN is an algorithm that receives as
input a permission assignment Auth and computes a policy J that approxi-
mately maximizes IP(J | Auth); that is, the most likely policy, conditioned on
the given permission assignment. However, computing this maximizer is in-
tractable. Hence, we use mean-field variational inference [23], a technique that
defines an iterative procedure to approximate P(- | Auth) with a distribu-
tion ¢q (+). It turns out that maximizing ¢(-) is much easier than maximizing
IP(- | Auth). The policy miner is then an algorithm implementing the com-
putation of g and its maximization.

This section has two parts. First, we introduce some random variables that
help to measure the probability that a policy authorizes a particular request
(u,p) € U x P. Afterwards, we present the approximating distribution 4.

5.5.1 Random variables

Recall that the sample space () of the distribution IP from Definition 65 is the
set of all pairs (Auth,J) with Auth a permission assignment and J a policy.

Definition 68 Let X be a random variable mapping (Auth,J) € QtoJ. O

Following standard probability theory, we can understand X as an “un-
known policy” and, for a policy J, the probability statement IP (X = J) mea-
sures how much we believe that X is actually J. Recall that, by definition,

P(Xx=7)=P ({(Auth',3) € Q| X (Auth’,3") = T}) (5.14)
= Y P (Auth,3) =P (7).
Auth

Definition 69 Let ¢ € £, and let W be a flexible relation symbol occurring
in ¢ of type S; X ... X St and let f be a flexible function symbol occurring
in ¢ of type Sy x ... x Sy — S. Let (ag,...,a;) € ST x ... x ST. Recall that
& maps sorts to carrier sets. We define the random variable wx (ag, ..., ap)
Q — {0,1} that maps (Auth,J) € Qto W? (ay,...,a;) € {0,1}. Similarly, we
define the random variable f* (ay,...,a;) : Q — S that maps (Auth,J) € Q
to f7 (a1, ...,ar) € S©. We call these random variables random facts of 9. O

Example 70 Let us examine some random facts of the formula ¢RPAC from
Example 67. One such random fact is UA* (Alice, ry), which can take the val-
ues 0 and 1, so UA® (Alice, rq) is a Bernoulli random variable. Its probability
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distribution is defined in the standard way by the following;:

P (UA3€ (Alice, ;) = 1) (5.15)

=P ({(Auth,ﬁ) € O | UA? (Alice, ;) = 1}) .

More generally, the set of all random facts for the formula @RPAC is the
following:

§ (ofP49) = {ua* (ur) lue Ui <N}uU (5.16)

{PAx (t,p) | pEP,i< N}.

If we set N = 2 and replace each random fact with a Boolean value, as
indicated by Tables 5.3 and 5.4, then we obtain an RBAC policy. U

Just like a statement of the form IP (X = J) quantifies how much we believe
that X = J, a statement of the form P (LIA3€ (Alice, ry) = 1) quantifies how
much we believe that role r; is assigned to Alice.

Example 71 The set of all random facts for the formula @4P4C presented in

Section 5.3.5 is the following;:
§ow ) ={pilisNj<mu{tlisNj<m}. 17

If we set N = 3 and replace each random fact § with a value in Range (f),
as indicated by the interpretation function in Section 5.3.5, then we obtain a
simple ABAC policy. U

Observation 4 Since we assume carrier sets to be finite, a random fact al-
ways has a discrete distribution. In particular, random facts built from
flexible relation symbols have Bernoulli distributions as they can only take
Boolean values. 0

We usually denote random facts with Fraktur letters f,g,... For a random
fact f of the form W* (ay, ..., a;), we denote by j” the Boolean value W7 (ay, ..
Similarly, when f is of the form f* (aj,...,a;), we denote by 7 the value
f7 (a,...,ax). Finally, we denote with Range (f) the range of a random fact f.

For a policy language ¢ € L, we denote by § (¢) the set of all random facts
of ¢. Recall that we assume all our carrier sets to be finite, so § (¢) is finite.

Observe that, for any formula ¢ € L, replacing each random fact § in
5 (@) with a value in Range (f) yields a policy. Indeed, we prove below

.,ak).
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in Lemma 72 that fixing the values of all random facts determine a policy
and, conversely, each policy determines the values of all random facts.

The observation above plays an important role in UNICORN. The policy
miner for ¢ built with UNICORN, when given a permission assignment as
input, works by computing the set § (¢) and then computing values that
are approximately most likely for all random facts. Such values determine a
policy. The lemma below shows that we can cast the problem of maximizing
IP (3 | Auth) in a way that we will later see to be suitable for the application
of mean-field approximation.

Lemma 72 For a policy language ¢ € L,

P (3 | Auth) =P (X = J | Auth) (5.18)

= <(f3€>f€3(<ﬁ) - <fj)f63(¢)

Auth) .

Proof. The first equality follows from X’s definition, so we prove the second
equality only. Let F be the random vector (f*) je(p) Thatis, F is a random

variable that maps (Auth’,7') € Q to <fj/) . It suffices to show that the

fes (o)
events X = Jand F = (fj)]c c3(q) ATe the same. To achieve this, note that
these events can be written, respectively, as follows:

{(Auth',3") € Q| Auth’ = Auth, X (Auth’,3") =73} . (5.19)

Auth',3) € Q| Auth’ = Auth, F (Auth,3') = (§° } 5.20
{ (s, ) < 0wt = un, 7 (i 9) = (F) - 620

It suffices to show then that, for (Auth',3') € Q, X (Auth’,3") = 7 iff
F( Auth’: 7)) = (fj)feg(q))' To achieve thijs, observe that J completely deter-
mines (fJ)f63(¢)' Moreover, the values (f )feg(q)

determine J. We conclude then that the two sets and, therefore, the two
events are the same. O

) also turn out to completely

We denote by /i r (-) the probability density function IP ((f3€ ) ies(p

To avoid awkward notation, we write hz (J) instead of hr ((fj) ies(0) )

We conclude this section by defining some other useful random variables.
Definition 73 For (u,p) € U X P, ¢ € L, and the random variable X from

Definition 68, we define the random variable ¢~ (u,p) : QO — {0,1} as the
function mapping (Auth,J) to ¢” (u,p). O

= )Auth).
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Definition 74 For ¢ € £, Auth C U x P, and the random variable X from
Definition 68, we define the random variable L (Auth, X; ¢) as

) ‘Auth(u, p) — X (u,p)|. (5.21)
(up)eUxP

0

5.5.2 Approximating the conditional distribution

Mean-field variational inference approximates the probability distribution
hr with a distribution q defined as follows:

=1l (7 16;), (5.22)

fES (¢

where g; (- | 6;) is a probability density function for f, which can be repre-
sented with a function 6; : Range (f) — [0, 1] such that ¥ ycpange(s) 05 (b) = 1.
For b € Range (f), the value 6; (b) denotes the probability, according to
g5 (- | 6), that f = b.

Observe that g (J)’s factorization implies that the set of random facts is mu-
tually independent. This is not true in general, as & may not be necessarily
factorized like 4. This independence assumption is imposed by mean-field
theory to facilitate computations. Our experimental results in Section 5.10
show that, despite this approximation, we still mine high quality policies.

In Appendix [?], we show that the set of parameters {é\f |feF (qo)} that
makes g best approximate /1 r is defined by the following equation:

B (b) = exp (—BBjp[L (Auth, X; ¢)])
Zb’eRange(f) exp (_ﬁ]Ebe' [L (Auth/ X (P)]) '

where b € Range (f) and Es_p[L (Auth, X; ¢)] is the expectation of L (Auth, X; ¢)
after replacing every occurrence of the random fact § with b. This expecta-
tion is computed using the distribution q. Therefore,

Efp[L (Auth X; q))]
= Zq L (Auth,J; ¢) {f — b})

(5.23)

(5.24)
—; 1‘[ qg( |Gy ) (L (Auth, 3 @) {7 — b})
acS(e
g#f

Here, L (Auth,J3;¢){f — b} is obtained from L (Auth,J;¢) by replacing f§
with b. For a formal derivation of Equation 5.23, we refer to [23].

Using Lemma 72 and the distribution g, we can approximate arg max; IP (J | Auth)
by maximizing g.
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Observation 5 Let J* = argmaxy P (J | Auth). Then,

P (3% | Auth) =P (X = 7% | Auth) = hy (3*) = q (37). (5.25)
The desired miner is then an algorithm that computes and maximizes g.

5.6 Building the policy miner

To compute g, the desired policy miner uses Equation 5.23 to compute é\f, for
each f € § (¢). Observe, however, that this is a recursive equation as the com-

putation of the expectations on the right hand side requires {§f |feF (o) }

This recursive dependency is handled by iteratively computing, for each
f € § (), a function 6; that approximates 6; [23].

Algorithm 5 gives the pseudocode for this approximation, which is the
essence of the desired policy miner. We give next an overview.

1 Initialization (lines 2-4). Each parameter §; is randomly set to an
arbitrary function, respecting the constraint that },, 6;(b) = 1.

2 Update loop (lines 5-12). We perform a sequence of iterations that
update {6; | f € F(¢)} and B, the hyper-parameter controlling IP’s en-
tropy. The number of iterations is fixed before execution.

a) Parameter update (line 6-10). At each iteration, we compute a
random ordering RS(F (¢)) of all random facts. Then, for each
f in that order, §; is updated to the right-hand side of Equa-
tion 5.23 (lines 7-8), but using {g; (- | 6;) | f € §(¢)} instead of

{qf ( | HAf) |fed ((p)} to compute the expectations.

b) Hyper-parameter update (line 11). After each iteration, we in-
crease f by a factor of «, defined before execution. This avoids
that a 0 is trapped in a local minimum in the early iterations and
facilitates its convergence in later iterations [114, 67].

3 Policy computation (line 13). Finally, we compute J* = argmaxy q (J).
By looking at Equation 5.22, we see that to maximize 4 (-), it suffices to
maximize g; (- | 65), for every f € § (¢). Hence, we let J* be the policy
that satisfies {° = arg MaXyeRange(f) 95 (b | 05)-

Observe that the policy miner requires values for the hyper-parameters «, B,
and T as input. Adequate values can be computed using machine-learning
methods like grid search [118], which we briefly recall in Appendix C.1.
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Algorithm 5

1: function PoLICYMINER(L, Auth, ¢, a, B, T)

2 forf e §(¢) do

3 Initialize 6; : Range (f) — {0,1} with an arbitrary distribution.
4: end for

5 fori=1...T do

6 for f € RS (F (¢)) do

7 for b € Range (f) do

exp (—PEj(L (Auth, X; 9)))

> 1 (b) ¢ Zb/eRange(f) exp (—,BIEbe/ [L (Auth, X; 4’)]) .
9: end for

10: end for

11: B axp.

12: end for

13: Define J* by letting {7 = arg MaXpeRange(f) (b | 05), for f € T ().
14: return J*

15: end function

5.6.1 Simplifying the computation of expectations

One need not be knowledgeable about variational inference to implement
Algorithm 5 in a standard programming language. The only part requiring
knowledge in probability thereby is the computation of the expectation in
line 8. We now define the notion of diverse random variables and show
that expectations of some diverse random variables can easily be computed
recursively using some basic equalities.

Definition 75 A random variable X is diverse if (i) it can be constructed
from constant values and random facts using only arithmetic and Boolean

operations and (ii) any random fact is used in the construction at most once.
O

Example 76 Let (u,p) € U x P and let V, W, and Y be flexible relation
symbols. Then the random variable V* (u,p) + W?* (u, p) is diverse, but the
random variable V* (u, p) W¥ (u,p) + W* (u,p) Y* (u,p) + V* (u,p) Y* (u,p)
is not, since each random fact there occurs more than once. O

Corollary 77 Let ¢ € £ and (u,p) € U x P, then ¢* (u,p) is diverse iff every
atomic formula that occurs in ¢ occurs exactly once.

This corollary is a direct consequence of Definition 75. Observe that, for
¢ € L, one can check in time linear in ¢’s length that every atomic formula
occurring in ¢ occurs exactly once.

Example 78 Recall the formulas ¢RPAC and ¢4PAC defined in Sections 5.3.4
and 5.3.5. Observe that each atomic formula in any of these formulas occurs
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exactly once. Hence, for (u,p) € U x P, the random variables ((plﬁ,BAC)a€ (u,p)

and ((;)‘]‘\‘,B“‘C)3€ (u, p) are diverse. O

The following lemma, proved in Appendix C.3, shows how to recursively
compute Ej L (Auth, X; ¢)] when ¢¥(u, p) is diverse.

Lemma 79 Let § and g be facts, ¢ be a formula in £, (u,p) € U x P, and

{;}; C L. Assume that ¢*(u,p), (=¢)* (u,p), and (A; ;)" (u, p) are diverse.
Then the following equalities hold.

_]b if f =gand
Ejla] = {Zbenge(g) 6, (b)b otherwise. (5.26)
Ejsn | ()" (u,P)] =1 - By |97 (0,P)] (5.27)
x
]Ef>—>b |:</\ lpz) (U, p)] = H]Ef,_)b [¢f€(u, p)] (528)
EjlL (Auth, X;9)] = Y ’Auth(u, p) — By [ 0% (u,p)] ) . (5.29)
(u,p)eUxP

Recall that A and — form a complete set of Boolean operators. So one can
also use this lemma to compute expectations of diverse random variables of

the form (¢ — )™ (u,p) and (¢ V )~ (u,p).

5.7 Mining policies

We explain next how to use UNICORN to build policy miners for a wide
variety of policy languages.

5.7.1 RBAC policies

We already explained how formula ¢RPAC € £ is a template formula for the
language of all RBAC policies with at most N roles. To implement Algo-
rithm 5, we only need a procedure to compute Ej ,,[L (Auth, X; RPAC)].

N
Since, as noted in Example 78, (golﬁjB’L‘C)j€ (u,p) is diverse, we can apply

Lemma 79 to show that
By | L (Auth, % gf4C) | = (5.30)

Y fauth(u )~ Bon | (¢4) " (00|

(up)euxrpr

X
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Ejob [(qvlvaAc)x (u, p)] = (5.31)
1-— 11;[\] (1 — Ejsp [UAX(U,L‘)} E;.p [PA%(L'/ P)D /

where,

b if UA*(u,r;) = f

ZbERaﬂge(qu(u,L-)) GUAx(u,z,-) (b) b otherwise.

Ejb [UAx(uzL’)} = {

Ej b [PA3E (r;, p)} is computed analogously. We can now implement an RBAC

miner by implementing Algorithm 5 in a standard programming language
and using the results above to compute the needed expectations.

5.7.2 Simple RBAC policies

The objective function used above has a limitation. When the number of
role constants N used by ¢RPAC (u,p) is very large, we might obtain a po-
licy J that assigns each role to exactly one user. The role assigned to a
user would be assigned all permissions that the user needs. As a result,
L(Auth,3; pRBAC) = 0, but J is not a desirable policy. We can avoid mining
such policies by introducing in the objective function a regularization term
that measures the complexity of the mined policy J. A candidate regulariza-

tion term is:

13 =3 (Z UA (u, ) + Y PA“(w)) : (5.32)

i<N \uel peP

Observe that ||J|| measures the sizes of the relations UA” and PA?, fori < N,
thereby providing a measure of J’s complexity. We now define the following
loss function:

Lrpac(Auth,3) = A ||J|| + L(Auth,J; ¢). (5.33)

Here, A > 0is a trade-off hyper-parameter, which again must be fixed before
executing the policy miner and can be estimated using grid search. Note that
Ly pac now penalizes not only policies that substantially disagree with Auth,
but also policies that are too complex.

The computation of Ej b [Lizac(Auth, X)] now also requires the computa-
tion of E;,,[||X||], where ||X|| is the random variable obtained by replacing
each occurrence of J in ||J|| with X. Fortunately, one can see that || X]|| is
diverse. Hence, we can use the linearity of expectation and Lemma 79 to
compute all needed expectations.
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5.7.3 Mining policies from unbalanced permission assignments

During our experiments in Section 5.10, we found permission assignments
where the set of authorized requests was so small in comparison to the
whole set of requests, that policy miners produced policies that did not
authorize any request.

To force miners to give more importance to the authorized requests, we use
the objective function ¢ (Auth,J; ¢):

MY (1-9we)+r Y ¢'up). (534)

(u,p)€Auth (u,p)¢Auth

Here, A1 and A, are hyper-parameters assigning weight importance to the
authorized and denied requests, respectively. By setting A; substantially
higher than A,, the mined policies were more accurate when deciding re-
quests in Auth. However, one must take care not to set A; too high, as this
would incentivize policy miners to mine overly permissive policies. To find
suitable values for hyper-parameters, we refer to Appendix C.1.

5.7.4 ABAC policies

When mining ABAC policies, we are not only given a permission assigment
Auth C U x P, but also attribute assignment relations UAtt C U x AttVals and
PAtt C P x AttVals that describe what attribute values each user and each
permission has. Here, AttVals denotes the set of possible attribute values.
We refer to previous work for a discussion on how to obtain these attribute
assignment relations [133, 39].

The objective in mining ABAC policies is to find a set of rules that assigns
permissions to users based on the users’ and the permissions” attribute val-
ues. We explain next how to build a policy miner for ABAC using UNICORN.
Let Rules and AttVals be sorts for rules and attribute values, respectively. Let
RUA and RPA be flexible binary relation symbols of type Rules x AttVals. For
M, N € N, the formula ¢34 (1,p) below is a template formula for ABAC:

v A RUA (sl,a) — w(u@ﬂ) A (5.35)

<N j<M RPA (s,,a ) — w(p,ng

In this formula, s;, for i < N, is a rigid constant symbol of sort Rules de-
noting a rule. The symbol aj, for j < M, is a rigid constant denoting an

attribute value. The formula RUA (sz, a; ) describes whether rule s; requires

the user to have the attribute value a;. The formula RPA (sz, a; ) describes an
analogous requirement. We use two I‘lgld relation symbols UAtt and PAtt to
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represent the attribute assignment relations. The formulas UAtt (u, a ]-) and

PAtt <p, a j) describe whether 1 and p, respectively, are assigned the attribute

value a;. Intuitively, the formula (p‘;\‘fﬁc(u,p) is satisfied by (u,p) € U x P
if, for some rule s;, (u, p) possesses all user and permission attribute values
required by s; under RUA and RPA.

Observe that a policy miner does not need to find an interpretation for the
symbols UAtt and PAtt because the organization already has interpretations for
those symbols. When mining ABAC policies, the organization already knows
what attribute values each user and each permission has and wants to mine
from them an ABAC policy. The miner only needs to specify which attribute
values must be required by each rule. This is why we specify the attribute
assignment relations with rigid symbols.

We use L(Auth, J; g4 P4C) as the objective function. Observe that every atomic

formula occurs at most once in go‘]‘\‘fﬁc, so, by Corollary 77, we can use

Lemma 79 to compute all relevant expectations.

Finally, we can also add a regularization term to L(Auth, J; g4P4C) to avoid

mining policies with too many rules or unnecessarily large rules. One such
regularization term is

1311 = z‘gljgzM RUA™ (s;,3)) +RPA (51,2 - (5.36)

The expression ||J|| counts the number of attribute values required by each
rule, which is a common way to measure an ABAC policy’s complexity [133,
39]. If we instead use the objective function A ||J|| + L(Auth,J; go’;\‘fﬁc), then
the objective function penalizes not only policies that differ substantially
from Auth, but also policies that are too complex. Observe that || X|| is di-
verse. Hence, we can use the linearity of expectation and Lemma 79 to
compute all expectations needed to implement Algorithm 5.

5.7.5 ABAC policies from logs

Some policy miners, like Rhapsody, are geared towards mining policies from
logs of access requests [103, 132, 39]. We now present an objective function
that can be used to mine ABAC policies from access logs, instead of permis-
sion assignments. We let ¢ = goffﬁc for the rest of this subsection.

A log G is a disjoint union of two subsets A and D of U x P, denoting the
set of requests that have been authorized and denied, respectively.

In the case of ABAC, a policy mined from a log should aim to fulfill three
requirements. As discussed in Section 2.5, the policy should be succinct,
generalize well, and be precise [39]. Therefore, we define an objective function
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L'ypac (G, T) as the sum
Ligac (G, 3) = Ao ]3] + L1 (G,3) + L2 (G, T) . (5.37)
The term ||J|| is as defined in Section 5.7.4 and aims to make the policy

succinct by penalizing complex policies. The term L; (G,J) aims to make
the mined policy generalize well and is defined as follows:

L(G3)=Ay Y (1 — ¢ (u, p)) + (5.38)
(up)eA
A1,2 Z q)j(u, p)'
(up)eD

Finally, the function L, (G,J) aims to make the mined policy precise by
penalizing policies that authorize too many requests that are not in the log.

L(GI) =X Y ¢ (up). (5.39)
(up)eUxP\G

One can show that ¢* (u, p) is diverse, for any (u,p) € U x P. Therefore, we
can compute Ej,,p [L)p4c (G, X)] using only the linearity of expectation and
Lemma 79.

5.7.6 Business-meaningful RBAC policies

Frank et. al. [57] developed a probabilistic policy miner for RBAC policies
that incorporated business information. Aside from a permission assign-
ment, the miner takes as input an attribute-assignment relation AA C U x AVal,
where AVal denotes all possible combination of attribute values. It is as-
sumed that each user is assigned exactly one combination of attribute values.

This miner grants similar sets of roles to users that have similar attribute
values. For this, it uses the following formula A(u,u’,J) that measures the
disagreement between the roles that a policy J assigns to two users u and u’:

Alu, v, 3) = (5.40)

2 UAj(u,[i) (1 — ZUAj(u,[i)UAj(u',[i)) )

i<N
The formula ||J|| below shows how Frank et al.’s miner measures an RBAC
policy’s complexity. The complexity increases whenever two users with the
same combination of attribute values get assigned significantly different sets

of roles. .
1Pl = 5 Z: Y AA(u,2)AA(Y,a)A(u, v, 3). (5.41)
uu’ell acAVal
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Here, N denotes the total of users. Note that AA is a rigid relation symbol
representing AA. Its interpretation is therefore fixed and not computed by
the policy miner.

To mine business-meaningful RBAC policies, we use the objective function
A3 + L (Auth, T3; pRBAC), where A > 0 is a trade-off hyper-parameter. Ob-
serve that this objective function penalizes the following types of policies.

* Policies that assign significantly different sets of roles to users with the
same attribute values.

* Policies whose assignment of permissions to users substantially differs
from the assignment given by Auth.

The random variable || X|| is, however, not diverse. This is because, for i < N,
the random fact UA* (u,r;) occurs more than once in A(u, u’, X). Nonetheless,
observe that

Alu, v, X) = (5.42)
2
Y- UA¥(u,r) — 2 (UA¥(u ;) ) UAR (W, 1y).
i<N
One can then compute E;_,,[A(u, u’, X)] by using the linearity of expectation

and the fact that E [X"] = (E [X])", for n € N and X a Bernoulli random
variable. Hence,

Ej s [A(u, v, X)] = (5.43)

( s [UAY (u,r;) )
S\ 2 (B [ua®(w )] ) B [uatwin)] )

One can check that this observation and Lemma 79 suffice to compute the
expectations necessary for Algorithm 5.

5.7.7 Disjunctive policy languages

We call a policy language I' disjunctive if (i) there is a template formula ¢ € £
for I of the form ¢; V ... V ¢, and (ii) every atomic formula in ¢ occurs ex-
actly once. RBAC and ABAC are examples of disjunctive policy languages.

Let L be an objective function. If T" is a disjunctive policy language, then
we recommend that, instead of executing MiNePoricy (L, Auth, ¢, «, B, T),
we mine N policies Ji,...,Jn as follows. For i < N, J; is the output of
MinePoricy (L;, Auth;, ¢;,«, Bi, T) where L; = L(Auth;, J; ¢;), Auth; is the re-
sult of removing from Auth all requests authorized by any J;, with j < i, and
Bi = 1'Bo, with 7 > 1 and By € R*. The final mined policy is Uj<n Jj- This
approach works faster while still yielding policies that generalized well.
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5.8 Spatio-temporal RBAC policies

We now use UNICORN to build the first policy miner for RBAC extensions
with spatio-temporal constraints [6, 40, 79, 22, 18, 19]. In policies in these
extensions, users are assighed permissions not only according to their roles,
but also based on constraints depending on the current time and the user’s
and the permission’s locations. The syntax for specifying these constraints
allows for policies like “A user is assigned a role the third Monday of every
month, except in December, and from 8:00 AM through 17:00 PM” or “A
role is granted permission to access an object within a radius of three miles
from the main building.”

We present a template formula ¢%(t,u,p) € L for a policy language that
we call spatio-temporal RBAC. This is an extension of RBAC enhanced with
a syntax for spatial constraints based on [18, 19] and a syntax for temporal
constraints based on temporal RBAC [20].

¢ (tu,p) =\ (Yua(tu,r) A Ppalt,r;,p)). (5.44)
i<N

Here, we assume the existence of a sort TIME and that ¢ is a variable of this
sort representing the time when u exercises p. We also assume the existence
of a sort SPACE that we use later to specify spatial constraints. The formulas
Yua(t,u,r;) and Ppa(t,r;, p) describe when a user is assigned the role r; and
when a permission is assigned to the role r;, respectively. We use the rigid
constants ry, ..., ry to denote roles.

The grammar below defines the syntax of {74 and {pa.
(cstr_list) = (cstr) ( A (cstr) )x
(cstr) ::= (sp_cstr) | (tmp_cstr)
(sp-cstr) = (loc) ( V (loc) )x
(Loc) ::= (—7?) isWithin (Loc (0) ,d, b)
(tmp_cstr) = (tmp_itv) ( V (tmp_itv) )
) 2= Pear (1)

(tmp_itv

An expression in I is a conjunction of constraints, each of which is either a
disjunction of temporal constraints or a disjunction of spatial constraints.

5.8.1 Modeling spatial constraints

A spatial constraint is a (possibly negated) formula of the form isWithin (Loc (0) ,d, b),
where o0 is a variable of sort USERS or PERMS, Loc (0) denotes 0’s loca-
tion, d is a flexible constant symbol of a sort whose carrier set is IN=M —
{0,1,...,M} (where M is a value fixed in advance), and b is a flexible con-
stant symbol of a sort describing the organization’s physical facilities. For
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example, isWithin (Loc (1) , 4, MainBuilding) holds when the user represented
by u is within 4 space units of the main building.

Intuitively, the formula isWithin (Loc (0),d,b) evaluates whether the entity
represented by o is located within d spatial units from b. Observe that a
policy miner does not need to compute interpretations for rigid function
symbols like Loc or rigid relation symbols like isWithin, since they already
have a fixed interpretation.

5.8.2 Modeling temporal constraints

A temporal constraint is a formula ., (t) that represents a periodic expres-
sion [20], which describes a set of time intervals. We give here a simplified
overview and refer to the literature for a more technical presentation.

Definition 80 A periodic expression is a tuple

4
(yearSet, monthSet, daySet, hourSet, hourDuration) & <2N) xIN.  (5.45)

A time instant is a tuple (y,m,d, h) € IN*. A time instant (y,m,d, h) satisfies
a periodic expression (yearSet, monthSet, daySet, hourSet, hourDuration) if y €
yearSet, m € monthSet, d € daySet, and there is I’ € hourSet such that I’ <
h < h' + hourDuration. O

Previous works on analyzing temporal RBAC with SMT solvers [75] show
that temporal constraints can be expressed as formulas in £. Furthermore,
one can see that any expression in I' and, therefore, ¢* are in L.

As objective function, we use A ||J|| + L (Auth, J; ¢*'). Here, ||J|| counts the
number of spatial constraints plus the sum of the weighted structural com-
plexities of all temporal constraints [121]. One can show that || X|| is diverse
and that every atomic formula in ¢* occurs exactly once. Hence, one can
compute all necessary expectations using the linearity of expectation and
Lemma 79.

5.9 XACML policies

Although XACML is the de facto standard for access control specification,
no algorithm has previously been proposed for mining XACML policies. We
now illustrate how, using UNICORN, we build the first XACML policy miner.

5.9.1 Background

XACML syntax. To simplify the presentation, we use a reduced version of
XACML, given as a BNF grammar below. However, our approach extends to
the core XACML. Moreover, our reduced XACML is still powerful enough
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to express Continue [87, 55], a benchmark XACML policy used for policy
analysis.

<Dec> == allow | deny

<Rule> 1= ((<Dec>),n)

<Comb> = FirstApp | AllowOv | DenyOv
<Pol> 1= (<Comb>, (<Pol>* | <Rule>*))

Fix a set AVals of attribute values. An XACML rule is a pair (J, ), where § €
{allow, deny} is the rule’s decision and « is a subset of AVals. An XACML po-
licy is a pair (x, 7t), where x € {FirstApp, AllowOv, DenyOv} is a combination
algorithm and 7t is either a list of policies or a list of XACML rules. FirstApp,
AllowOv, DenyOv denote XACML's standard policy combination algorithms.
We explain later how they work. For a policy 71, we denote its combination
algorithm by Comb (7t) and, for a rule r, we denote its decision by Dec(r).

XACML semantics. We now recall XACML's semantics. A request is a subset
of AVals denoting the attribute values that a subject s, an action a, and an
object o satisfy when s attempts to execute a on o. We denote by 247 the
set of requests. A request satisfies a rule (J,a) if the request contains all
attributes in «. In this case, if § = allow, then we say that the rule authorizes
the request; otherwise, we say that the rule denies the request.

A policy 7 of the form (AllowOu, (11}, ..., })) authorizes a request z if there
is an i < £ such that 7t/ authorizes z. The policy 7t denies z if no 7}, for i < ¢,
authorizes z, but some 7r]{, for j </, denies it.

A policy 7 of the form (DenyOv, (1}, ...,m,)) denies a request if some 7]

1
denies it. The policy authorizes the request if no 7 denies it, but some 7/
authorizes it.

A policy 7 of the form (FirstApp, (my,...,m,)) authorizes a request if there
is an i < ¢ such that 7'(1’- authorizes it and 7/, for j < i, neither authorizes it
nor denies it. The policy denies a request if there is i < ¢ such that 77/ denies
it and 7r]/-, for j < i, neither authorizes it nor denies it.

5.9.2 Auxiliary definitions

We provide some definitions that will facilitate some proofs later. For a
policy m = (x, (7y,...,m,)), we call 7 a child of 7. A policy is a descendant
of 7t if it is a child of 77 or is a descendant of a child of 7.

A policy 7 has breadth N € IN if £ < N and each of 7r’s children is either a
rule or has breadth N. A policy 7 has depth is M € IN (i) if M = 1 and each
of its children is a rule, or (ii) if M > 1 and some child of 7r has depth M — 1
and the rest have depth at most M — 1.
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Two formulas 1, € L are mutually exclusive if there is no J and no z €
24Vils gych that both ¢ (z) and 3 (z) hold. When ; and ¥, are mutually
exclusive, we write 11 @ 1 instead of 1 V .

5.9.3 A template formula for XACML

For M,N € IN, we present a template formula for the language of all
XACML policies of depth and breadth at most M and N, respectively.

Let S be the set of all N-ary sequences of length at most M and let e € S be
the empty sequence. For j € {0,..., N — 1}, we denote by o> j the result of
appending j to ¢ and by j < ¢ the result of prepending j to c.

Let REQS be a sort representing all requests, AVALS be a sort representing
all attribute values, and POLS a sort representing policies and rules. For
each 0 € §, define a rigid constant y - symbol of sort POLS such thaty #
y,.» Whenever o # ¢

The set of rigid constants {y | o € S} are intended to represent a tree of
XACML policies and rules. The constant y_ is the root policy. For o € §
with length less than M and j € {0,..., N — 1}, the constant Youj represents

one of Xg’s children.

Let z be a variable of sort REQS. The formula gDXM‘fﬁML (XS,Z> below is a

template formula for the XACML fragment introduced above. We explain
its main parts.

¢ We define signature symbols that represent all terminal symbols in
the BNF grammar above. For example, we define two rigid constant
symbols XAllows and XDenies that represent the decisions allows and
denies. We define two flexible function symbols XDec and XComb.

For a rigid constant Y, XDec (Xa ) denotes the decision of the rule

represented by y . Similarly, XComb (XO > denotes the combination
algorithm of the policy represented by y .

¢ The formula allows (ng2> holds if y  authorizes the request repre-
sented by z. The formula denies (ng2> holds if y ~denies the request

represented by z and is defined analogously. Observe that allows <Lr , z)

and denies (XU,Z> denote formulas. Hence, allows and denies are

not symbols in the signature we use to specify @i 1r.

* XActive is a flexible relation symbol and XActive ( ) holds if y is a

Yo
descendant of y .
Le
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e The formula NA <L7 , z) holds if Y, neither authorizes nor denies the
request represented by z. It can be expressed in £ as follows:

NA (LT,Z) = ﬁXActzve( ) \Y, /\ NA( Youjr z) . (5.46)

* The formula z F y_holds if all attributes required by y _are contained
by the request represented by z. This formula can be expressed in £
as follows:

/\ (XRequVal (Lr' g) — hasAttVal (z, g)) , (5.47)
acAVals

where XRegsAVal is a flexible relation symbol and hasAttVal and a, for
a € AVals, are rigid symbols. For a policy J, XRegqsAVal’ (Xa , g) holds

if Y, is a rule and requires attribute a to be satisfied. The formula
hasAttVal (z,a) checks if the request contains attribute a.

q))]f,IAijL <Xg'z> = allows (y Z) (5.48)
allows (ya, ) = (XISRule( ) — allowsRule (Ly’ Z)) A (5.49)
(—\XIsRule (X ) — allowsPol (xa,z))

allowsRule (XU,Z> = XActive( A XDec (Xa) =allow N zEy_ (5.50)
allowsPol (XU'Z> = XActive (J) A (5.51)

'J::<

XComb (Xa) = AllowOv A 5 |
Vj<nallows (ij, Z)

XComb (y ) = FirstApp A

/\1<] Yovir Z) A S
Dj<n
allows yw]

XComb <XO' ) = DenyOv A

NicjNA(YyirZ) A
SV RN ~
allows (y, .,.2) A Aicy ~denies (ka"z)

XACML

(5.52)

Lemma 81 Formula ¢j; is a template formula for the language of all
XACML policies of depth and breadth at most M and N, respectively.
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Proof. We define a mapping M from interpretation functions to XACML
policies using an auxiliary mapping M’. For a sequence ¢ € S, we induc-
tively define M’ (7, 0) as follows:

e If (i) o has length M or (ii) XActive’ (y ) =0, for all j < N, then

Lovj

M (3,0) = (XDECj (Lr) , {a € AVals | XRegsAVal’ (XU,Q) }) . (5.53)

e Otherwise,

M (3,0) = (XcOmfP (xg) , (M’ (3,05 ) ].SN)) . (5.54)

For an interpretation function J, we define M (J) = M’ (7, ¢). We show that
M is surjective. Let 77 be a XACML policy. For ¢ € S and 7’ a descendant
of 7t, we inductively define the following policy:

/ ifo =
7o) = {7’( if c =eand (5.55)

milo’] ifo=i<o and ' = (x, (7},...,71})).

We now present an interpretation function J such that M (J) = 7. Letoc € S
and L be any arbitrary value. Then

. 5 1 if there is a descendant 77’ of 7t with 7 [¢] = 7’ and
XActive (Lr ) .
0 otherwise.

(5.56)
e () {Cm) o
o ) B Aot g
i ) ) S

1 if rt[o] is a rule of the form (d, «),
XRegs AVl (L,/ g) a C AVals,and a € « (5.60)

0 otherwise.
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It is straightforward to verify that M (J) = 7. O

Having a template formula for this XACML fragment, we now define an ob-

jective function. An example of an objective functionis A ||J|| + L (Auth, J; ¢>1§4A§ML) ,

where A > 0 is a hyper-parameter and ||J|| defines J’s complexity. We in-
ductively define the complexity compl (71) of a XACML policy 7t as follows.

e If 77 is a rule of the form (J,«), then compl (77) = |a|.
e If 7t is a policy of the form (x, (71, ..., my)), then compl (1) = |a|.

Finally, we define ||J|| as compl (M (7J)).

5.9.4 Computing expectations

For a formula ¢ € £ and a request z € 2477 we define the random variable
@~ (z) in a way similar to the one given in Section 5.5.1. We now give some

x
auxiliary definitions that help to compute E;_,}, [(?ﬁﬁML> (z)] .
Lemma 82 Let z € 245 and 1, P be mutually exclusive formulas, then

Ejoo| (16 92)" (2)] = Byoo[9F ()] + B [wF @] 6D

Proof. Note that (1 @ 1)’ (z) = 1 iff either ¢7 (z) = 1 or ¢3 (z) = 1.

By | (41692)" (@] = D0 (0) (1092 (2 (5.62)
= )Y, q0 (5.63)
J(pr@yn)’ (2)=1

= Y q0)+ Y q(9) (5.64)

I (z)=1 J:p3 (z)=1
=;q(3> %(z)+;q(3> ¥3 (2) (5.65)
= Ejp |97 (2)| + Bpo |93 ()] (5.66)
O

Definition 83 A set ® C L of formulas is unrelated if for every ¢ € ® and
every atomic formula a occurring in ¢, there isno ¢ € @\ {¢} such that «
occurs in @. O

Lemma 84 Ifz € 24V%5 and & is a set of unrelated formulas, then {g03E (z) | g € CIJ},
under the distribution g, is mutually independent.
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Proof. For simplicity, we assume that ® = {¢j1, ¢2}. The proof for the
general case is analogous.

Observe that, since ® is unrelated, an interpretation function J can be re-
garded as the union of two interpretation functions J; and J, where J;
interprets the atomic formulas occurring in ¢; and J; interprets those in
¢2. Consequently, the distribution g (J) can be factorized as ¢ (J1) 2 (J2),
where ¢;, for i < 2, is the marginal mean-field approximating joint distribu-
tion of the random facts of ¢;.

For an event A, let IP; (A) denote the probability of A under the distribu-
tion q. To prove the lemma, it suffices to show, for by, by € {0,1}, that
P, (¢F (z) = b1, 93 (z) = by) =P, (97 (z) = b1) Py (93 (z) = ba), which im-
plies that ® is mutually independent.

PP (qof (z) = b1, 3 (2) = bz) (5.67)
= ) q09) (5.68)

= )Y n(0)q) (5.69)

= X Y, 01(31)q2(32) (5.70)

31:97 1 (2)=b1 T2:952(2)=by

= )3 ﬁll(jﬁ)( Y. 6]2(32)) (5.71)
)=b1 )=b,

3 3
leq)ll (z 32:4)22(2

= Y Dh(ﬁl)qz(ﬁz)> (Z ), ql(m)qz(ﬁz)> (5.72)

J1:97 (2)=by 72 T 35037 (2)=bs

Y. q@)) ( ) q(ﬁ)) (5.73)

397 (2)=b1
Py (oF (2) = b1) Py (9F (2) = b2) . (5.74)
O

X
Lemma 85 We can compute E;_ [(@’&’}IEML> (z)} using only the equations

given in Lemmas 79 and 82.

Proof. Observe that every atomic formula in allowsRule (Xa' z) occurs ex-

actly once, so allowsRule® (Lr , z) is diverse. Hence, by Corollary 77, we
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can use Lemma 79 to compute E; [allowsRule36 (Xa' z)} .

The formula allowsPol (Lr ,z) has the form

XActive (Lr) A (l[)1 (Xg,z> R (Xa’ z) D P3 (Lr,z)> . (5.75)

Each formula ; <L7 , z) is built from a set of unrelated formulas. Hence,

by Lemma 84, we can use Lemma 79 to compute E;_,}, [lpi (Xa,zﬂ. Finally,
observe that the set

{XActive (Lr) P (xg,z) P2 (Xg,z) 3 (Lr,z)} (5.76)

is unrelated. Hence, by Lemma 84, the corresponding set of random vari-
ables is independent. Using Lemmas 82 and 79, we can show that

IEbe{allowsPol3E (XU', z)} = (5.77)
IE:f*)b 1701% XU/Z +
Ef b [XActivex <L7 z)} x| B |92 (v,.2) |+ (5.78)
Ei_p |3 Y,z

Therefore, [E;_.p, [allowsPol3€ (&7 , z)] can be computed using only Lemmas 82
and 79.

Finally, recall that (p)lf,ff,ML (Xg,z> — allows (Xg ,z). Observe now that allows (XS'Z>

is built from the following unrelated set:

{XISRule (Lr) ,allowsRule (X(,«/Z> ,allowsPol (yﬂ,z)} . (5.79)

By Lemma 84, the corresponding set of random variables is independent.

x
Hence, we can use Lemma 79 to reduce the computation of [E;_.}, (go}fﬁML) (z)
to the computation of [E;_,}, {XIsRule3€ (xg) ] s Eib {allowsRule3€ (Xa' z) } ,and

E;p [allowsPolx (Xa , z)} However, as observed above, all these expecta-
tions can be computed using Lemmas 79 and 82. Hence, we can compute

ES
E;i—_b [(go)lfff]ML) (z)} using only those two lemmas. O

Having proven the previous lemmas, we can now implement Algorithm 5
to produce a policy miner for XACML policies.
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5.10 Experiments

In this section, we experimentally validate two hypotheses. First, by using
UNICORN, we can build policy miners for a wide variety of policy languages.
Second, the policies mined by these miners have as low complexity and high
generalization ability as those mined by the state of the art.

5.10.1 Datasets

Our experiments are divided in the following categories.

Mine RBAC policies from access control matrices We use three access con-
trol matrices from three real organizations, named “healthcare”, “firewall”,
and “americas” [49]. For healthcare, there are 46 users and 46 permissions,
for firewall, there are 720 users and 587 permissions, and for americas, there
are more than 10,000 users and around 3,500 permissions. We refer to these
access control matrices as RBAC1, RBAC2, and RBACS3.

Mine ABAC policies from logs We use four logs of access requests pro-
vided by Amazon for a Kaggle competition in 2013 [82], where participants
had to develop mining algorithms that predicted from the logs which per-
missions must be assigned to which users. We refer to these logs as ABAC1,
ABAC2, ABAC3, and ABAC4.

Mine business-meaningful RBAC policies from access control matrices We
use the access control matrix provided by Amazon for the IEEE MLSP 2012
competition [72], available at the UCI machine learning repository [93]. It
assigns three types of permissions, named “HOST”, “PERM_GROUP”, and
“SYSTEM_GROUP”. The number of permissions for each type are approxi-
mately 1,700, 6,000, and 20,000, respectively. For each type of permission,
we created an access control matrix containing more than 5,000 users. We
explain in detail how we create these matrices in Appendix C.5.1. We refer
to these matrices as BM-RBAC1, BM-RBAC2, and BM-RBACS3.

Mine XACML policies from access control matrices We use Continue [87,
55], the most complex set of XACML policies to our knowledge in the liter-
ature. We use seven of the largest policies in the set. For each of them, we
compute the set of all possible requests and decide which of them are autho-
rized by the policy. We then mine a policy from this set of decided requests.
For the simplest policy, there are around 60 requests and for the most com-
plex policy, there are more than 30,000 requests. We call these seven sets of
requests XACML1, XACML2, ..., XACMLY?.
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Mine spatio-temporal RBAC policies from logs There are no publicly avail-
able datasets for mining spatio-temporal RBAC policies. Based on policies
provided as examples in recent works [18, 19], we created a synthetic policy
and a synthetic log by creating 1,000 access requests uniformly at random
and evaluating them against the policy. We refer to this log as STARBAC.
The synthetic policy is in Appendix C.5.2.

5.10.2 Methodology

For RBAC and ABAC, we mine two policies in the corresponding policy
language’s syntax. The first one using a miner built according to UNICORN
and the second one using a state-of-the-art miner. For RBAC, we use the
miner presented in [57] and, for ABAC, we use the miner from [39]. For the
XACML and spatio-temporal RBAC categories, there are no other known
miners, so we only mine one policy in these categories using our miner.
For business meaningful RBAC, we contacted the authors of miners for this
RBAC extension [57, 103], but implementations of their algorithms were not
available.

The objective function we use to mine ABAC policies from logs is the one
defined in Section 5.7.5. For all other policy languages, we use Aq ||J|| +
¢ (Auth,J; ), where A; is a hyper-parameter, ||J|| was the complexity mea-
sure defined for each policy language in Section 5.7, ¢ is the template for-
mula for the corresponding policy language, and ¢ (Auth, J; ¢) was defined
in Section 5.7.3. The values for the hyper-parameters were computed using
grid search (Appendix C.1).

To evaluate miners for RBAC, BM-RBAC, and XACML, we use 5-fold cross-
validation [47, 135, 42]. We refer to Appendix 4.1.4 for an overview of cross-
validation. To measure the mined policy’s generalizability, we measure its
true positive rate (TPR) and its false positive rate (FPR) [111]. To measure
a mined policy’s complexity, we use ||J||. To evaluate miners for ABAC
and STARBAC, which receive a log instead of an access control matrix as
input, we use universal cross-validation (Chapter 4). We measure the mined
policy’s TPR, FPR, precision, and complexity.

All policy miners, except the one for BM-RBAC, were developed in Python
3.6 and were executed on machines with 2,8 GHz 8-core CPUs and 32 GB of
RAM. The miner for BM-RBAC was developed in Pytorch version 0.4 [109]
and executed on an NVIDIA GTX Titan X GPU with 12 GB of RAM. For
all policy languages except STARBAC, our experiments finished within 4
hours. For STARBAC, they took 7 hours. We remark that organizations do
not need to mine policies on a regular basis, so policies need not be mined
in real time [39].
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Figure 5.2: Comparison of the TPRs between policies mined using UNICORN
and policies mined by a state-of-the-art policy miner across different policy
languages. Policies with higher TPRs are better at granting permissions to
the correct users.

5.10.3 Results

Figures 5.2-5.4 compare, respectively, the TPRs, complexities, and precisions
of the policies we mined with those mined by an available state-of-the-art
policy miner across the different datasets with respect to the different policy
languages. We make the following observations.

¢ We mine policies whose TPR is within 5% of the state-of-the-art poli-
cies’ TPR. For the XACML and STARBAC scenarios, where no other
miners exist, we mine policies with a TPR above 80% in most cases.

¢ In most cases, we mine policies with a complexity lower than the com-
plexity of policies mined by the state of the art.

¢ When mining from logs, we mine policies that have a similar or greater
precision than those mined by the state of the art, sometimes substan-
tially greater.

¢ In all cases, we mine policies with an FPR < 5% (not shown in the
figures).

5.10.4 Discussion

Our experimental results show that, with the exception of ABAC, all policies
we mined attain a TPR of at least 80% in most of the cases. The low TPR
in ABAC is due to the fact that the logs contain only 7% of all possible
requests [39]. But even in that case, the ABAC miner we built attains a TPR
that is within 5% of the TPR attained by the state of the art [39]. Moreover,
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Figure 5.3: Comparison of the complexities between policies mined using
UNICORN and policies mined by a state-of-the-art policy miner across dif-
ferent policy languages. Policies with lower complexities are better as they
are easier to interpret by humans. For XACML and STARBAC, there is no
known miner, but we compared the mined policy’s complexity with that of
the original policy.
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Figure 5.4: Comparison of the precision between policies mined using UNI-
CcoRrN and policies mined by a state-of-the-art policy miner across different
policy languages. Policies with higher precision are better as they avoid in-
correct authorizations. We only compare the precision of mined policies
when mining from logs, as discussed in Chapter 4.
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our ABAC miner mines policies with substantially smaller size and higher
precision. These results provide strongly support our hypothesis that by
using UNICORN we can build competitive policy miners for a wide variety
of policy languages.

5.11 Related work

We recount the areas where policy mining research has focused in the last
years and discuss the techniques that have been proposed to mine policies
in different policy languages.

5.11.1 Policy mining
RBAC mining

Early research on policy mining focused on RBAC [49, 88, 128]. The ap-
proaches developed used combinatorial algorithms to find, for an assign-
ment of permissions to users, an approximately minimal set of role assign-
ments, e.g., [127, 95, 116, 129, 136]. A major step forward was the devel-
opment of probabilistic models to model the assignment of permissions to
roles and the assignment of roles to users. These works employ machine-
learning techniques like latent Dirichlet allocation [103] and deterministic an-
nealing [57, 123] to find the model parameters that maximize the likelihood
of the given assignment of permission to users. More recent works mine
RBAC policies with time constraints [97, 98] and role hierarchies [121, 65],
using combinatorial techniques that are specific to the RBAC extension.

Despite the plethora of RBAC miners, there are still many RBAC extensions
for which no miner has been developed. A recent survey in role mining [99],
covering over a dozen RBAC miners, reports not a single RBAC miner that
can mine spatio-temporal constraints, even though there have been several
spatio-temporal extensions of RBAC since 2000, e.g., [113, 34, 90, 125, 31,
6, 41], and additional extensions are under way [18, 19]. UNICORN offers
a practical solution for mining RBAC policies for these extensions. As we
illustrated in Section 5.8, we can now mine spatio-temporal RBAC policies.

Other miners

Miners have recently been proposed for other policy languages like ABAC [132,
39] and ReBAC (Relationship-Based Access Control) [30]. These algorithms
use dedicated combinatorial and machine-learning methods, but mine poli-
cies tailored to the given policy language. UNICORN has the advantage of
being applicable to a much broader class of policy languages.
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5.11.2 Interpretable machine learning

Machine-learning algorithms have been proposed for classification that train
an interpretable model [84, 80, 120, 36, 9] consisting of a set of human-readable
rules that describe how an instance is classified. Such algorithms are attrac-
tive for policy mining, as policies must not only correctly grant and deny
access, they should also be easy to understand.

The main limitation of the rules mined by these models is that they often do
not comply with the underlying policy language’s syntax. State-of-the-art
algorithms in this field [120, 36, 9] produce rules that are simply conjunc-
tions of constraints on the instances’” features. This is insufficient for many
policy languages, like XACML, where policies can consist of nested subpoli-
cies that are composed with XACML's policy combination algorithms [64].
Moreover, the rules produced by these algorithms are often unnecessarily
long and complex [39].

The main advantage of UNICORN is that it can mine policies that not only
correctly grant and deny access in most cases, but are also compliant with a
given policy language’s syntax, like XACML's (Appendix 5.9). Moreover, as
illustrated in Sections 5.7.2 and 5.7.5, one can tailor the objective function so
that the policy miner searches for a simple policy.

5.12 Conclusion

The difficulty of specifying and maintaining access control policies has spawned

a large and growing number of policy languages with associated policy min-
ers. However, developing such miners is challenging and substantially more
difficult than creating a new policy language. This problem is exacerbated
by the fact that existing mining algorithms are inflexible in that they cannot
be easily modified to mine policies for other policy languages with different
features. In this paper, we demonstrated that it is in fact possible to create a
universal method for building policy miners that works very well for a wide
variety of policy languages.

We validated the effectiveness of UNICORN experimentally, including a com-
parison against state-of-the-art policy miners for different policy languages.
In all cases, the miners built using UNICORN are competitive with the state
of the art.

As future work, we plan to automate completely the workflow in Figure 5.1.
We envision a universal policy mining algorithm based on Algorithm 5 that,
given as input the policy language, the permission assignment, and the
objective function, automatically computes the probabilistic model and the
most likely policy constrained by the given permission assignment. As a
result, the designer of a policy miner would not need to do Tasks 1 or 3.
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Chapter 6

Conclusion

Organizations define access control policies in order to prevent users from
abusing their privileges and performing nefarious acts. In spite of a plethora
of mechanisms for specifying and maintaining access control infrastructures,
privilege abuse continues to be one of the main causes for data breaches and
organizations are exhorted to ensure that only the necessary permissions are
granted to users [50, 51]. In this thesis, we propose three solutions to prevent
privilege abuse.

First, we propose FORBAC, a new extension for RBAC that strikes a bal-
ance between expressiveness in policy specification and complexity in po-
licy analysis. FORBAC offers a new framework for policy specification and
analysis by which policy administrators can analyze RBAC policies. By us-
ing policy analysis, the policy administrator can ensure that users have the
permissions they need and that only those authorized users get sensitive
permissions. We designed FORBAC so that it could express the complex
policies that current organizations need to specify, while at the same time
keeping the complexity of policy analysis within NP. We also argued why
this is a natural complexity class for policy analysis.

Second, we propose RHAPsODY, an algorithm for mining ABAC policies
from sparse logs. RHAPSODY is a policy miner that analyzes how users exer-
cise permissions in the organization and uses that information to mine an
adequate policy. In the context of preventing privilege abuse, policy mining
helps to compute a policy that better reflects the users” needs within the
organization. RHAPSODY’s main advantage over other ABAC miners is that
it guarantees to mine exactly all significant, reliable, and succinct rules from
any given sparse log. Such guarantees ensure that mined policies prevent
privilege abuse by assigning permissions to users only if there is substantial
evidence in the log.

Finally, we propose UNICORN, a universal method for building policy miners
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that depends only on the policy language and an objective function evalu-
ating policy quality. UNICORN’s main advantages are that it streamlines the
process of designing policy miners and removes the need for knowledge of
machine-learning. Using UNICORN, we developed competitive policy min-
ers for a wide variety of policy languages. In the case of ABAC, the policy
miner built by UNICORN outperformed RHAPSODY.

The research on these works have shown some challenges for future work.

Including constraints and role hierarchies in FORBAC. FORBAC cannot
specify separation-of-duty or cardinality constraints [52]. More generally,
there is no standard way to specify such concepts in the presence of role
templates. For example, it is unclear how a role instance’s attribute values
from one role template R; affect another role instance’s attribute values from
another role template R, that is subsumed by R; in a role hierarchy. Cardi-
nality constraints can also be difficult to specify. For example, just limiting
the number of role instances may not be enough, as role instances with ex-
actly the same attribute values or where one instance’s attribute values are
just a subset of the other’s should not count as different instances. A case
study on organizations using role templates could help to understand the
requirements for such concepts.

Mining RBAC policies with role hierarchies. We do not know yet of any
formalization of RBAC with role hierarchies in first-order logic that can be
a template formula for that policy language. Finding such a formula or
extending UNICORN’s approach so that it can mine RBAC policies with role
hierarchies would help to provide simpler RBAC policies.

A universal policy miner. Is it possible to extend UN1CORN so that Tasks 1
and 3 are done automatically? Ideally, this universal policy miner would re-
ceive as input a policy language, specified as a BNF grammar or some other
standard language specification, and an objective function and it would di-
rectly output a policy miner. As a result, the policy administrator would be
relieved of the work of finding a template formula for a policy language and
then implementing the pseudo-code of Algorithm 5.
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Appendix for FORBAC

A.1 Complexity results for F

Theorem 86 For a policy T = ¢1(u,p) V ... V @p(u ,p) in F, deciding
whether the formula Vi : USERS .Vp : PERMS. (¢1(1,p) V ... V @u(u,p))
is valid is NP-hard.

Proof. We reduce this problem to the validity problem for propositional
Boolean formulas in disjunctive normal form. Let ¥ = Vi<p Aj<n {ij be a
propositional Boolean formula in disjunctive normal form. For every propo-
sitional variable y occurring in ¢, pick a binary relation symbol Q, of type
USERS x PERMS. For i < M and j < N, let L;j(u,p) be the following
formula:

.. _ Qy(”/P) lf f,] = y
Lz](u/p) - {_,Qy(u,p), if 51']' = . (A1)

It is easy to check that v is valid iff the following formula is valid.

Vu : USERS.Vp: PERMS. | \/ A Lij(u,p) | . (A2)
i<Mj<N

O

We now explain how to translate a policy T in F to a Margrave [106] policy
T'. Define a Margrave formula Permit(x) with a free variable x and one
Margrave formula Q'(x) for every first-order formula of the form Q(u,p)
occurring in T. For every formula Aj<p Pi(u,p) N Aj<n—Qj(u,p) in T,
define the following Margrave rule in T":

, P’( ), Py(x), ..., Pyy(x),
Permit(x) : — (x),zﬂQ2( ) ...,ﬂQQ\](x). (A.3)
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The rule says that those access requests that satisfy Pj, P}, ..., P}, and not

1 Q5 ..., Q) are authorized. It is easy to check that an access request
is authorized by T iff the access request is also authorized by T’. The same
technique can be used to translate policies in F into policies in other popular
and recent languages [10, 18, 19].

A.2 Complexity results for FORBAC

A.2.1 Complexity of deciding authorization in FORBAC

Theorem 87 Given a FORBAC-policy (X,U.A, PA), a Z-FORBAQ-structure
K = (&,7), a user u € USERS®, and a permission p € PERMS®, deciding
whether u is authorized for p takes time

0 (‘ROLESG‘ K- (UA|+ \PA\)) ,

where ROLES® is the set of role instances in K, |K| is the length of K
encoded as a string, [UA| = Yrerr(z) [UAR|, and [PA| = Yrerr(z) |PAR|--

Proof. The next algorithm checks if u is authorized for p:
1 For every r € ROLES®, do the following.

a) Compute [UAR(u,r) N PAgr(r,p)], a propositional Boolean for-
mula obtained from U Ag(u,r) N PAr(r,p) by replacing every
atomic formula ¢ with T or L, depending on whether K, oy, F ¢
or not. Here, 0, is the substitution mapping u and p to u and p,
respectively.

b) If [UAR(u,r) N PARr(u,r)] evaluates to true, then output that u
is authorized for p; otherwise, try another r € ROLES®.

2 If this fails with all r € ROLES®, then output that u is not authorized
for p.

Note that Steps 1b and 2 take O (/. A| + |PA|) and constant time, respec-
tively. It suffices to show then that Step 1a takes O <]1K]2 (JUA| + ]PA]))
time. We can achieve this time by encoding K in a way that (i) checking the
value of f7(e) for f a single-valued attribute and e € {u,r,p} takes O(|K|)-
time and (ii) checking whether e € F?(v) holds, for F a set-valued attribute,
e € {u,r,p}, and v an integer or a string, takes O(|K])-time. As a result,
checking whether K, o, , F ¢, for an atomic formula ¢, takes O (|]K|2)—
time. U
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A.2.2 Complexity of deciding satisfiability of an existential FOR-
BAC-formula

We now prove Theorem 50: Deciding satisfiability of an existential FORBAC-
formula is NP-complete.

We prove NP-hardness by reduction to the satisfiability problem for propo-
sitional Boolean formulas. Let ¢ be a Boolean propositional formula. De-
fine a FORBAC-signature that contains a single-valued attribute f, of type
USERS — INT, for each proposition p in . Let Ju.¢’'(u) be the existen-
tial FORBAC-formula where ¢'(u) is obtained from ¥ by replacing every
proposition p in ¢ with f,(u) = 1. Note that Ju.’(u) is satisfiable iff ¢ is
satisfiable. Hence, satisfiability of existential FORBAC-formulas is NP-hard.

We now prove that satisfiability of existential FORBAC-formulas is in NP.
Let > be a FORBAC-signature and

b= E|X1 : 51 BXZ : 52. . .Elxk : Sk.cp(x1,x2,. . .,xk) (A4)

be an existential FORBAC-formula over . We assume that all functions
map to integers. The proof for the general case is analogous. A certificate
for ® is a function C mapping every single-valued term in ® to an integer
and every set-valued term in ® to a set of integers. A term is any single or
set-valued term. For a term t occurring in C, let [t]¢ := C(t). C satisfies a
formula 1 if the expression that results from replacing every term t in i with
[t]c evaluates to true. Note that @ is satisfiable iff there is a certificate that
satisfies ®.

Notation used in the proof. We define the size of a certificate C for ®. The
size of an integer is the length of its natural representation as a string. The
size of a set of integers is the sum of the sizes of its elements. The size of
a certificate C for @ is the sum of all the sizes of [t]¢, where t ranges over
terms occurring in .

From now on, we write t and # to denote single-valued terms, c and c
to denote integer constants, T and T’ to denote set-valued terms, C and C’
to denote sets of integer constants, f(e) to denote any single-valued term
with f a single-valued attribute and e a variable, and F(e) to denote any
set-valued term with F a set-valued attribute and e a variable.

Goal of the proof. To show that the set of satisfiable existential FORBAC-
formulas is in NP, it suffices to show that for a satisfiable existential FOR-
BAC-formula @, there exists a certificate C that satisfies ® and is small. A
certificate is small if its size is at most n?log(d + n), where d is the size of
the largest integer constant occurring in ® and 7 is the length of ®. Observe
that d < n.
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If ® is satisfiable, then there exists a certificate C that satisfies ®; however C
does not need to have a size polynomial in the length of ® for two reasons.
First, the size of [f(e)]¢ might be large. Second, the set [F(e)]¢ might have
a large number of elements or some element in [F(e)]¢ might have a large
size. The rest of the proof shows how to build a small certificate C from C.

Aucxiliary set. We start by building an auxiliary set ¢ having the following
property: any certificate that satisfies all formulas in ¢ also satisfies ®. This
set is built as follows. For every atomic formula ¢ occurring in ®, put ¢ in
o, if C satisfies ¢, and put —¢ in o, otherwise.

We now reduce the variety of types of formulas in ¢ by rewriting some of
them as follows:

1 f(e) < t: Replace f(e) < t with f(e) = ¢, if [f(e)]c = [t]c, and with
f(e) < t, otherwise.

2 t < f(e): Proceed analogously.

3 f(e) = t: Replace every occurrence of f(e) in ¢ with t. After C is built,
define [f(e)]z as [t]z-

4 f(e) # t: If [f(e)]e < ¢, then replace every occurrence of this formula
with f(e) < t. Otherwise, replace it with f(e) > t.

5 c~cd with~€ {=,<,>,#}: Remove ¢ ~ ¢ from 0.
6 C; ~ Cy, with ~€ {=,C, #,Z}: Remove the formula from ¢.
7 c € Cor c ¢ C: Remove the formula from ¢.

8 F(e) = T: Replace every occurrence of F(e) in ¢ with T. After C is
built, define [F(e)]z as [T]g-
9 F(e) # T: Replace F(e) # T in o with F(e) € T if [F(e)]¢ € [T]c and
T ¢ F(e) otherwise.
10 c € F(e): Replace this formula in o with {c} C F(e).
11 c ¢ F(e): Replace this formula in ¢ with F(e) € Z \ {c}.
12 f(e) ¢ C: Replace f(e) ¢ Cin o with f(e) € Z\ C.

13 T ¢ T': Take a new unary function symbol f and a variable e and
replace T ¢ T’ with the two formulas f (¢) € T and f(e) ¢ T'. Af-
terwards, define [f (e)]¢ as a number that belongs to [T]¢ but not to

[T']c.
After this, every formula in ¢ has one of the following forms: ¢ < f(e),
fle) < ¢, fle) < f'(¢), C € Fle), F(e) € C, F(e) € F'(¢), fle) € Fle),
f(e) ¢ F(e), and f(e) € C.
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We sometimes write [¢] € ¢ instead of ¢ € o to prevent awkward notation
like f(e) € F(e) € 0. For two set-valued terms T and T’, we say that T C, T’
if [T C T'] € 0. We denote with C the reflexive-transitive closure of C,.

Note that any certificate that satisfies all formulas in o will also satisfy ®. In
particular, C satisfies all formulas in c.

Sketch of the proof. Let fi(e1),..., fu(em) be all the non-constant single-
valued terms that occur in ®. We suppose that they are enumerated in a
way that [fi(e;)]c < [fj+1(ej+1)]e, for j < m. We build from C a sequence
of certificates C = Cp, Cy, ..., Cy, that satisfies the following invariant: for
Ciand i < j, [file)]e; < [fjlej)]c; and [fj(e))]c; < j+d, where d is the
largest constant that occurs in ®. Therefore, the size of [Lfi(ei)]]cj is at most
log(j +d) < log(n+ d), which is polynomial in the length of ®. After
that, we build from C,, a certificate C that satisfies ® and where for every
set-valued term F(e) the size of [F(e)]c is also polynomial in the length of
o.

Construction of Cy, Cy,..., Cy. For j such that 0 < j < m, suppose that
Co,Cq,.. .,Cj_1 are already built. We explain how to build Cj. For any set-
valued term F(e), let [F(e)]c, := [F(e)]c. Fori < j, let [fi(e:)]c; := [fi(ei)]e;_,
and for i > j, let [fi(ei)]c, := [fi(ei)]c. Next, we compute a value for [f;(e;)]c;
small enough that fits all the constraints in ¢ that fj(e;) must fulfill. First,
we compute the set A; of feasible values for [fj(¢j)]c;. Let A; be the set of
integers a such that

1 [ij_l(ej_l)]]cifl <a, lf] > 1.
2 c < a, for any integer constant c such that [c < f;(e;)] € 0.

3 a € C, for any set of constants C and any set-valued term F(e) such
that [fi(e;) € F(e)] € o and F(e) C;; C.

4 a ¢ C, for any set of constants C and any set-valued term F(e) such
that [f(e;) ¢ F(e)] € o and C Cj F(e).

5 a # [fi(ei)]c, ,, for any single-valued term f;(e;) with i < j and any
set-valued term T such that

a) [file) €T €0, [filej) ¢ T] €oand T' C; T, or

b) [fi(e)) ¢ T o, [fi(ej) € T' cocand T' C; T.

Note that A; is an intersection of sets of integer intervals, one set for every
item above. Furthermore, an extreme point in any of those intervals is either
[[fi(ei)]]cj,lz for some i < j, or an integer constant occurring in ¢. Therefore,
an extreme point in any interval of A; is at most one plus the maximum
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among [fi (61)]]@/.71, e, [[,f}‘—l(ejl)]]cj,l and d, the largest integer constant oc-
curring in ¢. By our invariant, [[fl-(ei)]]c],f1 <d+j—1, forany i < j. There-
fore, an extreme point in any interval of A; is at most d + ;.

Let fj(e;) be the minimum value of A;. Note that (i) A; is not empty, as
[fi(e)le,, € Aj and (ii), for j > 1, A; has a minimum, as it is bounded
below by [f;-1 (e]‘,l)]]cjfl. A; might be unbounded below when j = 1. In that
case, let [fi(e1)]c, be an extreme point of A; and, if A; is the entire set of
integers, then let it be 0.

Recall that [f;(ej)]c,, € A;. Therefore, [fi(ej)]c, < [fj(e)]c;_, < j+d. More-
over, by Item 1, [f; (e;)lc; < [f; (¢j)]c;, for any i < j.

Correctness of construction of C,;,. Let 05 be the subset of ¢ that contains
all atomic formulas where a set-valued term of the form F(e) occurs.

Lemma 88 If C satisfies all formulas in o, then C,, satisfies all formulas in
o\ 0s.

Proof. Suppose that C satisfies all formulas in ¢. It suffices to show by
induction on j < m that C]- satisfies all formulas in ¢. The base case is
obvious, since Cyp = C by definition, so suppose that C; satisfies all formulas
in 0. We show that C; satisfies all formulas in ¢. C; and C;;; differ only
on the interpretation of f;(e;), so it suffices to show that C;, satisfies any
atomic formula ¢ € ¢ that involves f;(e;). We evaluate the possible cases for

P
* c < fjlej). Since [fj(e)]c; € Aj, we have by Item 2 of the definition of
Aj that ¢ < [fi(e)]c;-

* fi(ej) < c. Recall that [fj(e;)]c,_, € Aj. Therefore, [fi(e;)]c; < [fi(ej)]c, ;-
Also, note that [fj(ej)]c;_, < c as, by the induction hypothesis, C;_; sat-
isfies all formulas in ¢. Therefore, | fj(ej)]]cj <c.

* filej) < f'(¢'). First, recall that [fj(e;)]c, < [fj(ej)lc,_,- Second, note
that [fj(e;)c,_, < [f'(¢')]c., as, by the induction hypothesis, C;_; sat-
isfies all formulas in ¢. Finally, observe that f’(¢’) must be different
from f; (¢), so [f'(¢)]c,_, = If : (ei )]c;- From these three observations,
we conclude that [f;(ej)]c; < [f'(¢')]c;-

e f'(¢') < fi(ej). By assumption, [f'(¢’)]c < [fj(e;)]c. Since we assume

that [fs(e)]c < [f(ex)]c, for any ¢ and k such that ¢ < k, we must
have that, for some i < j, f’(¢’) = fi(e;). By our invariant, we have that

[fi(e)]e, < [fj(ej)]c;- Therefore, [f'(e)]c, < [fi(ej)]c;-

. fj(\ej) € F(e) and fj(e;) & F(e). Formulas of this form do not belong to
0\ 0s.
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* f(e) € C. Since [fj(ej)]¢; € Aj, we have, by Item 3 of the definition of
Aj, that [fi(ej)]c, € C.

O

Once Cy, is built, [fi(ei)]¢c, < d+m < d+n, for i < m. Recall that d is the
largest constant occurring in ®. Therefore, the size of [f;(e;)]c,,, for i < m, is
at most log(d + n).

Construction of C. We now address the problem that, for a set-valued term
of the form F(e), the size of [F(e)]c, might be very large. We define a final
certificate C where [f(e)]¢ := [f(e)lc, and [F(e)] is the smallest set that
satisfies the following:

1 Tt contains the union of all sets of constants C such that C C} F(e).

2 It contains every [f(e)]z such that there is a formula of the form f(e) €
F'(¢')in o and F'(¢') C} F(e).

Note that there is at least one set that satisfies this: [F(e)]¢,. Therefore,
[[P(e)]]f g [[P(e)ﬂcm‘

Correctness of construction of C.

Lemma 89 If C,, satisfies all formulas in ¢ \ 05, then C satisfies all formulas
ino.

Proof. Suppose that C,, satisfies all formulas in ¢ \ 0s. Note that C,, and C
agree on the interpretation of single-valued terms. Therefore, it suffices to
show that C satisfies all atomic formulas i € ¢ that involve set-valued terms.
We proceed by evaluating the possible cases for :

e C C F(e). By construction, C C [F(e)].

* F(e) C C. Recall that [F(e)]; € [F(e)]c, and that C,, interprets set-
valued terms in the same way C does. Therefore [F(e)]z € [F(e)]c-
Since C satisfies all formulas in o, we have [F(e)]¢ € C. Therefore
[F(e)]e < C.

* F(e) C F'(¢/). The same argument holds. Recall that [F(e)]; <
[F(e)]c, and that C, interprets set-valued terms in the same way C
does. Therefore [F(e)]z € [F(e)]c. Since C satisfies all formulas in o,
we have [F(e)]c C [F'(¢')]c. Therefore [F(e)]z C [F'(¢')]c.

* f(e) € F(e). By construction, [f(e)]z € [F(e)]z-

* fi(ej) ¢ F(e), with j < m. By the definition of [F(e)]z, it suffices to
show that
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1 [fi(e;)]z ¢ C, for any set of integer constants C such that C Cj
F(e). Recall that [fj(e})]z = [fi(¢j)lc, = [fi(ej)lc; € Aj, which
implies, by Item 4 of the definition of A;, that [f;(e;)]s ¢ C.

2 [fi(ej)]z # [fe(ee)]g for any single-valued term fy(e;) such that
[fe(es) € F'(€')] € oand F'(¢') C F(e). We consider two subcases.
If £ < j, then since [fj(e))]e = [fi(ej))lc; € Aj, [file)) & F(e)] €
o, [fe(es) € F'(¢)] € o and F'(¢/) C% F(e), by Item 5a of the
definition of A;, we have that [f;(e;)]¢, # [fe(er)]c,- If £ > j, then
since [fe(er)le = [fele)le, € Ar [file)) & Fle)] € o, [filer) €
F'(¢')] € o and F'(¢/) Ck F(e), by Item 5b of the definition of Ay,
we have that [fy(es)]c, # [fi(ej)]c,-

We conclude then that [fi(e;)]z & [F(e)]z-
U

This concludes the proof of Theorem 50. We showed that the problem of
deciding satisfiability of existential FORBAC-formulas is NP-hard by reduc-
tion of the Boolean satisfiability problem. Then we showed that this problem
is in NP. For this, we assumed given an existential FORBAC-formula ® and
a certificate C for ® and we explained how to compute a certificate C whose
size is polynomial in the length of ®. C was built from a sequence Cy, ..., Cy
of auxiliary certificates, which were in turn built from C. Lemmas 88 and 89
ensure that C is a certificate for ®. Hence, deciding satisfiability of existen-
tial FORBAC-formulas is NP-complete.
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Appendix for Rhapsody

B.1 ABAC instances used for experiments

Amazon 1. These are instances built from two access logs provided by Ama-
zon in Kaggle, a platform for predictive modelling competitions [81, 82].
One log is for training and contains access requests made by Amazon’s em-
ployees over two years [82]. Each entry in this log describes an employee’s
request to a resource and whether the request was authorized or not. The
request contains all the employee’s attribute values and the resource identi-
tier. The second log is for evaluation. It contains access requests only, but it
does not specify which requests are authorized. Participants in the Kaggle
competition had to decide for the evaluation log which requests to authorize.
The logs contain more than 12,000 users and 7,000 resources.

From the Amazon logs one can build an ABAC instance (U, P, A, D), where
U and P are the set of users and the set of resources occurring in the logs,
respectively, and A U D are the requests occurring in the training log. How-
ever, such an instance is too large to fit in main memory and some of the im-
plementations of competing ABAC mining algorithms (RHAPsoODY included)
cannot handle such large amounts of data. To deal with this, we observe that
the only permission attribute is the resource’s identifier, so any ABAC rule
authorizes requests for at most one resource. Therefore, any ABAC policy
for (U, P, A, D) can be partitioned into several policies, each authorizing re-
quests for only one resource. Hence, rather than mining over (U, P, A, D),
we can mine over instances of the form (U, {p}, Ap, Dp), where p is a single
resource and Ap U D, are all requests for p occurring in the training log.
These instances are much smaller and are easily handled by all competing
ABAC mining algorithms.

For our experiments, we selected the five instances (U, {p}, Ap, Dp) with the
highest value for |A, U D,|. In all cases, |Ap U Dp| / |U| < 0.07. Hence, the
log contains, for each resource, less than 7% of all possible requests.
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Table B.1: Properties of the basic organization policies

Instance
12131415
Num. jobs 10{10{10{20|20
Num. categories|5 |10(20|5 (10

Amazon 2. These are instances built from access data provided by Amazon
in the UCI machine learning repository [93]. The data contains more than
36,000 users and 27,000 permissions. We took the eight most requested per-
missions and for each of them, we created an ABAC instance (U, {p}, A, D)
where U is the set of all users in the access data, p is the permission, A is the
set of users who requested p and were authorized, and D is the set of users
who requested p and were denied.

Basic Organization. These are synthetic instances with only one user at-
tribute value, Job, identifying the job the user performs and only one permis-
sion attribute value, Category, identifying the category where the permission
belongs. We use natural numbers to identify jobs and categories. There is
only one permission for each category and there are 100 users for each job.
For each category, we assume that all jobs, except one, are authorized to
request permissions for that category. For each category c, we denote by p,
the permission from that category and by j. the job that is not authorized
to request p.. We let | and C denote the total number of jobs and cate-
gories, respectively. The values for | and C in each instance are described in
Table B.1.

We now describe the log for each instance. For each category c and for each
job j # j., the fraction of users with job j that have requested p. is ¢/C.
We use this to simulate a non-uniform distribution of the categories of the
permissions requested by users. In addition, for each category c, there is
only one user with job j. that has requested access to p.. This yields fewer
denied requests than authorized requests in the log.
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B.2 Proofs

Observation 1

Proof. We assume that |[r]yxp| > T. For the case when |[r]uxp| < T, the
proof follows directly from Definitions 56 and 57.

(=) Assume that Relr(r) > K and let T be a trivially true rule. Observe
that T € Fp(r), the set of refinements of r that cover at least T requests.
Therefore Conf(r) = Conf(r A T) > Relr(r) > K. Let now #’ be a rule such
that [[r A Juxp| > T. Then v’ € Fr(r), which implies that Conf(r A 1) >
Relr(r) > K. By Definition 56, r is not overly permissive with respect to T
and K.

(<) Assume now that Conf(r) > K and that r is not overly permissive with
respect to T and K. Let ¥’ € Fr(r). Then r A 7’ is a refinement of r with
I[* A 'Juxp| > T. Since r is not overly permissive, Conf(r A r') > K. This
means that K < minycp, () Conf(r A 1) = Relr(r). O

Observation 2

Proof. Suppose that r, proves that Relp(r1) < K. Then, r, € Fr(ry), as
defined in Definition 57. Therefore Rely(r1) < K. O

Observation 3

Proof. (=) Let r; and r, be two equivalent rules. Then [r1]uxp = [r2]uxp-
This implies that ny«p(r1) = |[r1]uxe| = |[r2luxp| = nuxp(r2). Moreover,

nuxp(r1 A r2) =|[r1 A r2lluxe| = |[r1luxe N [r2luxe| = [[riluxe| = nuxp(ri),

forie {1,2}.

(<) Suppose that ny«p(r1) = nuxp(r2) = nuxp(r1 A r2). Then, for any
i € {1,2}, |[riluxe| = nuxp(ri) = nuxp(ri A r2) = [[rluxpe N [r2]uxpl|-
Since [r1]uxp and [r2]uxp are finite, it follows that [r1]uxp € [r2]uxp and
[r2Juxp C [r1]uxp, which means that [r1]Juxp = [r2]uxp. Therefore r; and
rp are equivalent. U

Theorem 1

Proof. Let 7 be the policy output by RHAPsoDY. Observe that 7 = FreqRules \
(UnrelRules U CoversDenied U Subsumed).

(=) Let r € mt. Therefore, r € FreqRules, r ¢ UnrelRules, r ¢ CoversDenied,
and r ¢ Subsumed.

(i) Since r € FreqRules, |[r]uxp| > T.
(ii) Since r ¢ CoversDenied, r does not cover a denied request.

(iii) Since r ¢ UnrelRules, there is no r’ € FreqRules proving that Relr(r) <
K. That is, Conf(r A ") > K, for any " such that |[r A r"Juxp| > T.
Thus, by the definition of Relt, we have that Relr(r) > K.
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(iv) Since r ¢ Subsumed, there is no ' € RelRules both shorter than and
equivalent to r. Hence there is no rule 7’ that is both shorter than and
equivalent to r, with Rely(r") > K.

(<) Let r be a rule such that |[r]uxp| > T, Relr(r) > K, r covers no denied
request, and for which there is no rule r’ that is both shorter and equivalent
to r, with Relp(r') > K. It suffices to show that, after RHAPSODY finishes,
r € FreqRules, r & UnrelRules, r ¢ CoversDenied, and r ¢ Subsumed.

(i) If [[rluxp| > T, then the set consisting of all atoms occurring in r is
found by APRIORI. As a consequence, r € FreqRules.

(ii) Since r covers no denied request, then r ¢ CoversDenied.

(iii) If Relr(r) > K, then, by the definition of Relr, no rule ' € FreqRules
proves that Relr(r) < K. Therefore r ¢ UnrelRules.

(iv) If there is no rule v’ with Relp(r') > K that is both shorter than and
equivalent to r, then r ¢ Subsumed.

Since r € FreqRules, v ¢ UnrelRules, r ¢ CoversDenied, and r ¢ Subsumed, we
conclude that r € 7. O
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Appendix for Unicorn

C.1 Grid search for policy mining

Policy miners sometimes require input values for hyper-parameters. To deter-
mine the values that make the miners compute the best policies, we use grid
search [118], which we briefly recall next. Grid search uses cross-validation,
which we recall in Section 4.5.

Let ay, ..., an be the hyper-parameters of a policy miner. In grid search, for
i < N, one defines a set D; of candidate values. Then for each (ay,...,aN) €
D; x ... x Dy, one executes cross-validation using (a1, ...,ay) as values for
the hyper-parameters. Let TPR (a3, ...,an) and FPR (a4, ...,ay) be the TPR
and FPR of the policy mined during that execution of cross-validation, re-

spectively. Finally, one chooses the tuple (a7, ..., a},) that maximizes TPR (aj, ..

subject to FPR (a7, ...,ay) < c. The threshold c for the FPR is arbitrary (we
used 0.05) and can be adjusted. It defines a maximum bound of false posi-
tives that can be tolerated from a mined policy.

C.2 Optimal parameters for the mean-field approximat-
ing distribution

Variational inference establishes that the set of parameters {5; |feF (qo)}
that makes g best approximate h r is defined by the following equation:

; (b) = exp (Ejp[log P (Auth, J)])
f Zb’ERange(f) exp (IEf._)b' [log P (Auth, j)]) )

(C.1)

The derivation of this equation can be found in [23]. From here, we derive
the following:

.,llN)
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~ exp (Ejp[log P (Auth,J)])

(
9 (b) = Yt eRange(f) XP (Ejsp[log P (Auth, 3)]) (2
exp (Ejb[logP (J | Auth) 4 log P (Auth))) (C3)
ZbleRﬂnge(f) exp (IEbe/ [logP (J | Auth) +log P (Auth)]) '
exp (Ejb[logIP (J | Auth)]) exp (Esp[logP (Auth)]) (C.4)

Yy exp (Ejy[logP (3 | Auth)]) exp (Ej . [log P (Auth)])

Observe that Ej,,[loglP (Auth)] = logIP (Auth) as logP (Auth) does not
involve §. Therefore,

~ eX
0;: (b) =
) oty ©P (Eyogl0g P (3 | Auth)]) exp (log P (Aui))

(Ejsp[logP (T | Auth)]) exp (log P (Auth))
)
exp (Ejb[logP (J | Auth)))
)
(=
)

(C.5)

(C.6)

Zb’GRzmge(f exp (lEf»—)b’ [loglp (J ’ Auth)])
eX IBIEf'_)b[ (Al/lﬂ’l, x’ QD)]) . (C7)
Zb’eRange(f ex ( :BIEbe’ [L (Auth/ x; 90)])

C.3 Simplifying the computation of expectations

We prove here Lemma 79. We start with some auxiliary lemmas and defini-
tions.

Lemma 2 Let f and g be facts, ¢ be a formula in £, (u,p) € U x P, and
{¢:}; C L such that {¢F(u,p)}; is a set of mutually independent random
variables under the distribution 4.

b iff=g
E = C38
proele] { 0, otherwise. ©8)

Ejop | (<9)" (up)] =1~ Epn 0% (u,p)]. (€9)

X
(/\gbl) (u,p)] :HIEbe[lpr(u,p)}. (C.10)

E;.p

Proof. Observe that, for a Bernoulli random variable X, E [X] =P (X = 1).
Recall also that E [XY] = E [X] E [Y], whenever X and Y are mutually inde-
pendent. With these observations and using standard probability laws, one
can derive the equations above. H
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Lemma 3 Let ¢ € £ and let (u,p) € U x P. If ¢* (u,p) is diverse, then
Es b [¢~ (u,p)] can be computed using only the equations from Lemma 79.

This lemma is proved by induction on ¢ and by recalling that any two dif-
ferent random facts are independent under the distribution g, which follows
from the way that the distribution g is factorized.

Corollary 4

EjolL (Auth, X;9)] = Y. ‘Auth(u,p)—lEbe[gox(u,p)”. (C.11)
(up)eUxP

Proof. L (Auth, X; ¢) can be rewritten as follows:

L (1 -9 (“'p)> T Y., ¢ (up) (C.12)

(u,p)EAuth (u,p)eUx P\Auth

The result follows from the linearity of expectation. O

Lemma 79 follows from Lemma 3 and Corollary 4.

C.4 Modeling RBAC temporal constraints

C.4.1 Periodic expressions

We recall here the definition of temporal constraints and then explain how
we model them in our language £. We start by defining a periodic expres-
sion. In order to prove some results, we use a formal definition instead of
the original definition [20].

Definition 5 A calendar sequence is a tuple C = (Cy, ..., Cy) of strings. Each
C;, for i < n, is called a calendar. O

Each string in a calendar sequence denotes a time unit. A standard example
of a calendar sequence is C; = (“Months”,“Days”, “Hours”, “Hours”). The
string “Hours” intentionally occurs twice.

Definition 6 Let C = (C;);., be a calendar sequence. A C-periodic expression
is a tuple

-1
(01,02, ...,00_1,W) € (2N>" « N. (C.13)
The set of all C-periodic expressions is denoted by PEx (C). U

Intuitively, for i < n, the set O; represents a set of time units in C; and r is a
time length, measured with the unit C,,. We give an example.
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Example 7 Let C; = (“Months”, “Days”, “Hours”, “Hours”). The first eight
hours of the first and fifth day of each even month can be represented with
the following Cs-periodic expression:

({2,4,...,12},{1,5},{1},8).

Here, the first set in the tuple denotes the even months, the second set de-
notes the first and fifth day, the third set denotes the first hour, and the last
number denotes the 8-hour length. U

Definition 8 Let C = (C;),,, be a calendar sequence. A C-time instant t is a
tuple in N"~!. A C-time instant t = (t;),_, satisfies a C-periodic expression
(O1,...,0,-1,w) if all of the following hold:

e Fori<n—1,t € O,

e Thereist) ; € O,_qsuchthatt, ; <t, 1 <t, ;®&w. Here, t/, ;®w
is the result of transforming t/, ; and w to a common time unit and
then adding them.

0

Example 9 Let P be the Cs-periodic expression from Example 7. Then the
C,-time instant (4, 1,2) (i.e., the second hour of the first day of April) satisfies
P, whereas the C,-time instant (5,1,2) (i.e., the second hour of the first day
of May) does not. O

C.4.2 Formalizing periodic expressions in L

Let C be a calendar sequence. We now show how to formalize periodic
expressions in PEx (C) in our language L. For illustration, we show how to
do this when C = Cs, but the general case is analogous. We start by defining
a signature for defining temporal constraints. We first formally introduce
the components of this signature and then give some intuition.

Definition 10 Let X be a signature containing the following;:
¢ A sort INSTANTS for denoting Cs-time instants.

¢ Three sorts MONTHS, DAYS, HOURS for denoting months, days, and
hours, respectively.

¢ Three flexible unary relation symbols:

- PM : MONTHS.
- PD : DAYS.

- PH : HOURS.
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Three rigid unary function symbols:

— monthOf : INSTANTS — MONTHS.
— dayOf : INSTANTS — DAYS.

— hourOf : INSTANTS — HOURS.

Rigid binary relation symbols <: HOURS x HOURS and <: HOURS x
HOURS.

Rigid constant symbols 1,2,...,12 of type MONTHS.
Rigid constant symbols 1,2, ..., 31 of type DAYS.
2,

...,24 of type HOURS.

Rigid constant symbols 1,
O

For an interpretation function J, the sets PM?, PD?, and PH” define the firs~t
three entries of a Cs-periodic expression. The functions monthOf’, dayOf°,

and hourOf” compute, respectively, the month, day, and hour of a time in-
stant. Recall that monthOf, dayOf, and hourOf are rigid symbols, so monthOf”,
dayOf?, and hourOf” do not depend on J.

Let INSTANTS be a sort denoting C,-time instants, ¢ be a variable of type
INSTANTS, and ¢ (t) be the following formula:

( V (PM<m) A monthof(t)zm)> A (C.14)

1<m<12

( \/ (pD(g) A dayOf(t)zd)) A

1<d<31

< \/ (PH(h) A hghourOf(t)<h+w)).

1<h<24

Definition 11 We define M as the following mapping from interpretation
functions to PEx (Cs) defined as follows. For an interpretation function J,
M (j) = (Mj, Dj, Hj,l), where

e Mjy:= {m | mEPMj},
¢ Dy = {d|dePD3},

o Hy:— {h | <h<h'+w?, for some h' € pHT‘},
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We use M to prove Theorem 12 below, which claims that ¢ is a template
formula for the set of periodic expressions. Note that M is not surjective on
PEx (Cs). However, any periodic expression (O1,0,,03,w) is equivalent to

an expression of the form (01, 0,, 0%, 1), where O% := {o+w' | 0 € O3, W' < w}.
Therefore, although M is not surjective, it is expressive enough to capture

all periodic expressions up to equivalence.

Theorem 12 For every interpretation function J, a Cs-time instantt = (m, d, h)
satisfies M (J) = (M3, D3, Hy, 1) iff t € ¢”.

Proof.
t satisfies M (J) (C.15)
<& mée My,de Dy, h € Hy (C.16)

& m e PM?,d € PD?, there is h' € PH” such that h’ < h < h’ +w’ (C.17)
m € PM°, monthOf” (t) = m,

& | dePD?, dayOf’ (t) =d, (C.18)

there is h' € PH” s.t. ' < h < h' +w?, hourOf” (t) = h
ete gl (C.19)
O

C.5 Datasets and synthetic policies used for experi-
ments

C.5.1 Datasets for BM-RBAC

We use the access control matrix provided by Amazon for the IEEE MLSP
2012 competition [72]. They assign three types of permissions, named “HOST”,
“PERM_GROUP”, and “SYSTEM_GROUP”. For each type of permission, we
created an access control matrix by collecting all users and all permissions
belonging to that type. There are approximately 30,000 users, 1,700 permis-
sions of type “HOST”, 6,000 of type “PERM_GROUP”, and 20,000 of type
“SYSTEM_GROUP”.

The resulting access control matrices are far too large to be handled effi-
ciently by the policy miner we developed. To address this, during 5-fold
cross-validation (see Section 4.1.4 for an overview), we worked instead with
an access control submatrix induced by a sample of 30% of all users. Each
fold used a different sample of users. To see why this is enough, we remark
that, in RBAC policies, the number R of roles is usually much smaller than
the number N of users. Moreover, the number K of possible subsets of per-
missions that users are assigned by RBAC policies is small in comparison to
the whole set of possible subsets of permissions. If N is much larger than
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K, then, by the pidgeonhole principle, many users have the same subset of
permissions. Therefore, it is not necessary to use all N users to mine an
adequate RBAC policy, as only a fraction of them has all the necessary infor-
mation. The high TPR (above 80%) of the policy that we mined supports the
fact that using a submatrix is still enough to mine policies that generalize
well.

C.5.2 Synthetic policy for spatio-temporal RBAC

We present here the synthetic spatio-temporal RBAC policy that we used
for our experiments. We assume the existence of five rectangular buildings,
described in Table C.1. The left column indicates the building’s name and
the right column describes the two-dimensional coordinates of the build-
ing’s corners. There are five roles, which we describe next. We regard a
permission as an action executed on an object.

] Name \ Corners \

Main building ((1,3), (1,4), (4,4), (4,3)

Library (1,1),(1,2),(2,2),(2,1)

Station  [(8,1),(8,9),(9,9), (9,1)

Laboratory {(2,6),(2,8),(4,8),(4,6)

Computer room|(6,6), (6,7),(7,7),(7,6)
Table C.1

The first role assigns a permission to a user if all of the following hold:
¢ The user is at most 1 meter away from the computer room.
¢ The object is in the computer room or in the laboratory.
¢ The current day is an odd day of the month.
¢ The current time is between 8AM and 5PM.
The second role assigns a permission to a user if all of the following hold:
¢ The user is outside the library.
¢ The object is at most 1 meter away from the library.
¢ Either
— the current day is before the 10th day of the month and the current
time is between 2PM and 8PM or

— the current day is after the 15th day of the month and the current
time is between 8AM and 12PM.
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The third role assigns a permission to a user if all of the following hold:

The user is at most 3 meters away from the main building.

The object is at most 3 meters away from the main building.

The fourth role assigns a permission to a user if all of the following hold:

The user is inside the library.

The object is outside the library.

The current day is before the 15th day of the month.
The current time is between 12AM and 12PM.

The fifth role assigns a permission to a user if all of the following hold:

The user is inside the main building, at most 1 meter away from the
library, inside the laboratory, at most 2 meters away from the computer
room, or inside the station.

The object satisfies the same spatial constraint.
The current day is before the 15th day of the month.
The current time is between 12AM and 12PM.
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