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A B S T R A C T

Urban systems are growing into a fabric of interdependent systems-of-
systems that are increasingly demonstrating the behavior of complex sys-
tems, particularly emergence and regime shifts. System-of-systems per-
spectives pose a new challenge, raising the question how the high degree
of within and between system interdependencies affects their behavior un-
der a broad range of disruptions. Though many models are “single system
models,” “system of system models” demands for a new modeling ap-
proach that represents the interaction of systems with different purposes,
lifecycles and governance structures. The present study takes up this chal-
lenge and aims to develop a proof-of-concept of a distributed simulation
model, representing sets of business/household units, the metabolism of
which is linked to a set of infrastructure systems, which together are ex-
posed to a broad range of disruptions.

In particular, this study aimed: (1) to develop an agent representing the
metabolism of a socioeconomic unit such as a household or a business; (2)
to develop a network model of infrastructure lifeline systems and socio-
economic entities, the interdependencies of which are represented by the
flows of goods and services, which are facing a broad range of disrup-
tions; (3) to investigate how synchronization of constituent systems of a
system-of-systems model should be designed to ensure proper mapping of
disruptions between systems; (4) to explore the application of the system-
of-systems model of infrastructures, businesses, and households in a real-
world use case.

The study resulted in three major findings. First, it developed and veri-
fied a proof-of-concept of a distributed simulation model, representing the
metabolism of business/household units, important lifeline infrastructure
systems, and disruptions that are interacting in an adaptive way. The price
mechanism represented the self-adaptive capability of the overall system,
where price increases signaled increasing disruption magnitudes. Simula-
tion experiments yielded that disruptions of the water and power network
have significantly higher impact than those of the transportation network
wherein flows can be reconfigured. They additionally demonstrated that
the concurrent disruption of the water and the power network has the high-
est impact on the system-of-systems, and that the impacts to the systems
exhibit emergent behavior.
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Second, simulation experiments explored how different time granulari-
ties of interacting systems affect the simulation model. The simulation ex-
periments demonstrated that the time granularity of a specific system has
to be finer than the expected length of an average resilience cycle. The ex-
periments additionally suggested that if the time granularity is too coarse,
then the model does not yield propagation effects appropriately. A rec-
ommendation for the time granularity of a system-of-systems simulation
of infrastructures is to select time granularity similar in magnitude to the
smallest expected recovery time from a major disruption of the constituent
systems.

Third, the system-of-systems simulation model was applied to a real-
world use case, the Clementi area of Singapore. Because the availability of
infrastructure systems data was limited, Moore neighborhood was used
to represent the lifeline system based on expert judgment. Simulation ex-
periments demonstrated that disruptions of utility provider systems and
networks such as power grid and water supply are costlier than those of
transportation systems or other businesses. Furthermore, the model identi-
fied geographical areas, which are especially affected by disruptions being
introduced into the system, and quantified the impact in areas of Moore
neighborhood.

Finally, this study identified several open questions that should be ad-
dressed in future research. These include: (1) the study of another area
with different infrastructure topologies; (2) the analysis of alternative re-
source allocation systems; (3) the development and verification of sophis-
ticated disruption generators that allow generation of a wider range of
unexpected disruption patterns; (4) the development of novel, clear and
comprehensive methods for presentation of simulation results.
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Z U S A M M E N FA S S U N G

Die fortschreitende Urbanisierung führt dazu, dass sich urbane Systeme
in Richtung von gekoppelten Supersystemen (Systems of Systems) entwi-
ckeln, welche Eigenschaften komplexer Systeme aufweisen, beispielsweise
Emergenz oder Regimewechsel. Die Supersystem-Perspektive ergibt neue
Herausforderungen, beispielsweise die Frage, inwiefern gegenseitige Ab-
hängigkeiten innerhalb von und zwischen Systemen das Gesamtverhalten
unter internen und externen Störeinflüssen prägt. Es ist ein beträchtliches
Wissen vorhanden, um Modelle zu entwickeln, die das Verhalten von Ein-
zelsystemen abbilden. Hingegen ist das Wissen noch immer lückenhaft,
welches zielführende Ansätze sind, um das Verhalten von Supersystem-
Modellen abzubilden, deren Teilsysteme unterschiedliche Zwecke, Lebens-
zyklen und Kavernen-Strukturen haben. Die vorliegende Studie greift die-
se Herausforderung auf und verfolgte das Ziel, ein Proof-of-Concept eines
verteilten Simulationsmodells zu entwickeln, das eine Menge von Geschäfts-
und Haushaltseinheiten abbildet, die mit ihrem Metabolismus (Energie-
, Güter-und Dienstleistungsflüsse) mit verschiedenen Infrastruktursyste-
men gekoppelt und einer ganzen Palette von Störungen ausgesetzt sind.

Die Studie verfolgte folgende Detailziele: (1) einen Software-Agenten
zu entwickeln, der den Metabolismus von sozioökonomischen Einheiten
(Haushalte, Firmen) repräsentiert; (2) ein verteiltes Netzwerkmodell zu
entwickeln, das die gegenseitigen Abhängigkeiten zwischen Infrastruktur-
netzwerken, sozioökonomischen Handlungseinheiten und exogenen Stö-
rungen abbildet; (3) zu untersuchen, wie die Synchronisation von Teilsyste-
men zu gestalten ist, damit das Supersystem-Modell die Ausbreitung und
Kaskadierung von Störungen genügend genau wiedergibt; (4) das verteil-
te Supersystem-Simulationsmodell auf einen realen Fall anzuwenden, um
sein Verhalten zu verifizieren.

Die Untersuchung resultiert in drei Hauptergebnissen. Erstens entstand
ein verteiltes Supersystem-Simulationsmodell, dass die gegenseitigen Ab-
hängigkeiten zwischen Handlungseinheiten, Infrastruktursystemen und
Störungsregimes zielgerichtet abbildet. Das verteilte Simulationssystem hat
selbst-adaptive Eigenschaften, die mit einem Preismechanismus abgebil-
det wurden, und die Preisanstiege für die Dienstleistungen ergeben, wenn
das System Störungen ausgesetzt ist. Es zeigte sich auch, dass die Stö-
rung von Wasser- um Stromnetzwerken einen wesentlich grösseren Effekt
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haben als die Störung von Transportsystemen, bei denen sich die Trans-
portflüsse relativ einfach rekonstruieren lassen. Zudem ergab das Modell,
dass die gleichzeitige Störung der Wasser- und Energieinfrastruktursyste-
me den stärksten Einfluss auf das Verhalten des Supersystems hat und
dass sich bei massiven Störungen auch emergentes Verhalten beobachten
lässt.

Zweitens ergaben Simulationsexperimente, wie verschiedene Zeitgranu-
laritäten von Teilsystemen das Verhalten des Supersystem-Modells beein-
flussen. Die Zeitgranularität eines Teilsystems muss bedeutend feiner sein
als die erwartete Länge eines Störungszyklus. Falls die Granularität zu
grob ist, so bildet das Supermodell die Ausbreitung und Kaskadierung
nicht oder nur ungenügend ab. Als Faustregel ergab sich, dass die Granu-
larität etwa gleich gross sein soll, wie die kleinste erwartete Erholungszeit
nach einer massiven Störung.

Drittens ergab die Anwendung des Supersystemmodells auf das Clementi-
Gebiet Singapurs, dass das Gesamtsystem gegen massive Störungen von
Versorgung-Dienstleistern und Elektrizität- und Wassernetzwerken emp-
findlicher ist als gegen Störungen von Transportsystemen. Zudem erlaub-
te die räumlich explizite Modellierung, Gebiete zu identifizieren, die von
Störungen besonders stark betroffen sind. Da die Verfügbarkeit von Da-
ten limitiert war, wurden die Netzwerke mit einer vereinfachten Moore-
Nachbarschaft abgebildet und die wesentlichen Eigenschaften durch Ex-
pertenurteile eingeschätzt.

Die Arbeit resultierte auch in offenen Fragen, die im Rahmen zukünfti-
ger Forschung aufgegriffen werden sollten. Dazu gehören insbesondere: (1)
die Untersuchung eines weiteren Bereichs von Infrastruktur-Topologien;
(2) die Analyse alternativer Systeme für die Ressourcenallokation; (3) die
Entwicklung und Verifizierung verfeinerter Störung-Generatoren, die es
ermöglichen eine breite Palette auch unerwarteter Störungsmuster zu ge-
nerieren; (4) Entwicklung von Methoden, um die Simulationsergebnisse
verständlich und nachvollziehbar zu präsentieren.
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1
I N T R O D U C T I O N

Nothing in life is to be feared, it is only to be
understood. Now is the time to understand more, so
that we may fear less.

— Marie Skłodowska Curie

Cities and urban areas are continuously growing at an unprecedented
rate as a result of advancing urbanization processes. Populations tend to
gravitate to cities as worldwide economic patterns are changing. The emer-
gence of advanced technologies and conveniences available in urban areas
are resulting in the continuing rapid growth of cities, which tend to con-
centrate human activity. These urbanization processes are only going to
increase in scale in the future as more and more dependence on urban
ecosystems will emerge. UN estimates that the number of megacities, that
is cities with populations above 10 million will increase by 32% over the
next 14 years [1] .

As cities grow, urban systems consisting of infrastructures, households,
and businesses are similarly growing and evolving. The growth of urban
systems results in several phenomena [2]. First, the value at risk exposed
is increasing due to denser accumulation of assets within cities. This is be-
cause disasters of similar magnitudes affect more densely populated areas,
and so more people, infrastructures, goods, and services. Singapore is af-
fected by this especially, having one of the highest population densities in
the world. Second, urban metabolism and the flow and exchange of goods
and services between households and businesses in cities continue to in-
crease significantly. This high urban metabolism needs to be supported by
infrastructures that are able to facilitate the complex flows of people and
resources within cities. Third, modern cities become increasingly futuristic
cybernetic organisms [3], and represent a combination of interdependent
and highly advanced infrastructure systems, technological solutions, and
social systems. Such cities become more dependent on technology and crit-
ical infrastructures to even perform their most basic functions.

An increasing flow of goods, services, information, people, and other re-
sources between socioeconomic units in urban organisms, consisting of in-
tertwined infrastructure and social and economic systems, results in these
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2 introduction

organisms becoming more complex and interdependent within themselves
and with the outside world. This development has brought on several is-
sues. First, the increasing complexity of urban organisms results in an in-
creasing impact of disruptions, as the at-risk values of these urban areas
increase. Second, interdependencies between different elements of urban
systems mean that propagation of disruptions throughout these constantly
expanding systems is likely to happen, and thus the effect of even a small
event might be amplified to unpredictably huge proportions due to emer-
gent disruptions and unprecedented failures. Third, climate change is con-
tributing to changes and regime shifts in environmental conditions that
underpin the design of many of the current interdependent systems serv-
ing urban areas.

Interdependencies are the central concept to understanding how mod-
ern infrastructure and sociotechnical systems work [4]. Nowadays, almost
all businesses, in order to provide goods or services, require the use of
technology. To be able to use technology they are dependent on infras-
tructure services such as electricity, telecommunication, and transportation.
Similarly, all infrastructures need countless other infrastructure services to
operate adequately. The importance of their interdependencies and identi-
fication is the subject of many major ongoing studies [5]. Also, interdepen-
dencies provide links between individual infrastructure systems that show
how these systems influence each other. Moreover, these links illustrate
how disruptions can propagate between the systems, causing cascading
failures, and also how increasing interdependence of systems increases the
impact and occurrence of disruptions.

Development aims usually focus on positive outcomes from achieving
these aims, resulting in a very limited analysis of the negative and un-
expected outcomes of these developments. Expanding cities mean more
disruptions and more interdependencies between systems, which in turn
mean a larger impact of potential disruptions on the cities. Risk manage-
ment has been traditionally used since the 1950s to mitigate losses due to
potential disruption events. Risk management, however, assumes indepen-
dent disruption scenarios, thus omitting the effects of interdependencies
between systems, which are nowadays increasingly present in high-density
urban areas. In a highly interdependent system, a single event can have ma-
jor implications for various assets that are not necessarily directly impacted
by the event. Similarly, events that seem spread out can have a huge im-
pact on a single, specific system. Traditional risk management approaches
have been shown to be costly and ineffective for such cascaded, outlier,



introduction 3

and large-scale events [6][7]. This is because historical data cannot be used
to represent cascaded events that result in emergent impacts. There is a
systemic change in analyzing disruption impacts, where the impacts of
adverse events can no longer be described with just probability distribu-
tions anymore. As a result, the concept of resilience and integrated risk
management as more comprehensive and flexible approaches to tackling
the issue of assessing and preparing for responding to and recovery from
disruptions was proposed.

Resilience, as a concept, originated from materials engineering, subse-
quently spreading in the 1970s into psychology and ecology. According to
Heinimann and Hatfield, the notion of resilience that “stems from system’s
resistance, and mimics postevent recovery functions of natural systems”
consists of resistance to and recovery from disruptive events [2]. Resilience
and its importance to various fields have been highlighted by policymak-
ers, researchers, and practitioners, especially in recent years [8]. Accord-
ing to Jackson [9], resilience is defined as “the ability of organizational,
hardware, and software systems to mitigate the severity and likelihood
of failures or losses, to adapt to changing conditions, and to respond ap-
propriately after the fact.” In a similar fashion, Cutter et al. [10] defined
resilience as “the ability to prepare and plan for, absorb, recover from, and
more successfully adapt to actual or potential adverse events.” Both defi-
nitions focus on system resistance and system resilience; system resistance
is the ability to absorb shocks and withstand any disturbances occurring
to the system, while system resilience is the ability to recover from those
quickly and learn from these shocks for the future. Resistance comes from
the traditional engineering approach to ensuring that systems can survive
extreme conditions. Resilience itself comes from the Latin word, resilire,
which means to spring or rebound. A good example of system resilience
is the immune system’s ability to learn and adapt to diseases, thus increas-
ing the immunity of the organism to future diseases. From a biophysical
standpoint, the system needs to avoid destruction by preserving the most
critical functions in times of crisis, and only when the critical danger to
the system’s survival disappears rebuilding, recovering, and adapting the
non-essential functions. Taking the above into account in the context of
this study, resilience is understood as “the capability of a sociotechnical
system to maintain and reconfigure its essential functions, structures, and
feedback loops in the face of acute shocks and chronic strains. This capa-
bility consists of biophysical and cognitive functionalities. The biophysical
functions include (1) resistance within the acceptable limits of degradation,
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Figure 1.1: Resilience cycle. Resilient system recovers from an unexpected, large
shock–disruption–and adapts to the shock reoccurring in the future
through learning from the disruption. The stages of the resilience
cycle include: preparedness - awareness, resistance to disruption, re-
establishment of basic functions, reconfiguration to adapt, and learn-
ing from the adverse event to improve the system’s original perfor-
mance.

(2) restabilization of critical functions, (3) rebuilding of degraded functions,
and (4) reconfiguration of substance, energy, and service flows. The cogni-
tive functions include (1) staying aware, (2) sense-making, (3) response,
and (4) updating and adaptation.”

A resilience cycle curve is shown in fig. 1.1. It describes the system’s
ability to prepare for, react to, and mitigate any disruption that is applied
to the system, following the disruption to rebuild and adapt in the future.

Resilient systems are needed to survive disruptions that might have sig-
nificantly larger and more emergent impacts than ever before. As cities
grow and are exposed to a wider range of unexpected shocks and dis-
ruptions, they must be prepared for these shocks and disruptions [11].
This refers not only to shocks, which can be easily predicted or estimated,
where risk management approach could be often sufficient but also to un-
predictable disruptions, which cannot be easily foreseen when developing
and designing a system. Resilient systems are able to recover or limit their
exposure even to unpredictable outlier events that have not occurred in
the past. Designing resilient systems is crucial to the future of cities and
urbanization because it ensures that cities function properly despite the
increasing number of impactful disruptions. To be able to design and de-
velop cities that are resilient, simulations and models of urban systems and
their resilience are used.
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Assessing resilience of urban systems through modeling and simula-
tion is critical to improving these systems’ response to and recovery from
disruptions. Hence, there is a need for robust models of resilience of ur-
ban systems. To achieve this, it is especially crucial to understand and
model the impact of interdependencies between infrastructure systems,
businesses, and households on the resilience of these urban systems. This
is because interdependencies between systems contribute to propagation
and cascading effects of disruptions, and the impact of them on disrup-
tions is understudied. The model of interdependencies could aid in de-
signing more resilient cities. Furthermore, it could be used to better assess
the resilience of existing cities in order to better estimate the value-at-risk
of these cities, hence allowing to make better-informed decisions about as-
set management, city development, and urban planning. Similarly, there is
little information on how the composition of households and businesses
affects resilience, and modeling this relationship would help to make cities
more resilient. Currently, there exist some attempts to tackle the problem
of modeling resilience of urban areas; however, they are often limited to
describing general frameworks. Consequently, we focus not only on devel-
oping a framework but also on developing an agnostic workflow for the
application of a framework for modeling resilience of urban areas to allow
resilience analysis in any geographical area desired.

There exist models to simulate individual infrastructure systems and
groups of these combined together in order to model the response of infras-
tructures to disruptions. These models, however, fail to incorporate models
of businesses and households, as well as interactions with other entities.
Similarly, input–output models of geographies and urban areas have been
developed. These models analyze inputs to infrastructures and their out-
puts and aim to recognize interdependencies based on analysis of those.
However, such analysis is not dynamic and does not allow for further spa-
tial and socioeconomic factor differentiation, especially under shocks and
disruptions. Lastly, there exist distributed modeling approaches that allow
combining several infrastructure systems into one simulation. However,
there is a lack of analysis on how to perform synchronization of such mod-
els so that appropriate data is exchanged within them with an appropriate
time granularity.

To tackle the above challenges, our aim was to develop a framework for
modeling interdependencies of infrastructure systems, households, and
businesses, and their impact on disruptions. First, we aimed to develop
an agent representing the metabolism of a socioeconomic unit, such as a
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business or a household, interacting with infrastructure systems within an
urban area. Second, our aim was to develop a model of interdependencies
between infrastructure systems, households, and businesses that would al-
low for the introduction of disruptions to the system, and for dynamic
analysis of interdependencies with differentiation for spatial and socioe-
conomic factors. Third, our aim was to understand how synchronization
of such models should be performed in order to better describe disrup-
tions and their propagation. Finally, our aim was to synthesize the ideas
presented above in a novel way to develop and apply a comprehensive
system-of-systems model of interdependencies between various infrastruc-
ture systems, businesses, and households.



2
R E S E A R C H S T R E A M S O F M O D E L I N G L A R G E - S C A L E
S Y S T E M S

It is not enough to be in the right place at the right
time. You should also have an open mind at the right
time.

— Paul Erdős

In this chapter, we provide a review of founding concepts that form the
basis of our work, including key streams of research that we utilized in de-
veloping our modeling frameworks. These streams describe different mod-
eling concepts and approaches that are adapted and expanded by us to
enable modeling interdependencies of large-scale complex infrastructure
systems and their impact on resilience.

2.1 input-output modeling

Input–output modeling is a method of applying an input–output analysis
to a certain economic region or unit in order to model their production pat-
terns. Input–output analysis is a framework described by Leontief in the
first half of the 20

th century [12][13]. The development of the input–output
analysis, also called interindustry analysis or simply Leontief model, earned
its inventor a Nobel Prize in Economics in 1973. One of the main modern
works, reviewing input–output analysis advancements and developments
since the model’s inception, is a book by Miller and Blair [14], which was
of immense help in conducting this study. In their book, the model is de-
scribed, and a wide range of extensions to the model is outlined.

The aim of the input–output analysis is to analyze interdependencies be-
tween industries in an economy. The concepts described initially by Leon-
tief are currently utilized in many different types of economic analysis, and
it is considered one of the most common modeling methods in economics
[15]. Moreover, the model has been applied in various different settings in
countries all over the world with different political and economic systems,
including the USA, USSR, China, Italy, and the UK. The model is used
by the US’s Department of Commerce to model economic activity within
the US. Similarly, the UN has developed a standard framework of national
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8 research streams of modeling large-scale systems

accounts for developing nations to enable them to use the input–output
model for their internal planning [14].

The basic input–output model analysis consists of a set of linear equa-
tions described in a matrix notation to form matrix and vectors. These
equations describe the distribution of resources throughout the economy.
The economy can be understood at different granularities, including micro-
level such as individual small companies or households, larger regions or
corporations, or even at the regional, national, and international level. Most
of the extensions of the original model consider and attempt to apply the
model to different spatial and time granularities. Other extensions adapt
the model to other fields such as environment or energy consumption. To
apply the input–output model, detailed data about the modeled entities
is essential. Another set of extensions to the Leontief model address the
challenge of accessing or substituting for a lack of such data.

The framework of an input–output model is to use available data for
a specific region to create the model. The model is especially suitable to
describe industries or economic units that both produce goods and services
(resources), as well as consume these from other industries. Such industries
take inputs from other units and produce outputs that other industries can
use. The number of resources modeled might vary from few to hundreds,
and, similarly, the granularity of them might vary. For instance, we can
use “consumer goods,” or these can be divided into individual groups
of consumer goods (e.g., FMCG1, white goods, etc.) or even individual
products (e.g., toothpaste, washing machine, etc.).

The model describes the flow of goods and services between industrial
sectors. Each sector is able to produce its output resources with inputs
from other sectors and itself. The information needed to develop the Leon-
tief model is contained in a so-called interindustry input–output transac-
tions table. The rows of the table correspond to outputs of resources that
can then be used by industries that are producing resources or by final
consumers, and the columns correspond to inputs required by the indus-
try to produce a particular resource in the economy. Furthermore, we have
columns that define final demand, that is, resources consumed by different
entities without producing anything e.g., water consumed by households.
There are also rows, which constitute non-industrial inputs to production
such as amortization and depreciation, taxes, etc. An example of a simpli-
fied input–output transactions table is shown in table 2.1.

1 FMCG – fast moving consumer goods
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Table 2.1: Simple input–output transactions table.

Sales to Producers as consumers (inputs) Final

demandBuys from Resource 1 Resource 2 . . . Resource n

Producer of

(outputs)

Resource 1 Z11 Z12 . . . Z1n F1

Resource 2 Z21 Z22 . . . Z2n F2

. . . . . . . . . . . . . . .

Resource n Zn1 Zn2 . . . Znn Fn

Non-industrial inputs W1 W2 . . . Wn WD

The input–output model is formed from the analysis of an input–output
transactions table, and the data contained within the table is transformed
to build the model. It is important to note the difference and relationship
between input–output tables and input–output models. The mathematical
description of an input–output model consists of a set of n linear equa-
tions that correspond to n unknowns; as such, we can use the matrix repre-
sentation for presenting the notation and calculations in the input–output
model. If we model an economy as consisting of n industries producing
different resources, we have a set of n equations with the following form
eq. (2.1):

xi = zi1 + · · ·+ zin + fi (2.1)

Where xi corresponds to the total output of sector i, zij to the total sales
from sector i to sector j, and fi to the total final demand for sector i. Thus,
we have an equation for each of n industry products; hence, we have a
total of n such equations. This system of equations can be represented in a
matrix linear algebra notation as follows.

x = Zi + f (2.2)

x =




x1
...

xn


 , Z =




z11 . . . z1n
...

. . .
...

zn1 . . . znn


 , f =




f1
...

fn


 (2.3)

Where i is the column vector of size n consisting of “1” entries only.
Consequently, we arrived with the definition of a matrix of technical co-
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efficients A, eq. (2.4). The matrix of technical coefficients A describes how
many units of each resource are used in producing each column’s resource.

A = Zx̂−1 (2.4)

Where x̂ is a diagonal matrix n-by-n with entries of xi, while x is the
column vector of size n with entries xi. From this, we can arrive with a
matrix expression for the Leontief model eq. (2.5).

x = Ax + f (2.5)

The above equation comes from the fact that since Ax̂ = Zx̂−1x̂, there-
fore, Ax̂ = ZI = Z, and Ax̂i = Ax. Then, we have the Leontief model
eq. (2.6) and its solution eq. (2.7).

(I−A)x = f (2.6)

x = (I−A)−1f (2.7)

Where, (I−A) is the technology matrix and f is the total final demand
of that resource.

L = (I−A)−1 (2.8)

The inverse of the technology matrix, L in eq. (2.8), is often called the
Leontief inverse or the total requirements matrix. The Leontief inverse notation
clearly shows the interdependency between the final demand and total
output of the system. As such, it is clear that ∂x

∂f = L is the first derivative of
the total output with respect to final demand, which is the Leontief inverse.
This important result shows how interdependencies between systems have
a significant impact on the total output generated by the systems. The
above explanation of the input–output model provides a summary of the
model, and a more sophisticated explanation of the input–output model
formalism with an example can be accessed in the book by Miller and
Blair mentioned [14].

The input–output model has been referenced multiple times by multiple
scholars. Initially developed by Leontief to describe interdependencies in
the economy of the USA, it has been adapted to other fields and to dif-
ferent regions and granularities. For example, the model has been used to
analyze interregional interdependencies and economic growth in a region
of Japan [16], to model changes to the manufacturing sector in Germany
[17], or to model interregional input–output interdependencies in China
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[18]. Moreover, since the model is focused on describing interdependen-
cies, it is frequently applied to fields where interdependencies are studied.
This involves fields such as energy analysis [19][20], tourism [21], environ-
mental impacts [22][23][24], ecology [25], and employability [26] to name a
few. Similarly, the model has been applied to individual companies where
the model was used to model its internal business and production pro-
cesses [27]. Finally, the model has also been applied to infrastructure mod-
eling and understanding interdependencies in infrastructures. The follow-
ing authors attempted an analysis of infrastructures with the input–output
model. Oliva [28] described an input–output agent-based model to detail
the exchange of resources between infrastructures. Haimes et al. [29][30]
utilized the input–output model to demonstrate how a dynamic interop-
erability input–output model can be used to analyze different recovery
patterns in attacked infrastructures systems. Similarly, Setola et al. [31]
evaluated the input–output model interoperability with a case study by
interviewing experts and assigning quantitative values to their opinions.
Finally, Jonkeren and Giannopoulos [32] described how resilience can be
modeled with the use of an input–output model through introducing some
resilience measures, such as inventory status, and applying these to two
scenarios.

Although Leontief’s model has been used to model infrastructure sys-
tems and their interdependencies, this has not been accomplished with the
inclusion of households and businesses in the model, and especially so in
the context of assessing resilience of urban areas. The model was used to
describe and model interdependencies and how different infrastructures
interact with each other; however, a dynamic model of these systems in-
teracting with businesses and households and affected by disruptions was
not introduced. Therefore, in our study, we intended to include disruptions
to infrastructure systems and interactions of infrastructures with other en-
tities such as households and businesses. The analysis of these interde-
pendencies can help to better understand and quantify the resilience of
urban areas and to aid in designing these areas to ensure that they are
more prepared for disruptions. Moreover, our work aimed to uncover new
approaches to the assessment of the value-at-risk of urban areas, and to
differentiate the impact of disruptions by social groups in urban societies.
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2.2 distributed simulation

Simulations of large complex events or systems require a massive amount
of resources and involve an incredible amount of details. The advantages
of efficient simulations of complex events have been discussed by Heer-
mann [33] in 1990, where he explained how computer simulations can aid
in looking into complex systems and understanding their behavior. For ex-
ample, to model and simulate air traffic control in the whole of Europe, we
would require performing sophisticated analysis of different strategies to
arrive with the appropriate solution. Similarly, military situations require
significant computing power and time to arrive with an optimal solution
to the simulated problem. In such cases, traditional simulations might not
be sufficient. The situations mentioned can benefit from a distributed sim-
ulation model, where tasks or individual parts of the overall simulation
are divided and executed in parallel in a distributed fashion. Formally,
as defined by Fujimoto [34] in one of his seminal works on the topic of
distributed simulation, distributed simulation technology is a technology
that enables simulation program to be executed in parallel over distributed
computer systems. Below, we provide a brief review of some concepts relat-
ing to distributed simulation, for a more comprehensive review, Fujimoto’s
book [34] is one of the best resources.

In infrastructure modeling, especially in an urban setting where each sys-
tem is incredibly complex, has multiple input and output factors, and can
get affected by various events, the use of the distributed simulation model
is natural. A distributed simulation can help to reduce the execution time
when a simulation runs faster as tasks previously executed sequentially
can now be executed in parallel. Other advantages in the context of infras-
tructures are that the distributed simulation approach allows integrating
simulations from different providers and that the distributed approach al-
lows the simulation to execute even if some components of the simulation
fail. Infrastructures are often modeled by software products provided by
different entities from simulations of other infrastructures. In such circum-
stances being able to combine models from different providers is beneficial,
and distributed simulation approach allows it.

There have been several different frameworks for distributed simulation
postulated by different authors [35]. An updated comprehensive review
of different approaches in this area and future research opportunities was
presented by Fujimoto [34][36]. The two main issues in the development of
distributed simulation standards were time management, also called syn-
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chronization, which allows different simulations to exchange information
in a timely manner; and interoperability, which allows for separately de-
veloped simulators to cooperate. The latter especially is considered one
of the chief advantages of distributed simulation. The research efforts in
this field have resulted in widely used distributed simulation standards.
These include Distributed Interactive Simulation (DIS) [37], High-Level
Architecture (HLA) [38], and Data-Distribution Service (DDS) [39] stan-
dards, which are used in many applications where distributed simulation
approach is required. Another approach for developing simulations, which
we also discuss here, is the agent-based model simulation (ABMS), which
shifts the simulation paradigm from a macro view of the system to a micro
view of the system simulated [40].

DDS, HLA, and DIS originate from defense applications and were pri-
marily developed by the USA’s Department of Defense contractors. Bat-
tlefield simulations or flight simulators needed to simulate tremendously
complex processes happening in the air, on the ground, and on the water.
Thus, the approach of the distributed simulation was devised as perfectly
suited to these applications where individual components could be simu-
lated separately and combined together. DDS is a standard that allows the
exchange of information between constituent components of a distributed
simulation. DDS was developed by the Object Management Group (OMG)
and uses the publish–subscribe mechanism to ensure communication be-
tween constituent systems [41]; however, it does not provide time synchro-
nization by default, contrary to other solutions such as HLA. Hence, for
our application, where time management and synchronization are impor-
tant, HLA is a better choice.

HLA was developed from DIS with extensions originating from related
projects that aimed to improve DIS [42]. HLA specification consists of 3

components:

• HLA Rules–defines rules that simulations must obey in order to be
compliant with the standard and other simulations. These rules spec-
ify that federations, which are groups of individual simulations (fed-
erates), are required to have a Federation Object Model (FOM), in
the Object Model Template (OMT) format. During the simulation, all
objects are represented by federates, and only one federate can own
a given object at any given time. All interactions need to take place
through Real-Time Infrastructure (RTI) using HLA interface specifi-
cation. Federates under HLA rules need to document their public
information in Simulation Object Models (SOM) conforming to the
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OMT format. Federates can only act based on their SOM when ex-
changing, updating, transferring, importing, or exporting objects and
attributes. Federates need to manage the time accordingly and utilize
RTI’s time management service to do so.

• HLA Interface Specification–it specifies the services provided to the
federates by the RTI, and conversely by federates to the RTI. These
include:

– Federation management–it provides basic functions to create
and operate a federation.

– Declaration management–provides a means for federates to de-
clare what information they will supply and require during the
execution of a federation.

– Object management–provides means to create, identify, delete,
and other services related to objects. Information about objects
gets transferred to other federates that have interest in that ob-
ject.

– Ownership management–supports the transfer of ownership of
objects during the execution. This is so that only one federate
owns an object at any time.

– Time management–supports synchronization of data between
simulations and provides means to keep track of time in a fed-
eration.

– Data-distribution management–supports the efficient routing of
data among federates while the federation is running.

• HLA OMT–these are descriptions of the elements (objects) that are
shared by the federation. The OMT is aimed at ensuring that inter-
operability of simulations is preserved. They are focused on describ-
ing the critical aspects of data being exchanged by the simulation.
There are two OMT types: FOM and SOM. FOM describes a federa-
tion–a collection of individual simulations–and what data in what as-
pect should be shared in it. On the other hand, SOM describes what
data and resources a federate might provide to a federation that it
becomes part of in the future. SOM is vital in assessing whether a
federate can be joined into and is compatible with a particular feder-
ation. HLA specification does not define how SOM and FOM should
look like; however, it requires that they conform to the same HLA
OMT format standard. The overall OMTs: SOMs and FOMs, depend
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Figure 2.1: Sample HLA Federation with constituent federates and RTI.

on the type of simulation we want to execute and on what needs to
be simulated.

Accordingly, with the above specification components, HLA consists of
federates (individual simulations), which are connected through defined
interfaces to RTI. Federates execute individual simulations, while RTI fa-
cilitates the exchange of data between federates that conform to the feder-
ation’s HLA FOM and interface specification. The outline of sample simu-
lations within an HLA framework is shown in fig. 2.1.

Although HLA originated from defense applications, it has been adapted
to other situations, where a distributed simulation approach could be ben-
eficial. HLA has been adapted to traffic [43], flight [44], and battlefield [45]
simulations. These include situations where many complex individual sim-
ulations need to be combined together and exchange certain information.
In studies of interdependencies or infrastructure systems, HLA can also
be utilized due to its ability to simulate individual infrastructures sepa-
rately and then combine them into a single distributed simulation. Hence,
there have been approaches where HLA was used to model infrastructure
systems. These include Eusgeld, Nan, and Dietz’s approach to modeling in-
terdependent critical infrastructure systems [46]. These authors considered
interdependencies between infrastructure systems and control systems and
discussed how HLA might be useful in simulating such systems. However,
they did not consider the impact of time management on the outcome of
the simulations and did not consider households and businesses in their
study. Muller et al. [47] focused on power systems and their interdepen-
dencies with information and communication technology systems. They
described how the simulation of such systems could be achieved in HLA;
however, they did not consider the resilience of these systems and the
wider impact on sociotechnical systems.
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As described above, distributed simulation technologies, including HLA,
have been applied to many fields, which include infrastructure modeling;
however, the impact of time management differences and time granularity
of constituent simulations on their results have not been analyzed in great
detail. Similarly, the impact and interaction of constituent simulations in
a distributed infrastructure simulation with sociotechnical systems and so-
cioeconomic units, such as households and businesses, to assess the re-
silience of urban areas, has not been attempted. In our work, we aim to
target these issues primarily by looking at how time granularity affects
the propagation of disruptions between systems. Understanding how time
granularity affects the propagation of disruptions can help to design bet-
ter infrastructure systems simulations, and consequently, create real-world
systems that are more resilient. Hence, our study contributes to supporting
more robust and resilient societies.

Finally, a special case of distributed modeling is agent-based modeling
(ABM). In this approach, simulation is divided into individual units, which
correspond to single agents of the system simulated. The agents are au-
tonomous and make their own individual decisions based on certain rules
or mechanisms [40]. For example, in the case of human systems, the agents
would correspond to individuals of different categories with different sets
of principles guiding them. ABMs are widely credited with being impor-
tant in providing additional insights and guidance on issues from fields
as diverse as economy [48], health [49], biology [50], and geography [51].
Their advantages include apart from the discussed already advantages of
distributed simulation models, flexibility–the ability to use a diverse range
of conflicting agents, scalability, and very good correspondence and dual-
ity with the natural world [52]. Consequently, ABMs are a modeling tech-
nique that is on the rise with various practical applications and following
the distributed simulation pattern.

2.3 system-of-systems (sos) model

Real-world systems usually work in combination with other systems, whether
these are infrastructure systems, socioeconomic systems, or technical sys-
tems. It is very rare for systems to work independently of others. For ex-
ample, transportation systems depend on energy provision, communica-
tion, road network, automation, and control systems. As such, disruptions
to any of these systems propagate into others in line with their interde-
pendencies patterns. These systems’ interdependencies need to be mod-
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eled and simulated to better understand the impact they have on disrup-
tions and their propagation throughout the system. This can be achieved
through modeling all the systems as a single large-scale system that com-
bines several systems into one model. However, such an approach would
lead to numerous issues such as reduced flexibility, loss of specialization,
management, and data collection complexity. This led to a method that cor-
responds with the natural design of these systems–an SoS model. Under
this approach, entities are not modeled as a huge, complex single system
model encapsulating all functionalities, but rather, as a collection of indi-
vidual models that run independently but influence each other. Their in-
fluence on other systems is through interdependencies that these systems
exhibit with other systems.

Central to the SoS model is the idea of systems-thinking, developed and
described by Sterman [53]. In his book, he described the world as a com-
plex system, where everything is connected to everything else. This ap-
proach underlines the importance of interdependencies, which are present
everywhere, and the need to combine several systems from different do-
mains such as engineering, sociology, economics, infrastructure, biology,
and many more. While there exists much interpretation as to how to model
these individual systems, there is an agreement that systems-thinking is
needed and not utilized enough in analyzing relationships between vari-
ous fields [54]. To analyze and model relationships between different sys-
tems that are themselves self-sufficient and with clear interfaces to the
outside world, the concept of SoS was developed.

It is understood that the system is “a collection of entities and their in-
terrelationships gathered together to form a whole greater than the sum of
the parts” [55] meaning that systems need to display emergent behavior.
According to Jamashidi [56], an SoS is a complex system that has complex
characteristics; its constituent systems are able to operate on their own in-
dependently and are able to manage their operations independently. The
SoS is geographically distributed and exhibits emergent behavior, nonlin-
earities, and evolutionary development process [57]. SoS comes from the
principle of systems engineering that states that the best way to solve a
complex issue is to break it down into smaller parts until eventually, we
arrive with a part that is small enough to understand it and model it ad-
equately. Subsequently, the overall system is assembled from these small
self-contained units to arrive with an SoS model. In an SoS, individual
constituent systems are highly interdependent and can have impacts on
each other that are difficult to predict and understand at a higher overar-
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Figure 2.2: An example of a high level view of system-of-systems of infrastruc-
ture systems.

ching level. SoS takes a more complex and holistic view of systems includ-
ing their organization, management, and social and policy aspects. These
multidimensional views with special consideration for interdependencies
drive SoS methodology’s use and popularity. A sample view of an SoS of
infrastructure and business systems is shown in fig. 2.2.

SoS methodology has been applied to plenty of fields to model vari-
ous processes and interdependencies between them. Keating et al. [58]
described the concept of SoS modeling in application to engineering man-
agement. They presented issues that can be dealt through applying SoS
approach, identified what the current developments are in the field, and
described the paths for future work, including design and development
issues that engineers face. They concluded that the crucial issue to SoS
use in engineering is the efficient methods for systems evaluation and evo-
lution. Jackson and Keys [59][60] applied the SoS concept to operational
research and outlined other attempts to do so. They focused on presenting
different methodologies to solving operational research problems and ex-
plained interrelationships between those, thus arriving at the SoS concept
application to the operational research field of study. SoS ideas have also
been applied to ecology [61], defense and military applications [62][63],
energy sustainability [64], and information systems science [65], among
others. Moreover, the SoS approach has been applied to model critical in-
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frastructure systems by Eusgeld et al. [46], since infrastructure systems are
highly interdependent and can be divided into individual units, which can
be modeled separately. In fig. 2.2, an example of a high-level view of how
SoS methodology can be used to combine different infrastructure systems
to model an SoS of interdependent infrastructure systems is shown.

To develop SoS simulations, distributed simulation frameworks are used
due to their natural conformity to SoS models. Distributed simulations con-
sist of smaller simulations that operate independently but are inherently
interdependent with one another and combined together to achieve the
final result. This situation corresponds to an SoS model, where the full
SoS consists of smaller systems that are, however, interdependent. Conse-
quently, HLA and distributed simulation technologies are used to simulate
SoS models. Already mentioned, Eusgeld, Nan, and Dietz [46] simulated
critical infrastructures using HLA and following SoS framework. Logan
and Theodoropoulos [66] applied distributed simulation approach to mul-
tiagent SoS simulations of agent-based individual systems. Georg et al. [67]
applied HLA framework to model power system control systems, protec-
tion systems, and their respective information and communication technol-
ogy systems.

SoS approaches have been used to study a wide range of subjects, and
the model is used to represent various systems. However, the actual im-
plementation of the model and application of the SoS concepts to actual
real-world scenarios are still subjects of ongoing research. Furthermore, the
SoS model development presents certain limitations. For example, defining
the manner of synchronization between individual systems is understud-
ied, especially in regard to infrastructure modeling. This ties with similar
concepts and issues in distributed simulation, where synchronization of
constituent simulations is a major field of research. Hence, one of our aims
was to investigate how the exchange between constituent systems of an
SoS model should happen to ensure the most accurate representation of
the real world in an SoS model simulation.

As evidenced by the above examples, SoS simulations are often devel-
oped with the use of distributed simulation frameworks such as HLA.
This has been done also in the context of infrastructure systems simula-
tion, where infrastructure systems are distributed across individual simu-
lations of infrastructures. However, venturing further, the idea of the SoS
modeling can be combined with the input–output model to derive a com-
bination of independently distributed input–output models that are inter-
dependent with each other. Such SoS would allow us to utilize and com-
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bine the power of distributed modeling, SoS, and input–output modeling
ideas. The notion of combining the above concepts to form an SoS of multi-
input–output models was at the heart of our study where we implemented
and applied such system’s simulation and investigated the issues involved
in the development of a multi-input–output SoS model.

2.4 simulation experiment

To predict the behavior of large-scale complex systems, it is increasingly
more prevalent to use simulation modeling, and especially computer sim-
ulation models [68]. This approach is especially useful in estimating the
impact of random discrete events that affect the systems. Consequently,
it becomes crucial to design simulations and develop models that these
simulations execute in an adequate way. Otherwise, the usefulness of the
results of a simulation might be limited or even insufficient, having con-
sidered the expected goals of the simulation experiment [69]. According to
Barton [70], designing an appropriate simulation experiment is concerned
with both ensuring that an adequate model is developed for the simulation,
as well as ensuring that appropriate parameters and data are supplied to
the simulation and extracted from the simulation.

Careful planning of a simulation experiment is important to ensure that
results of the simulation model are significant and fulfill the goals of the
experiment [71]. Simulation and modeling projects are usually constrained
by available resources, such as time and budget requirements. The develop-
ment of model and simulation often takes the majority of these resources
with subsequently very limited resources available for applying the model
to aid decision-making or to obtain insights about the system under simu-
lation. This can contribute to a mismatch between the kind of information
or decision support that can be produced by the simulation and the ex-
pectations of what the simulation would be able to produce and achieve.
To avoid such scenario, the range of decisions that the simulation model
will aid with and the types of results that are produced by the simulation
should be defined in advance and continuously updated and verified as
the models’ development and testing depends on this, and so does the
simulation design [72].

The design of a simulation experiment is affected by various factors.
These include the type of model used in the simulation, the type of ran-
domness that is introduced into the model, and how and what results to
interpret and extract from the model. Taking the above into account, Bar-
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ton identified the following five steps in the simulation experiment design.
These steps correspond to the classical scientific investigation steps of hy-
pothesis definition, planning and conducting the experiment, and testing
the hypothesis based on the experiment results. The five steps defined by
Barton [69] are listed below:

1. Defining the goals of the simulation experiment.

2. Identification of crucial variables and division of variables into inde-
pendent and dependent variables.

3. Selecting an appropriate probability model for the simulation model.

4. Choosing an experimental design.

5. Validating the properties of the design chosen.

The first step in the simulation experiment design is to define the goals
of the simulation experiment. The goals need to be clear from the begin-
ning of the development process and need to answer the questions of what
issue the simulation is helping to solve, and why the simulation experi-
ment is conducted. The goals need to be approved by stakeholders of the
experiment, and these goals serve as guidance for the development of the
model and simulation throughout the following steps.

In the second step, the variables of the simulation experiment need to
be defined. This means defining independent variables–the parameters of
the simulation experiment, which can be varied to affect and modify the
dependent variables–the results of the simulation experiment. The vari-
ables need to be identified before the simulation is executed. The indepen-
dent variables include factors, which are independent variables that will
be knowingly varied throughout the experiment to obtain a range of re-
sponses to the simulation experiment. On the other hand, there are fixed
independent variables, which will remain unaffected throughout the dura-
tion of the experiment. The dependent variables are defined and obtained
based on the goals and objectives of the study. These are the values that
need to be extracted from the simulation as results for the simulation to
fulfill its goals.

In the third step, the probability model for the simulation is selected. The
probability model is the hypothesized model of the results of the simula-
tion. The aim here is to estimate the outcome of the simulation in terms of
a probabilistic model and compare it with the simulation result in the next
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step in order to confirm the hypothesized model and extract the parame-
ters of the model. Furthermore, the stochastic elements of the model are
devised in this step, and their distributions are defined so that a range of
stochastic parameters of the model can be generated for each set of factors.

In the fourth step, the experiment design is created. This involves se-
lecting the number of distinct runs of the simulation, and the values of
factors are defined. The experiment designs include random designs, opti-
mal designs, combinatorial designs, and factorial designs. Of these, facto-
rial designs are especially popular, where each factor is tested with every
combination of other factors. This design also allows for the estimation
of cross-product terms of the simulation model. Factorial designs are the
most common type of experiment design; however, their disadvantage is a
large number of runs required to complete the factorial design, especially
when the number of factors is large and when stochasticity is present in
the model.

Finally, in step five, the properties of the design are validated. The sim-
ulation experiment is performed, and its response to the change of factors
is recorded. Subsequently, the properties of the design of the simulation
experiment are validated. This is done by checking whether factors of the
simulation have a significant impact on the dependent variables. To per-
form this process, a statistical test, such as analysis of variance or covari-
ance (ANOVA or ANCOVA) [73], is performed on the results of the exper-
iment. If not, the simulation experiment might need to be redesigned, or
the number of runs needs to be increased. It is also possible that indepen-
dent variables do not have a significant impact on the dependent variables,
contrary to what had been expected. Possibly, also, the set of factors that
are tested and included in the model needs to be decreased and readjusted.

The above steps are executed to perform a traditional canonical simula-
tion experiment. There are, however, several challenges that we face with
the above process. These include especially the SoS simulation models,
which are themselves operated as a series of tasks and so are prone to a lot
of randomness being introduced into them. Thus, SoS models often oper-
ate with stochastic parameters, and as such, the runs need to be repeated
with varying parameters to preserve this. In the experiment design step,
the stochastic behavior of the model needs to be captured. This is done by
identifying points were stochasticity in the SoS simulation model occurs.
Their behavior is then described with random value generators following
certain distributions. This randomness and its introduction to the experi-
ment is a significant challenge to designing the model, executing it in a
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simulation experiment, and subsequently to validating and interpreting
the results [74]. SoS simulations are especially prone to these challenges
since, in SoS simulations, stochasticity is very common.

In the context of this study, the stochasticity of a simulation is crucial. In-
frastructure systems, businesses, and households exhibit stochastic behav-
ior and randomness in their utilization of resources. Consequently, these
constituent systems have stochasticity introduced to many of its compo-
nents. This stochasticity leads to different results for each simulation run
even when the simulation is run with the same set of factors. Thus, we need
to perform the simulation a certain amount of times to obtain the distribu-
tion of dependent variables for a given combination of factors considering
the stochasticity of the simulation model itself. The main challenge in de-
signing the simulation experiment then becomes to designate the number
of runs that are required to obtain the accurate distribution of results. The
greater the number of runs, the more accurate the distribution of results we
are able to obtain. However, at the same time, there is a trade-off between
the number of runs and the time to run the simulation. As each run of the
simulation increases the computational burden of the simulation and takes
time, the larger the number of runs, the longer the execution of these runs
will take.

Depending on what information about the results needs to be extracted,
it can take a widely varying number of runs. Obtaining the mean of dis-
tribution requires less runs than obtaining its variance, and this requires
fewer runs than obtaining the distributions’ accurate shape. In the context
of resilience and disruption research, we are particularly interested in find-
ing the extreme values and tails of such distributions, which might take
an even larger number of runs and is difficult to estimate. Bootstrapping
methods [74] are often used to estimate tails of these resulting distribu-
tions.

According to Bagdatli et al. [74], the best approach to tackle a scenario in
which stochasticity is present in the simulation model, is to run the model
a certain limited number of repetitions for each combination of input fac-
tors and estimate the required number of repetitions for each input factor
combination from this. Their recommended number of repetitions, with
random seeds for each run, is 10 to 30. This can then be used using boot-
strapping or statistical testing methods to arrive with the required number
of repetitions for all input factor combinations. It is also possible that cer-
tain subsets of combinations of input factors require a different number of
runs than others. This issue of stochasticity present in the model is one of
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the major challenges in the simulation experiment design of SoS simula-
tions.

Another major challenge in designing simulation experiments involving
an SoS model is the analysis of results. Due to stochasticity present in the
model itself, the obtained results are themselves distributions. Since the
SoS model is non-deterministic, its performance cannot be predicted ex-
actly; only distributions of this performance can be derived. Consequently,
contrary to traditional models, in the case of SoS models, we can predict
the range of performance and infer trends and relationships regarding the
performance, rather than perfectly estimating individual metrics as is the
case in traditional physical models. This poses additional challenges. Since
we now look at the aggregation of several runs, it is difficult to apply tra-
ditional data analysis methods. Another challenge is the huge quantity
of data that can be collected about the system, especially if the dynamic
behavior and state transitions of the SoS are of interest.

To address these challenges, visual representation and analytics of the
data is used. This allows seeing crucial trends and changes in the system
due to input factors without necessarily considering the specific values
of resulting parameters, which themselves might be of little significance.
Visual analytics is concerned with allowing an analysis of and reasoning
about big data sets which describe complex behavior [75]. Using interac-
tive visual tools that are linked with each other can be helpful to analyze
behavior and to showcase the outcome of a stochastic simulation model.
Hence, using ample visualizations is the key to presenting how a stochas-
tic system-of-systems simulation is affected by different input parameters,
and what the SoS’s response to these is.

2.5 main challenges stemming from the critical review

There exist several challenges in the field of modeling disruptions to and in-
terdependencies between infrastructures, businesses, and households that
were outlined in this chapter. These focus around challenges to input–output
modeling, distributed simulations, SoS modeling, and simulation exper-
iment modeling. First, input–output modeling has been used to model
infrastructure systems successfully in the past. However, the primary chal-
lenge remains: how to combine households and businesses with infrastruc-
ture systems into a single model. Furthermore, a dynamic model of infras-
tructures, businesses, and households has not been attempted, nor analysis
of the systems under such a model to estimate the system’s resilience. Sec-
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ond, distributed simulations have been used to simulate various entities
including infrastructure systems. However, the impact of time granularity
of exchange of information between constituent simulations has not been
studied in depth, especially in the context of simulations of infrastructure
systems, businesses, and households. Third, SoS models have been applied
to various fields including infrastructure systems. However, the synchro-
nization of constituent systems and combination of input–output model-
ing and SoS approach in the context of modeling infrastructure systems
have not been attempted, and are understudied. Fourth, the simulation ex-
periments on SoS models have been attempted in a wide range of fields
including infrastructure modeling. However, there remains still a lot of
room for improvement in interpreting and presenting the results of these
experiments in a meaningful way. The challenges mentioned here are iden-
tified as the crucial aspects of delivering a robust simulation model of
interdependencies of infrastructure systems, households, and businesses;
and their impact on disruption propagation. It is therefore the aim of this
study to tackle these challenges.

2.6 structure of the thesis

This study is taking up the challenges to modeling interdependencies of
infrastructure systems, businesses, and households and their impact on
disruptions outlined in the preceding paragraph. Chapter 2 provides an
in-depth review of key founding ideas and streams of research that we
incorporated in our work. It describes: (1) the input–output model that
we utilize to model businesses, households, and infrastructure systems;
(2) distributed simulation frameworks that we utilize to combine differ-
ent individual infrastructure system models; (3) SoS approach where var-
ious systems are combined together and this approach’s challenges of
synchronization and interoperability; (4) major challenges in designing
simulation experiments especially when SoS simulations are considered.
The rest of this thesis is structured in the following way. In chapter 3, a
multi-input–output framework for modeling interdependencies between
infrastructure systems, households, and businesses, and their impact on
resilience is presented. In chapter 4, the issue of time granularity of syn-
chronization of constituent systems of a SoS model is tackled. In chapter 5,
an application of the modeling framework to an actual geographical area is
described. Also, a workflow for the application of the model is presented,
which would allow for the application of the model to any other area. Fi-
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Analysis and review of key founding papers on the subject 
of infrastructure systems modeling.

Framework for modeling interdependencies between 
infrastructure systems, households and businesses; and 

their impact on resilience. 

Analysis of time granularity of synchronization of 
interdependent systems.

Workflow for application of the modeling framework to an 
actual geographical area with an example

Figure 2.3: Outline and the guiding concept of the thesis.

nally, in chapter 6, synthesis, conclusions, and discussion of our study are
presented, and some ideas for future research developments are outlined.
The outline of this thesis is presented in fig. 2.3 for reference.
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A F R A M E W O R K F O R M O D E L I N G
I N T E R D E P E N D E N C I E S A M O N G H O U S E H O L D S ,
B U S I N E S S E S , A N D I N F R A S T R U C T U R E S Y S T E M S ; A N D
T H E I R R E S P O N S E T O D I S R U P T I O N S 1

It is still an unending source of surprise for me how a
few scribbles on a blackboard or on a piece of paper
can change the course of human affairs.

— Stanisław Ulam

This chapter is based on and includes work submitted for publication in
Reliability Engineering & System Safety.

3.1 introduction

Urban systems of infrastructure, businesses, and households are constantly
expanding and evolving. An increasing amount of human activity is cen-
tered around cities, which causes populations to gravitate toward them.
Consequently, the number of large cities is growing rapidly [76]. The num-
ber of megacities, that is cities with population of over 10 million inhabi-
tants, is expected to increase by 32% over the next 14 years [1]. As urban-
ization advances, related entities become more prevalent and involved in
shaping humans, businesses, infrastructure, and government interactions.
This has several implications for urban systems. First, the impact of similar
disruptions is heightened because a higher concentration of entities within
a city is associated with a greater degree of damage that arises from dis-
ruptions of the same magnitude. “Disruption” is defined here as an un-
expected, undesirable disturbance that negatively influences a system, or

1 This chapter is based on the following publications:

1. Dubaniowski, M. I. Heinimann, H. R. A framework for modeling interdependencies
among households, businesses, and infrastructure systems; and their response to dis-
ruptions. Reliability Engineering & System Safety, Submitted (2019).

2. Dubaniowski, M. I. Heinimann, H. R. A framework modeling flows of goods and services
between businesses, households, and infrastructure systems in Resilience The 2nd International
Workshop on Modelling of Physical, Economic and Social Systems for Resilience Assessment :
14-16 December 2017, Ispra I (Publications Office of the European Union, 2017), 182.

27
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any, or several of its components. Second, the flow of goods and services
between businesses and households is continuously increasing. These en-
tities require access to various goods, services, and infrastructure systems
if they are to survive and perform even the most basic functions. Third,
recent approaches in cybernetics refer to cities as organisms that combine
businesses, households, and infrastructure, all of which are becoming more
involved and interdependent [77][3] due to technological advancements
and the greater complexity of production processes [4] [2].

This rapid urbanization and increasing dependence on urban systems
present issues that are vital to inhabitants of cities. For example, the extent
of the damage caused by similarly sized, simultaneous, disruptions can be
larger for cities with higher densities. Furthermore, the flow of goods and
services depends upon the unique profiles of households and businesses.
These profiles can become more flexible and change frequently in response
to factors that then lead to dynamic changes for urban metabolism. Realiz-
ing and modeling the behavior of socio-economic units within the context
of infrastructure is a major challenge for societies, businesses, and govern-
ments. Therefore, it is crucial that we gain more knowledge about these
interdependencies, their fluctuations, and their impact on such systems.

The objective of our study was to address the need for understanding
the interdependencies among businesses, households, and infrastructure
systems; as well as how they affect reactions to various disruptions. Our
aims were to (1) develop an agent that represents a business or a household
by mimicking the process of transforming a set of supplied goods and
services into a set of output goods and services, (2) devise a network of
these agents that is dynamically self-organizing under a disruption based
on varying costs of resources throughout the network, and (3) to introduce
disruptions to these systems and then investigate how that might influence
performance. Follow-up experiments allowed us to evaluate the feasibility
of our model for assessing disruption-related changes in performance by
networks. Our ultimate goal was to improve the ability of planners and
managers to prepare for system failures by recognizing which types of
disruptions are most threatening and could have the most severe impact
on a system of interest.

The resilience of infrastructure and economic communities is quickly be-
coming a vital feature of urban systems. Historically, risk management was
the primary approach taken for predicting and dealing with disruptions in
such settings. However, new scenarios have arisen for which the concept of
risk management is less feasible. For increasingly interdependent systems,
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we cannot predict disruptions and their impacts as accurately as was done
previously. Conventional approaches to risk management often overlook
unexpected, system-wide threats and are not concerned as much with sys-
tem recovery. In fact, employing risk-based protocols can be costly and in-
effective against sudden disruption-generating events [7][6][78]. Such dis-
ruptions can take various forms, from carefully planned attacks to natural
disasters. In highly interconnected societies, even a small disruption to one
part of one system can propagate and generate extremely negative conse-
quences for other systems [79]. As a result, shocks to a system become
more frequent and more detrimental to households and businesses [80].
Hence, the concept of resilience, originating in a system’s resistance to and
recovery from severe or unexpected disruptions, is now the defining char-
acteristic of urban systems and is also being introduced and applied to
other fields of research [2].

Contingency plans and response scenarios can make systems more re-
silient. However, having a better understanding of a disrupted system can
aid in estimating disruption related costs. The process of recovering can
also be modeled and illuminated by examining how a system might adapt.
To model these unexpected disruptions, one must consider the following
factors: (1) behavior of businesses and households that mimics their inter-
actions with infrastructure systems, and (2) dynamically variable interde-
pendencies among those interacting components.

Several streams of research have described the recovery and response
of infrastructure to disruptions [81]. Those efforts include a focus on mod-
eling individual systems for electrical power [82][83], water supplies [84],
or transportation [85]. Another stream [86][87] is devoted to simulating
various interdependencies, including agent-based models [88][89][90] and
system-of-systems (SoS) approaches [46]. Although input–output models
can be used to describe interdependencies among infrastructure systems
[91][30][31][92], none of these streams accounts for the interactions of in-
frastructure with business and household agents, which would help pro-
vide insight into differences in vulnerabilities between population groups,
an opportunity overlooked in regional models [93]. These include varia-
tions in the impact of and response to disruptions based on income level,
health status, or type of business. For example, households that contain dis-
abled and low-income members respond differently to disruptions when
compared with households made up of fully healthy persons or those with
high incomes. Similarly, retail stores are affected differently to a restaurant
when a power outage occurs.
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Interdependent networks of infrastructure as well as individual infras-
tructure systems have been analyzed within the context of graph theory.
The connectiveness of such graphs and other topological properties of
these graphs also have been analyzed. These measures can be used to
understand vulnerabilities within infrastructure system networks such as
electric grids [94][95] or urban street networks [96]. However, these mathe-
matical methods do not consider the costs of producing resources, or any
interactions among various interdependent infrastructure networks, busi-
nesses, and households during that production phase, as well as the dy-
namic nature of disruptions.

In looking at the internal workings of businesses and households, the
input–output model developed by Leontief [97] has long been used to il-
lustrate their behavior [27][14]. However, that type of model has not been
applied to simulate such interactions within an SoS setting. Instead, other
models of household and business behavior have incorporated more in-
sight into their internal social organizations, rather than relying upon the
effects of external production, as would be the case in the input–output
model [98][99]. In modeling disruptions to systems, researchers have ex-
amined the impact on supply-chain networks and developed useful frame-
works [100][101][102]. Disruptions to the infrastructure have been analyzed
with water supplies [103] and healthcare services [104].

3.2 model specification

We developed an agent-based network that formed an SoS for the flow
of goods and services among all of those agents. This flow was meant to
represent the relationships and interdependencies among different actors
within a society. The system-of-systems reflects the multitude of different
independent infrastructure systems included in one simulation that in-
volves businesses and households, i.e., socio-economic systems. Examples
of an infrastructure system would be power grids, water or gas supplies,
transportation, or telecommunications.

Our specifications called for a conceptual model that could simulate the
flows of resources throughout a network of socio-economic agents and in-
frastructure systems. The new framework and its components consisted of
agents and internal working mechanisms of the network. It also included
means by which one could generate network disruptions and identify the
factors possibly responsible. Furthermore, the framework featured a coor-
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dination system that managed resource flows among the various network
agents.

In our model all resources including infrastructure, production, busi-
ness and household resources are introduced or produced by agents, with
agents being joined together to form networks. Agents are linked together
under this model with infrastructure links that provide means for transfer
of resources between the agents. This results in interdependencies in the
system being represented in two ways: (1) through infrastructure links; (2)
through matrices of technical coefficients within agents.

The comparison of our proposed approach with an existing model is
shown in fig. 3.1. For our model, interdependencies among infrastructure
systems were manifested through households and businesses, with the
latter also providing infrastructure. Thus, infrastructure is represented by
both the infrastructure network and the business agents that ensure pro-
duction of the resource delivered through the infrastructure network. In
the existing approach, interdependencies were defined between each pair
of infrastructure systems, which themselves operated independently. In
our model, the dependencies among socio-economic units included combi-
nations of resources from various infrastructure systems that would then
be used to produce other resources.

For example, to provide water, the supply company represented by an
agent required electrical energy, petrol, gas, transportation and mainte-
nance equipment (capital goods), and consumer goods that their employ-
ees might consume at work. The producer distributed the water through a
supply network connected to that company agent. If, due to some adverse
conditions, the energy supply to that company became more expensive,
the cost to provide water would increase. This effect was then propagated
throughout the entire water network connected to the supplier company
agent, thereby influencing all of the following agents that were dependent
on the water supply from this source. These included the agent for the
power company, which needed water to generate electricity. Increasing the
cost of water sent to the power supply agent increased the price of electric-
ity even further, again leading to a propagation of that effect through the
network to other household and business agents. Therefore, we observed
a feedback loop representing the interdependency of these two systems.
Moreover, the increasing costs seen by both households and other busi-
nesses that received those essential sources resulted in higher prices for
the resources produced or consumed by those household and business
agents.
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3.2.1 Conceptual framework

Our network of agents corresponded to households or businesses that ex-
changed goods and services through infrastructure links that represented
flows through an infrastructure system. Those agents could produce as
well as consume the resources. This production process entailed a set
of inputs being transformed into a set of outputs. The steps that could
be performed were defined uniquely for each agent, who then took in-
puts from the network and converted them into outputs that would sat-
isfy the demand for goods and services by another agent. This transfer
and exchange from one agent to the next was accomplished over a net-
work of infrastructure systems that corresponded to physical and socio-
technical links between agents. They included roads, telecommunication
lines, pipelines, power grids, and similar components. The infrastructure
links corresponded to the edges of the agent network. Each edge was as-
sociated with a cost vector that specified transportation costs per unit for
each resource over that edge.

The disruptions introduced here were stochastically modeled as discrete
events. We used different methods depending upon whether we wanted to
simulate a disruption to a production process, an infrastructure system, or
the external demand of the entire system. Agents were connected through
infrastructure links that coordinated the flow of goods and services with
a pricing mechanism that governed how and where resources moved, and,
effectively, where production occurred. The aim was to minimize the over-
all costs of satisfying total demand from the system. Simulation of the
model was dynamic and ran in discrete timesteps that constantly adjusted
to any possible disruptions introduced to the system.

The conceptual framework is shown in fig. 3.2. Agents exchanged goods
and services through edges that were responsible for resource flow be-
tween agents, based on a pricing mechanism to minimize costs. Those
edges corresponded to network components, e.g., power grids, transporta-
tion, water supply, and telecommunications connections. Disruptions were
generated and introduced at various points within the SoS. Emergent be-
havior was observed under various disruptions, during which agents could
perform different functions based on their unique advantages relative to
other agents post-disruption. Together, the network of agents, coordination
mechanism, and disruption generator formed a system that dynamically
reorganized and coordinated the network under a disruption. The SoS was
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Figure 3.2: Conceptual framework of business/household agents interacting
with infrastructure systems while facing disruptions. Network of
agents exchange goods and services through links. Both agents and
links could be interrupted by disruption generators.

able to model interdependent responses to disruptions that individual sys-
tems, if simulated separately, might have failed to capture.

Our new model assumed that socio-economic agents and infrastructure
system links behaved linearly at each timestep in the simulation. This
served as a fair approximation of the real world where, in the absence
of any major disruptions, infrastructure systems and businesses would op-
erate similarly at any given time. Even though our model was linear in
the way that socio-economic agents, infrastructure systems, and a coordi-
nation mechanism were based on pricing, the disruption generators were
intended to be non-deterministic and to reflect the non-linearity of the en-
tire SoS under a disruption or due to passage of time. Those generators
represented dynamic changes to both infrastructure system links and the
internal workings of the socio-economic agents. Their disruptions were
non-deterministic, periodic, or one-time events; recoverable or not; and
could have negative or even positive impacts on the components of the
system that they disrupted. Despite the linearity of socio-economic agents
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and the coordination mechanism itself, the overall model was non-linear
due to the introduction of random and non-deterministic disruptions.

The linearity within short timeframes is a fair assumption. Approximat-
ing production with a linear model is adequate since the demands and
production of a society in a short time window to a large extent exhibits
linear behavior and can be described with a linear model. Throughout
the day there are several periods, which are characterized by a particu-
lar linear relationship such as in the morning, where commuters travel to
work, and companies do not operate yet, and throughout the day where
most businesses operate at full capacity. These periods can be approxi-
mated with a linear model each. At the time granularity, where the time
window we propose to be 15 minutes, the linearity assumption is valid.
The production processes within such time window can be approximated
and characterized by a linear model. The time granularity can be adjusted
accordingly depending on the proposed disruption generation patterns.
For shorter disruptions, the time granularity would need to be decreased
adequately, strengthening the linearity approximation of the model even
further. There exists also a tradeoff between time granularity and speed of
the simulation, which needs to be considered when applying the model.
The combination of linear and non-linear model is a natural consequence
of the immense complexity inherent in modeling infrastructure systems,
businesses, and households; and the need to introduce non-linear events
such as disruptions into these models. The interdependencies between in-
frastructure systems and businesses in a given instance can be approxi-
mated with linear models, while introduction of disruptions, which are
non-linear, is achieved through altering these linear models between sub-
sequent timesteps. This overall set up presents a good approximation of
the real world, where linear relationships are good approximations at cer-
tain low time granularities. These are, however, disturbed by random, non-
linear stochastic processes, which need to be registered by the simulation
model.

3.2.2 Agent specification

We defined a socio-economic agent as a single unit – business or house-
hold – that manifested economic activity in terms of goods and services
produced or consumed by that agent. As such, it was the smallest unit in
the SoS model.



36 multi input-output model of interdependencies

Reflecting real-world conditions, an agent took in a set of inputs (ex-
ternal supply) and produced a set of outputs (external demand) through
a prescribed process. The agent’s behavior was primarily defined by that
external demand together with the final consumer-demand vector. The pro-
duction process was modeled by a technology matrix [97][21] to determine
what quantities of which resources were needed to produce a single unit
of another resource. Thus, it served as the “brain” of an agent. This pro-
cess, as well as the agent, could also supply resources to itself (fig. 3.3). For
example, an intermediate step might require a resource produced by the
agent that was then used in the final step by the same agent. Some agents
also had the capacity to introduce raw materials through a provider com-
ponent. The costs associated with supplying each resource could differ
among agents according to different price levels. Finally, the agent was
connected to a final consumer-demand vector that represented the sink, or
ultimate consuming capacity, of the system. This vector was used to show
which resources an agent consumed without producing anything in return.
Such consumer agents simulated the overall, aggregate external demand of
the entire SoS. The difference between external demand and final demand
from the agent’s point of view was irrelevant; both were combined to form
the total demand from the agent. However, in terms of the entire network,
their purposes differed. Similarly, the provider of raw materials and the ex-
ternal supply were uniform from the agent’s perspective. However, from
the network’s perspective, they corresponded to different functions and
properties, as clearly demonstrated in fig. 3.3.

3.2.2.1 Production process

The production process was represented according to the technology ma-
trix originally suggested by Leontief [97] and elaborated upon by Lin and
Polenske [27] and Albino, Izzo, and Kühtz [105]. This matrix described the
quantities of each resource needed to produce a single unit of another re-
source. Those inputs were transformed into outputs based on the matrix
entries (example shown in table 3.1). An agent could perform a production
process by utilizing its technology matrix, or conduct other tasks to satisfy
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Figure 3.3: Functionality of household/business agent (signified by circle on di-
agram) that receives input resources from preceding agents (exter-
nal supply) and performs production processes on these resources
to satisfy demand by next agents (external demand). Agent can also
introduce raw materials and be final consumer through interfaces
with provider and demand vector, or can also serve as through-
transportation link, conveying resources to subsequent agents with-
out performing production processes.
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its external demand. The following formulae were used with this matrix
to determine the cost and amount of each necessary resource:

X = AX + D (3.1)

(I−A)X = D (3.2)

X = (I−A)−1D (3.3)

S = X−D (3.4)

Where, S represents the supply (all inputs) to a production process, X is
the production vector (i.e., the sum of all inputs and external outputs), A
is the matrix of technical coefficients, (I−A) is the technology matrix [21],
(I−A)−1 is calculated as Leontief’s inverse technology matrix [21], and D
represents the external demand (outputs) of the process. More elaborate
explanation of Leontief’s model is presented in chapter 2.

Solving these equations for the process used by each agent, as well as
the specified level of external demand for each agent, allowed us to iden-
tify which inputs and resources must be supplied to each agent to satisfy
production demands at the lowest cost. For agents not connected to the
final consumer-demand vector, the technology matrix was the most impor-
tant component for an individual agent because it could be manipulated
or replaced throughout the simulation either to show dynamic changes in
production processes or demonstrate processes undergoing periodic varia-
tions or disruptions.

3.2.3 Disruptions to the system

The model described in this paper was designed to help predict the effects
of disruptions on a system, as well as to predict its recovery afterward. As
such, disruption generation was integral to the model. Recovery and re-
sponse differed according to how and where a disruption occurred, such
as when introduced to production processes or infrastructure system links.
Moreover, demands from the system could change drastically, thus ini-
tiating a disruption. Real-world disruptions translate into corresponding
disruption representations in our model (fig. 3.4).

A disruption in our model was designed to be non-deterministic and
random, thereby influencing the workings of the system. In particular, it
could affect the production process(es) of an agent(s), the infrastructure
system network, demand from the system, or any combination of these. It
was generated according to certain governing criteria. In the real world, dis-
ruptions correspond to natural or man-made hazards that occur within a
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system. They can include earthquakes, hurricanes, terrorist attacks, or cas-
cading equipment malfunctions. Here, such disruptions followed a stochas-
tic process and were introduced as a discrete event that might then either
progress or retract, depending upon the intended nature of the disruption.
The system responded to the onset of a disruption by adjusting its inter-
nal workings, thus resisting the challenge. Resources were then redirected
in accordance with the coordination mechanism due to changes in pro-
duction, transportation, or demand caused by the disruption. A resilient
system was considered one that could sustain a wide range of disruptions
at a reasonable cost. In contrast, a system lacking resilience would crash or
incur high costs. One purpose for our model was to assess this degree of
resilience. Systems with high resilience would incur small increases of sup-
ply curve for a wide range of disruptions, while less resilience would suf-
fer higher increase. This process would allow us to compare two or more
systems in terms of their resilience. The ones with the highest increase of
supply on average being the least resilient.

As illustrated in fig. 3.4 and fig. 3.5, disruptions due to failures in produc-
tion processes could include broken machinery (business or manufacturer)
or a faulty water faucet (household). This required changes in the relevant
fields of the technology matrix. Consequently, the need might increase for
some resources that were necessary to produce another resource (here de-
picted as a change in a column of the technology matrix). Alternatively,
this could mean an enhanced demand for the same resource regardless of
what was being produced (i.e., a change in a row of the matrix).

Introducing a disruption that would vary the production process’s tech-
nology matrix required a thorough knowledge of that process itself. For
example, a particular type of disruption might develop or certain fields
within the matrix for each agent might be coupled and then be involved in
the same kind of disruption.

Disruptions could also affect various aspects of infrastructure, e.g., a
transportation system that experienced cuts to power lines, or failures in
telecommunications links or in the process of delivering resources. These
possibilities were represented in our system by removing or decreasing the
capacity of links between agents, or by increasing the cost of transporting
certain resources over a particular link. Such failures could induce a rise in
the cost of resource distribution or, in extreme cases, a complete failure to
deliver goods and services demanded by an agent. In particular, any failure
introduced to edges, i.e., links between agents, could result in higher costs
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Figure 3.5: Types of disruptions: agent within production process (1), infrastruc-
ture links between agents (2), or unexpected (extreme) changes in
final consumer demand (3).

or a total inability to deliver specific goods unless that link had not been
utilized prior to the disruption.

Dynamic changes in agent demands, or the sudden need for a large
quantity of one resource type, could also disrupt a system, thereby increas-
ing the cost of that resource or even causing a system failure. Before apply-
ing the generator for any of these types of disruptions, the modeler had to
understand how those infrastructure systems were linked together, which
of those links were likely to fail simultaneously, how patterns of demand
were shaped, and which resources an end-user might want to consume,
and are the most critical.

Disruptions in the model were introduced through a random generator
that followed specific principles depending upon the type of event it was
mimicking. Various generators could model different events and affect dif-
ferent components of the system. Those generators were non-deterministic
and followed processes meant to add randomness and non-linearity to the
model. They could also include any possible description of the recovery
process, which then alleviated the impact of that disruption based on pre-
scribed principles that followed a stochastic process.
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3.2.4 Coordination mechanism based on pricing

The coordination and allocation of resources between agents was based on
resource prices, which were computed according to the costs to produce
(CP) and transport (CT) both intermediary and raw materials that were
inserted by providers into the system through agent interfaces. Each trans-
portation link within an infrastructure system had a cost associated with
each resource that could be moved via that link. For our model, the agent
selected individual suppliers in a way that reduced the cost of producing
each resource. This then minimized the overall cost of satisfying the final
consumption demands of the system, and helped us calculate the costs
incurred for various quantities of resources by different agents, as shown
below, eq. (3.5):

Productioncost = CP + CT (3.5)

When implemented, the model derived the distribution of production
costs among agents, which could then be aggregated and averaged across
all of the resources produced to render a supply curve for the entire sys-
tem. “Demand” represented the willingness of a consumer to pay for a
given resource. A demand curve was obtained for the entire system by
aggregating the willingness-to-pay data across all consumers and all re-
sources, which then indicated the overall distribution of consumers’ will-
ingness. By overlaying these two curves (fig. 3.6), we can identify the point
of equilibrium for producing resources in terms of quantity and price. Our
proposed model then allowed us to shape the supply curve by varying the
final consumer demands in the simulation. By manipulating the quantity
of final resources produced by each consumer agent we shaped the distri-
bution of production costs across different final consumers, thus obtaining
the supply curve for the system. However, our model did not enable the
derivation of the demand curve.

3.2.5 Implementation of the system

The simulation was developed in Python 3.5.0, and was run and evaluated
under Anaconda 2.4.0 Python distribution [106] on the Mac OS Yosemite
10.10.5 operating system. This network simulation and implementation
was supported by the igraph library, version 0.7.1 [107]. Linear algebra op-
erations were performed using the numpy library, version 1.10.1 [108]. The
networks were stored in the Graph Modelling Language format. Results
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Figure 3.6: Demand curve represents distribution of willingness by consumers
to pay for resources. Supply curve represents assignment of produc-
tion costs across consumer agents. Production costs correspond to
transportation cost for intermediate resources (CT) + cost to obtain
intermediate resources (CP). In proposed model, supply curve can
be derived, and overlaid with demand curve to identify equilibrium
of system in terms of quantity and price of resources.

were displayed with an interfacing web page developed in JavaScript and
HTML, using the CanvasJS library [109] to visualize the flows of goods and
services and changes in costs in the form of dynamic bar charts.

System development followed the complementary modules presented
above. For example, the pricing mechanism selected incoming edges with
the lowest costs for resource delivery while the production process was
solved using linear algebra libraries to define the required inputs to the
agent based on required outputs and costs associated with resource pro-
duction. Those costs were then dispersed to the outgoing edges. For an
individual agent, interfaces were arranged between the providers of raw
materials and the final consumer-demand vector, all of which could be
easily adjusted. Disruption generators followed a stochastic process that
changed technology matrices, edge parameters, and final consumer de-
mands accordingly to simulate those interruptions.

This system was evaluated under different network topologies and var-
ious agent parameters with several disruption simulators. It was initially
tested with an extremely small network size of only three nodes that ex-
changed only three types of resources and ignored the capacity of the links.
This sample system is shown on fig. 3.7 with clearly marked matrices of
technical coefficients, transport cost vectors, a provider of raw materials,
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Figure 3.7: Initial validation of model. Sample system consists of 3 nodes con-
nected with 3 links transferring 3 types of resources. Transportation
cost vectors are shown in small tables on the figure. Matrices of tech-
nical coefficients appear next to nodes. One agent is connected to
final consumer demand; another, to provider of raw materials.

and a final consumer demand vector. Under such a scenario, the system
distributed resources as expected, i.e., in line with the price mechanism.
There, resource R3 was to be produced by agent A3, and R2 by A2. This
was exactly how the system did perform. Resource R1 was introduced as
raw material to A1. Similarly, resource R2 could have been introduced as
raw material to A1, but it was more efficiently produced by A2. Because
the system reflected this as expected, it passed this simple validation. The
response to basic disruptions by such a small system was also analyzed
after introducing a disruption scenario (full break within link T2 and an
increase in matrix values for A1 in fig. 3.7). It also involved randomly gen-
erated disruptions. The system again performed as expected, decreasing
in performance when disruptions were introduced correspondingly to the
perceived severity of disruption, and recovering when disruptions were
subsequently removed. Moreover, the system could be easily integrated
with various disruption generators. Likewise, the providers of external raw
materials and models of final consumer demand were easily integrated
into the system with a clear interface.

For slightly larger systems, such as the system under investigation, the
outcome could not always be so easily identified analytically. Consequently,
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we conducted a limited validation that tested whether the allocation of re-
sources and the path that these resources followed throughout the network
was indeed optimal. For this, the system passed the validation. However,
for larger systems and random, non-deterministic components and disrup-
tions, it would have been impossible to perform conclusive testing because,
except for extreme cases (e.g., intentional breakdown of the system) where
SoS-wide expectations and measures of performance would be clear, we
could only broadly define the expected outcome here. The difficulty of
validating and testing an SoS might be attributable to trouble associated
with assessing expectations, and the metrics of those expectations, for the
system. Even when they can be defined, such testing can be difficult in
a conventional sense [110]. Likewise, in this case, the theoretical outcome
of disruptions was not known beforehand because the very purpose of
the simulation was to assess that outcome. If that result had been easy to
obtain prior to the disruption, then the SoS simulation would have been re-
dundant. Hence, validating the system under larger test-case scenarios was
performed qualitatively, based on whether a more-complex system would
respond to disruptions in a similar fashion to the very small scenarios of
just three nodes.

3.3 simulation experiment

We designed and ran a 3x3 factorial simulation experiment to explore the
validity of our model. The consequences of predefined disruptions were
assessed using cost as the main measure of performance.

3.3.1 System under investigation

As proof of concept, we developed a small-scale simulation of this pro-
posed model applied to an abstract geographic area that represented a
single block of streets in an urban setting (fig. 3.8). This area incorporated
a network of household and business agents connected by links through in-
frastructure systems. Those links supported the transportation of resources
between agents that then performed production processes. By assigning
parameters to each component of the system, we defined a technology ma-
trix corresponding to a production process for each agent. This network
also included transportation cost vectors for each link. After establishing
the raw-material providers and final consumer-demand vectors, we gen-
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erated disruption scenarios to simulate how system performance might
change under such circumstances.

The network comprised 14 agents, i.e., eight for households and six for
businesses, that might be found within one block in a certain urban neigh-
borhood (fig. 3.9). The role of each agent was to represent particular type
or types of businesses or household in the particular location. The business
agents either were individual companies or else they aggregated several,
multi-functional businesses in the same location, the latter type serving as
a single simulation agent. For each location the household agents repre-
sented units with unique population characteristics, differentiated by in-
come level. Agents exchanged resources with each other through 16 edges
that stood for the infrastructure links between those households and busi-
nesses. The system simulated the exchange, transportation, and produc-
tion of six different resources: electrical power, water, gas, petrol, capital
goods, and consumer goods/services. These resources were selected as
the most important to urban areas and covering as many infrastructures
a possible to ensure the widest coverage of interdependencies between in-
frastructures and socioeconomic units. Electrical power is vital to almost
all production processes and to survival of households that need electricity
to operate technology and to perform all tasks. Water is likewise crucial to
survival of cities, where cities cannot last longer than few days when water
supply is restricted. Similarly, gas and petrol are crucial to transportation
and many business processes, as well as heating of households. Consumer
and capital goods represent the products of businesses that are consumed
primarily by households or businesses respectively. Consumer and capital
goods are at the heart of modeling interdependencies of businesses, house-
holds and infrastructure systems.

In the network, two agents were attached to the providers of raw ma-
terials, thus allowing us to introduce new resources without undergoing
another production process. Those resources were capital goods and petrol
(agent A0); and water, gas, and electrical power (agent A1). Nine agents
(A5-A13) were connected to the final consumer-demand vectors. They in-
cluded eight for households and one for a business (i.e., company). All 13

agents were also permitted to produce certain resources as necessary. The
rules for generating output resources, based on input resources, are listed
in table 3.1, as they applied to a single agent (A2), while the various spec-
ifications of roles for these agents are displayed in table 3.2. Table 3.1 is
just an example, full specification of all matrices of technical coefficients is
presented in appendix A. These specifications are based on agents’ roles as
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can be seen from fig. 3.9. Consequently, matrices of technical coefficients
differed among agents. These matrices were devised to reflect a real-world
concept that the production of most resources involves a relatively large
quantity of one resource and smaller quantities of other resources (cf., ta-
ble 3.1). The actual numerical values are secondary to the outcome of this
study, the relative magnitude of values is important and the change of
these values, when a disruption is introduced. The matrices reflect produc-
tion of resources as per fig. 3.9, where certain agents produce goods utiliz-
ing other goods, and certain agents just consume them. These follow the
principle that most production utilizes primarily one resource with some
additional inputs from other resources. Example of a matrix of technical
coefficients constructed from fig. 3.9 following these principles is shown
in table 3.1. Some households were also able to produce certain goods as
is normal due to domestic workers or household production. Each link in
the system was assigned a vector to define its associated transportation
cost and capacity. This was also done with the principle that commercial
links have cheaper operating cost per unit than consumer links. Similarly,
the actual numerical values are secondary for the purpose of this study, as
their intention is to show relationships between agents and infrastructure
links, and the relative impact of disruptions. In all, agents could use up
to six resources in their production processes and could produce up to six
types of resources.

In choosing this particular topology as a prototype case study of our
model, we were guided by principles meant to mimic a small system rep-
resentative of a real-life geographical block in an urban area. As stipulated
above (cf., fig. 3.9), only agents A0 and A1 were allowed to introduce raw
materials into the system, while three business agents – A2 through A4 –
performed the task of producing resources without the ultimate consump-
tion of any goods. The largest group of agents (A5-A13) served as the final
consumers, corresponding primarily to households or end-user businesses.
The producing agents were connected with infrastructure system links to
form a loop between them and to provide them with a choice of suppliers.
This demonstrated the main functionalities and situations that the model
might face in real-life scenarios, e.g., a wide selection of suppliers or the
co-dependency found among businesses.

The system is physically reasonable and aims to mimic adequately the
outline of socioeconomic units presented in the case study shown on fig. 3.9.
The values of matrices of technical coefficients, such as the one presented
in table 3.1, for each agent represent the amounts of individual resources
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Table 3.1: Example matrix of technical coefficients of producing agent A2.
Columns show amounts of resources needed to produce one unit of
corresponding resource. In this case the agent is capable of produc-
ing power, water, and consumer goods and services. All matrices are
presented in appendix A.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.18 0.90 0 0 0 0.20

Water 0.30 0.10 0 0 0 0.30

Gas 0.76 0.10 0 0 0 0.40

Petrol 0.30 0.08 0 0 0 0.30

CapG 0.14 0.05 0 0 0 0.20

CG&S 0.10 0.05 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

required for a production of each resource by each agent’s production unit.
The choice of numerical values for the matrices was done based on needs
of production processes that were to take place within each agent. The rel-
ative values were selected based on expert opinion inputs from infrastruc-
ture engineers and economists. These values were selected to ensure that
close correspondence with the case study was maintained, particularly in
terms of relative importance of resources for specific production processes.
Since the key relations between the systems were of primary interest in this
work, the exact numerical values used and represented in the table were
secondary to the study. Consequently, we focused on adequately represent-
ing the key relationships between production processes. An assessment of
physical reasonableness of the system is presented in appendix A. The re-
lations of numerical values of matrices of technical coefficients in the base
case system correspond to respective relations in real-world production
processes undertaken by the agents and shown on fig. 3.9. The justification
and motivation for the use of particular numerical values for each of the
agents are explained in more detail in appendix A alongside tables cor-
responding to each agent’s matrix of technical coefficients. The system is
shown and justified to be physically reasonable for the base case scenario.
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Table 3.2: Specifications of system flows: S, supply of raw materials; I, input for
production process; O, output from production process; and C, final
consumer demand.

Resource

Power Water Gas Petrol CapGa CG&Sb

Agent

A0 S S

A1 SIO SI SI I I I

A2 IO IO I I I IO

A3 I I I I I O

A4 I I I I I IO

A5 IC IC IC IC IC OC

A6 IC IC IC IC IC OC

A7 IC IC IC IC IC OC

A8 IC IC IC IC IC OC

A9 IC IC IC IC IC OC

A10 IC IC IC IC IC OC

A11 IC IC IC IC IC OC

A12 IC IC IC IC IC OC

A13 IC IC IC IC IC OC

a CapG - Capital goods
b CG&S - Consumer goods and services
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A system supply curve was derived by first setting the aggregate total
demand and then measuring production costs aggregated across all re-
sources for each consumer agent. This allowed us to shape the curve and
determine the distribution of production costs across the final consumer
agents for each scenario.

The above mechanism was implemented for various disruption scenar-
ios to monitor possible changes in the supply curve and system perfor-
mance. This was quantified with a metric to examine the cost of satisfying
the system in response to a disruption. For purposes of comparison, we
initially ran the system at normal operating capacity, without any disrup-
tions. Final consumer demands were fixed and data were collected to esti-
mate the cost of producing resources across all agents. After obtaining this
default supply curve, we introduced eight different types of disruption,
repeating the above process each time to acquire new supply curves for
individual scenarios.

3.3.2 Layout of the simulation experiment

The 3-by-3 factorial layout is shown in table 3.3. For each scenario, the
distribution of production costs served as our metric of performance. In
developing our model, we predicted that the cost of producing the same
quantity of resources would rise due to the increasingly negative impact
of a disruption on the system. This layout was the smallest that could be
applied for testing the features of our model prototype, i.e., confirming the
effect of a disruption and revealing the emergent behavior of the system
when multiple scenarios were combined. Its size was sufficient to under-
stand the model and provide a convincing example of how it could be
used by the scientific community and practitioners.

3.3.2.1 Disruption scenarios affecting infrastructure links

In Scenarios 1 and 4, we destroyed certain key connections between agents
to simulate a disruption to infrastructure system links that would not in-
hibit the production processes themselves. These situations corresponded
to, for example, a hurricane or a blizzard. In Scenario 1 (medium intensity),
we introduced disruptions to two infrastructure system links between the
agents (i.e., from A0 to A3, and from A0 to A4). This was done by setting
the cost of transfer to infinity and the capacity to 0 for all resources. Hence,
no resources could be moved through those links. This simulated a break-
down in infrastructure systems that prevented the passing of goods and
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Table 3.3: 3x3-factorial layout for eight experimental scenarios of varying im-
pacts compared with base conditions (normal operations). Scenarios
1 and 4: disruption to infrastructure system but not to production pro-
cesses; Scenarios 2 and 6: disruption to production processes but not
to infrastructure system; Scenarios 3, 5, 7, and 8: disruptions to both
infrastructure and production processes.

Production process disruption

None Medium Heavy

Infrastructure

systems

disruption

None Base scenario Scenario 2 Scenario 6

Medium Scenario 1 Scenario 3 Scenario 7

Heavy Scenario 4 Scenario 5 Scenario 8

services between households and businesses over a certain route that other-
wise would be available. In Scenario 4 (heavy disruption), we additionally
increased the costs for transporting all resources over an infrastructure link
(from agent A2 to A1). This simulated a disruption in which only transfer
costs were higher over a certain link.

3.3.2.2 Disruption scenarios affecting production

In Scenarios 2 (medium disruption) and 6 (heavy disruption), we intro-
duced system-wide changes that would only alter the amount of resources
needed by the agents to produce other resources. Those disruptions were
achieved by modifying the matrices of technical coefficients for agents A1
through A5. The scenarios corresponded to situations in which a house-
hold or business suffered a malfunction, such as a labor strike or equip-
ment failure. Hence, the demands for inputs by the affected agents changed,
along with the inputs into the system overall. Consequently, the agents’
inputs increased because their processes required more resources to pro-
duce the same quantities of resources as before. Because its disruption was
greater, Scenario 6 incurred larger changes in its matrices of technical coef-
ficients.

3.3.2.3 Disruption scenarios affecting infrastructure links and production

Scenarios 3, 5, 7, and 8 featured all combinations of concurrent disruptions
to both the infrastructure system links and the agents. The matrices were
modified for the agents while cutting the links so that production processes
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malfunctioned simultaneous to the breakdown of infrastructure systems.
This mimicked a real-life, direct interruption that might affect the trans-
portation network as well as some households and businesses, causing the
movement of resources to be re-routed, such as due to an earthquake or a
terrorist attack. Under such conditions, agent demands would likely also
increase because production processes would have required more input
resources to produce the same amount of output.

3.3.3 Simulation results

We set the aggregate quantity of resources produced, represented by the
aggregate final consumer-demand vectors (table 3.4), to be the same for
each scenario. Those selected vectors corresponded to consumers with dif-
ferent demand requirements. We wanted to achieve a situation where each
final agent consumed at least a portion of each resource (some in large
amounts, others in small quantities), thereby depicting a wide range of
consumption patterns. Our primary goal was to exhibit a range of final
consumer agents with different characteristics. Fixing the aggregate quan-
tity of resources produced allowed us to obtain the cost distribution for
supplying resources across agents in response to each type of disruption.
Those costs shaped the supply curve of the system under each disruption
scenario. However, the distribution of types of resources produced still var-
ied among agents. The actual numerical values corresponding to demands
are secondary to their relative differences and changes due to disruptions
being introduced. We were primarily concerned with analyzing impacts of
disruptions relative to other disruptions, and the response of the system to
these.

The aggregated demand selected was reasonable and representative of a
small community. As we are primarily interested in the relations between
the systems and agents, the specific numerical values are secondary to the
study. The relationships between different agents corresponded to a real-
world, small community. When deriving the exact numerical values, we
followed principles which were agreed with experts on particular infras-
tructure systems and economists. The numerical values were derived with
the following principles in mind, which were devised to ensure adequate
representation of a small community in our model. The agents consume
amounts of resources in similar amounts and there is no large order of
scale differences. Less wealthy households consume less resources than the
wealthier households. Business agent consumes the most resources. The
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Table 3.4: Final consumer-demand vectors used in simulation experiments to
derive supply curves for each scenario. Columns: vectors correspond-
ing to agents (A) with final consumer demands; Rows: amounts de-
manded for respective resources.

A5 A6 A7 A8 A9 A10 A11 A12 A13

Power 21.75 7.75 9.75 12.75 9.75 8.75 7.75 9.75 14.75

Water 15.75 6.75 8.75 10.75 9.75 7.75 8.75 10.75 12.75

Gas 14.75 4.75 6.75 9.75 8.75 5.75 5.75 9.75 10.75

Petrol 18.75 9.75 10.75 12.75 9.75 8.75 9.75 11.75 13.75

CapGa 18.75 3.75 4.75 9.75 7.75 4.75 3.75 5.75 7.75

CG&Sb 20.75 10.75 15.75 17.75 12.75 9.75 10.75 13.75 14.75

a CapG - Capital goods
b CG&S - Consumer goods and services

consumption of water and power is the greatest by households alongside
consumer goods and services. For a business consumption of gas, petrol,
and power is the greatest alongside capital goods. The above principles are
reflected in the consumer demand vectors, shown in table 3.4, which were
derived for use, and subsequently used in the simulation experiment.

The aggregated demand distribution reasonably represented a small
community and its constituent units. Agents corresponding to socioeco-
nomic units had varied demand patterns, however, their magnitudes were
similar within each socioeconomic category. This represented a small com-
munity accurately because in such small communities, we also see similar
magnitudes of demands, however, with slightly different demand profiles.
These 9 agents allowed us to explore different profiles of demands for
consumers and accurately represent a small community consisting of 8

households and a final consumer business.
Under all scenarios, the supply curve shifted upward, and its shape

changed (fig. 3.10). This reflected the increased costs of producing the
same level of resources when compared with normal operations. Whereas
we had expected this upward shift in response to a disruption, we could
not predict how the curve shape changed under our test scenarios. For ex-
ample, the curve associated with normal operations was relatively flat but
became steep as the production quantity rose. In contrast, the curve un-
der Scenarios 1 and 4 (disruption only to infrastructure links) was flat and
initially overlapped with the no-disruption-scenario curve. It then showed
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Figure 3.10: Cost of providing additional units of resources in response to sys-
tem disruptions. Curves indicate prices based on given aggregate
quantity of goods and services produced under various scenarios.
Upward shifts in curves demonstrate higher costs associated with
introduction of disruption.

a larger increase before flattening out as the aggregate quantity increased.
For Scenario 2 (medium disruption, only to production processes), the sup-
ply curve again shifted upward, signifying the rising cost to produce the
same quantity of resources as under normal conditions. This shift was
significantly larger than that revealed by Scenarios 1 and 4 but was still
smaller than that found under other scenarios. The shape of the curve also
changed drastically, being flat for low quantities but becoming steeper in
the middle and again flattening toward the end. Similarly, in Scenario 6, the
shift was significantly larger than in Scenario 2. This signified the strong
impact that malfunctions had on production processes.

The most dramatic change was associated with the introductions of Sce-
narios 7 and 8, in which both infrastructure and production processes were
severely affected. When compared with normal operations, the significant
upward shift in the supply curve corresponded to a major disruption in
multiple parts of the system. This movement clearly indicated the severe
impact these disruptions had on the system, which led to a rise in costs.
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Table 3.5: Total costs to satisfy aggregated final consumer demand from system
– normal conditions versus various disruption scenarios – for two de-
mand configurations.

Total cost under disruption scenario no.:

Aggregated

final

consumer

demand

from the

system

None 1 2 3 4 5 6 7 8

44 98.6 100.3 148.9 150.0 104.6 179.9 186.8 188.0 199.2

570.5 1277 1348 1798 1866 1383 2213 2378 2446 2491

The consequences of Scenarios 3, 5, 7, and 8 differed from those detected
when only single impacts were combined. These findings demonstrated
the significance of emergent behavior in our model, where failure to both
infrastructure links and socio-economic units resulted in a disruption that
was larger than the sum of disruptions to those components individually.
The variations among curves in our model helped elucidate how an ad-
ministrator might limit the quantity of a critical resource distributed to the
population suffering a disruption so that one would not exceed the maxi-
mum cost that could be borne by the society. Those variations also could
be used to assist in managing demand to ensure the delivery of a critical
resource to the population.

We also applied other measures of performance in these experiments,
assessing the total cost of satisfying the demand from the system based
on a given configuration of final consumer demand from each particular
node. The total cost of satisfying the system is the sum of costs across all
agents. This entailed recording how a system would respond to a third
type of disruption, that is, one that altered patterns of consumption. Ta-
ble 3.5 presents the results when this metric was used for two different
configurations under the eight disruption scenarios as well as during nor-
mal operations. The total cost of disruption was a sum of all the final
demand vectors multiplied by the cost per unit of resource at the final con-
sumer agent aggregated across all the agents and all the resources i.e. it
was an aggregation of the final production cost of all resources across all
agents.
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Finally, performance was assessed as a percentage (fraction) of the de-
mand that a system could provide under a particular disruption as com-
pared with demand provided by an unstressed system at a given price.
This represented the degradation of system performance from the basic
scenario due to an introduced disruption. According to this metric, a price
of 3.8 units was associated with 100% performance (i.e., 100% of demand
satisfied) under normal, non-stressed conditions and also in Scenarios 1

through 4, versus only 33% performance under Scenario 5, 11% perfor-
mance under Scenario 6, and 0% performance under Scenarios 7 and 8.
This meant that, at a price of 3.8 units under Scenarios 7 and 8, the net-
work completely ceased to function because it could not satisfy any of its
demand at that price. Such a metric would appear to be useful in situa-
tions where the demand for resources is elastic and can be managed while
supply is the main market force. Other available metrics might include
calculating the percentage of the original price that the consumers would
have to pay for the same quantity of resources after a disruption.

Analysis of fig. 3.10 revealed differently shaped supply curves for each
scenario, an indication that those disruptions affected the system and agents
in contrasting ways. We found this interesting because it suggested that the
model could present not only general shifts in the curves but also changes
in their shapes in response to system disruptions. This variability among
curves was also closely related to the topology of the system. Hence, one
limitation of our experiment was that it was performed under a single, de-
fined topology. Although in scenarios where infrastructure links were dis-
rupted, this topology was transformed into another by removing the edges,
the base topology remained unchanged. Modifying the network topology
and then performing the experiment with a completely different topology
would likely have a significant impact on the shape and placement of those
supply curves.

A simulation’s runtime performance is affected by the size of the net-
work and the number of resources included in the system. The problem is
scalable because computation of each node is independent and can be dis-
tributed. Similarly, after each such computation, information is exchanged
through network links. For larger networks, however, that exchange, or
system synchronization, can require a significant amount of time. To ac-
commodate that challenge due to size, households and businesses can be
aggregated for a certain area or sector based on criteria of similarities or
orthogonality between these units, e.g., location, income, health, or age (for
households and locations), or the type of business (for company agents).
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Those aggregated, multifunctional agents are then worked into the net-
work. Thus, scalability of the simulation is preserved at minimal expense
to accuracy of the simulation under certain assumptions.

3.4 conclusions

The purpose of this study was to (1) develop an agent that mimicked the
metabolism of a business or a household obtaining supplies from and pro-
viding output to infrastructure systems; (2) implement a network of agents
that exchanged goods and services, as coordinated by a price mechanism;
and (3) test the response of this prototype system to disruptions.

We achieved three main outcomes. First, we developed an agent that
applied Leontief’s input–output model to describe metabolism of business
and household units. Under the model, production was represented as
the transformation of supplied goods and services into output goods and
services. The former included those supplied by infrastructure systems
and by the production processes of other business and household units.
In our simulation model, the agent also interfaced with providers of raw
materials and with final consumer demands.

Second, in developing our proof-of-concept simulation model, we set
up a network of agents that utilized a price mechanism to coordinate
the allocation of goods and services in an adaptive way when the self-
organizing system was disrupted. The network edges constituted lifeline
infrastructure systems joining agents together to represent interdependen-
cies as flows of critical resources. The resources were dynamically assigned
to agents based on production and transportation costs in an attempt to
satisfy agents’ demands. In our model, price increases signaled increased
disruption magnitudes. This scalable distributed model could be used with
a varying number of resources and agents.

Third, we conducted simulation experiments to assess the feasibility of
the model under normal operating conditions and also after introducing
disruption scenarios that affected infrastructure system links, production
processes within agents, or several combinations of the two. This allowed
us to test our theoretical model under a simple abstract prototype applica-
tion that corresponded to an urban setting. In order of impact, the situation
in which both components (infrastructure system links and socio-economic
agents) were influenced was the most damaging, followed by the scenario
that interrupted only production processes. The experiment yielded that
concurrent disruption to water and power providers and their supply net-
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work was the most severe. Moreover, the experiment emphasized the emer-
gent nature of disruption impacts.

In our new approach, we utilized Leontief’s input–output model to rep-
resent a network of individual agents, and monitored their interactions
when combined into a system-of-systems. Previous researchers tended to
focus on modeling individual infrastructure systems and their resilience
[111][112][113]. Others, such as Rinaldi et al. [4], described the interde-
pendencies among infrastructure systems and showed how they could be
thought of as flows. In contrast, Furuta et al. [114] portrayed those interde-
pendencies that exhibited within a network of infrastructure systems as an
SoS model. However, none of those studies included models of interactions
between socio-economic units and infrastructure systems. Therefore, our
proposed strategy is unique in that it combined a model of household and
business agents with a model for a self-organizing distribution network
of goods and services, i.e., infrastructure system, between those agents. In
doing so, our model could differentiate between population groups and
types of businesses, a feature omitted in regional-level models.

Our self-organizing adaptation of the model to disruptions, as presented
here, is novel. Cascading failures that are propagated through several in-
frastructure systems and their components have already been examined
[79]. Kotzanikolaou, Theoharidou, and Gritzalis [115] have analyzed the
interdependencies among infrastructure systems to measure the impact
that such cascading failures might have. Likewise, Rinaldi and colleagues
[4][86] have investigated interdependent infrastructures in an effort to im-
prove their understanding about model failure and its influence on those
systems. These topics are of great concern to governments, businesses, and
the public [116] and we have now expanded upon the results from those
earlier studies to develop a self-organizing mechanism for adaptations to
disruptions.

Since its first mention by Leontief [12], the input–output model has
been applied to describe the production of resources by geographical area
in economies [117]. It has also been utilized to investigate the inoper-
ability of interdependent economic sectors due to infrastructure disrup-
tions [30][118]. In the field of supply-chain management, this model has
been used to determine different production processes within a business
[27][105][95]. By implementing it with agents to simulate those processes
by a business or a household, we have confirmed that Leontief’s model
is effective when extended to the interfaces that an agent might have
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with suppliers of raw materials, final consumer demands, and even other
agents.

The results of our work have several implications for scientists, policy-
makers, infrastructure designers, and businesses. For scientific endeavors,
the model presents a scalable approach to evaluating infrastructure sys-
tems, their interactions with households and businesses, and the impact(s)
that disruptions have on systems at a household/business level of granu-
larity. Members of the scientific community could use the model to deter-
mine how different demographics are affected by those disruptions. Policy-
makers can employ this as a support tool to aid in making crucial decisions
about infrastructure development, real-time assessment of the impact of
disruptions, or the creation of contingency plans against future disruptions.
Including households and businesses in the analysis allows planners to un-
derstand the population groups that are most affected by different types of
disruptions because our model can illustrate the impact that disruptions
have on the most vulnerable groups within a society. Decision-makers will
also gain a greater understanding of how disruptions affect a company,
based on regional characteristics as well as on its specific type of business.

For practitioners, this tool can be applied for stress-testing and assessing
their systems, or for designers who can compare topologies and different
components within a system. The model can assist in examining differ-
ent topologies, introducing redundancy or more capacity/lower price to
various components of the network, and then estimating the impact of
these under disruptions. This in turn can help in making decisions as to
where a system needs reinforcement or available infrastructure investment
resources should be allocated. The costliest vulnerabilities to a system can
be identified according to established criteria, based on data collected from
an analysis of that system when challenged with a wide range of randomly
generated disruptions. Performing such experiments enables planners to
predict the value at risk for the system as well as the potential costs asso-
ciated with the most devastating vulnerabilities. Ultimately, the results of
a simulation implementing our model might be used in determining, for
example, where to build a bridge or how to expand a power grid.

The importance of demand management has been noted in the litera-
ture [119][120]. Our model can help users understand the response of a
system to disruptions under different demand conditions and detect the
impact that managing demand has on the cost of satisfying the system.
The model can help to manage demand to ensure the delivery of criti-
cal resources and services under disruption, when resources are limited.
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Finally, this model can be applied to studying the effects of business dis-
continuities, such as those that arise due to shortages or an increase in the
price of resources. Those findings can then be incorporated into business
contingency-planning.

The primary limitation of our experiment was the use of only one topol-
ogy for testing, which may have influenced model performance. Different
infrastructure systems have different topologies that vary with each other,
hence duality with the real world was not necessarily fully preserved. Fur-
thermore, disruptions in real-life scenarios can vary widely, and our se-
lection of only eight scenarios and disruption logic could not cover all
possible cases of system failures, which can vary and be domain-specific.
In addition, resource allocation might not always follow the lowest cost
source. Our experiments did not consider regulatory frameworks or other
social factors that can affect the delivery of resources. However, the theo-
retical model could take these factors into account through different cost
functions. In real-world settings, production can, of course, be more com-
plex and involve non-linear factors that cannot be easily described with
an input–output model. However, linear models presented in this study
present sufficient approximations of production processes. The transporta-
tion and supply of raw materials, as well as final consumer demands, can
also be non-linear, making them more complex than the linear models and
scalars that we employed when evaluating our prototype. However, the
approximations presented in the small-scale prototype are appropriate for
such models.

Several challenges were identified here that require further examination.
Proposed projects might involve extending experiments to evaluate the
model under additional topologies to investigate the impact of network
topology on the systems, or expand upon the mechanism for resource al-
location. In particular, for emergency scenarios, mechanisms other than
cost are often employed for such allocations. Future research could also
consider a wider range of disruption logic and scenarios that provide bet-
ter coverage of actual situations. More mechanisms could be included for
defining raw material inputs and final consumer demands in the system.
This would also correspond more closely to real-world challenges.



4
T I M E G R A N U L A R I T Y I M PA C T O N P R O PA G AT I O N O F
D I S R U P T I O N S I N A S Y S T E M - O F - S Y S T E M S
S I M U L AT I O N O F I N F R A S T R U C T U R E A N D B U S I N E S S
N E T W O R K S 1

The true logic of this world is in the calculus of
probabilities.

— James C. Maxwell

This chapter is based on and includes work submitted for publication in
Sustainable and Resilient Infrastructure.

4.1 introduction

Development of new technologies results in infrastructure systems becom-
ing more interdependent thus introducing additional complexities. These
systems require and produce inputs and outputs not only for internal use
by the systems themselves, but also for other infrastructure systems and
businesses. Often, those businesses also provide infrastructure resources
that are then delivered over a systems network. Along with these height-
ened interdependencies, systems disruptions are increasing in both magni-
tude and frequency. This is especially visible within the context of urban
settings, where various interdependent systems are vital to the survival
and normal operation of a society [2]. As a result, the design and devel-
opment of infrastructure systems must be done in a way that ensures they
are resilient and can sustain a large variety of disruptions. While a major
concern of designers is the proper response to disruptions, planners and

1 This chapter is based on the following publications:

1. Dubaniowski, M. I. Heinimann, H. R. Time granularity impact on propagation of
disruptions in a system-of-systems simulation of infrastructure and business networks.
Sustainable and Resilient Infrastructure, 1st Revision (2019).

2. Dubaniowski, M. I. Heinimann, H. R. Time Granularity in System-of-Systems Simulation
of Infrastructure Networks in Complex Networks and Their Applications VII - Volume 1
Proceedings The 7th International Conference on Complex Networks and Their Applications
COMPLEX NETWORKS 2018, Cambridge, UK, December 11-13, 2018. (eds Aiello, L. M.,
Cherifi, C., Cherifi, H., Lambiotte, R., Lió, P. Rocha, L. M.) (Springer, 2019), 482.
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policymakers must recognize how disruptions emerging in one system can
affect other systems, and how disruptions propagate from one system to
another.

Currently, however, there is insufficient understanding about how such
propagation of disruptions between systems occur. To understand this, sim-
ulations and models of infrastructure systems are often run to predict how
systems behave under a disruption. Although the effect of a propagated
disruption on a simulation is affected by many factors, the extent to which
modeled environments are influenced has not been adequately studied.
For example, while time granularity of a simulation is one crucial factor,
no comprehensive research has been conducted on how it might affect a
propagation of disruptions between infrastructure systems and businesses
within a system-of-systems (SoS) framework. Therefore, the practical value
of such simulations is diminished, as well as their correspondence to real-
world scenarios. Consequently, understanding the impact of time granular-
ity on propagation of disruptions is vital if we are to determine how such
disruptions affect societies.

Although models have been designed to examine interdependencies among
infrastructure systems [82][4][121], they have not considered the issue of
time granularity and how it influences the propagation of disruptions be-
tween systems under an SoS simulation. Current investigations include
separate analyses of individual systems, e.g., traffic simulation [43], water
supplies [84], or power grids [111]. However, only single systems have been
involved there, thus constraining those analyses that might address simul-
taneous disruptions to several infrastructure systems. Another stream of
research, utilizing SoS simulations of infrastructures [46][79][91], does not
focus on modeling disruptions or ensure the accurate capture of their prop-
agation. In contrast, Dubaniowski and Heinimann [122] have examined the
impact of time granularity on infrastructure systems. However, their study
has not considered businesses or the impacts of disruption size and recov-
ery time on the propagation of disruptions. Furthermore, an SoS model
of infrastructure systems within an urban ecosystem, where disruptions
are introduced [91], has limited applicability because it does not account
for the propagation of those disruptions, and does not provide for many
variations based on time granularity of the simulation and different types
of disruptions.

The objectives of our study described here were to develop a distributed
system-of-systems model of infrastructure systems and businesses to: (1)
study the effects of different disruption characteristics on propagation of
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disruptions between constituent systems; (2) investigate how time gran-
ularity of distributed model can affect propagation of disruptions in the
model; and (3) develop a model for selecting the most appropriate time
granularity of an SoS distributed model based on expected disruption pa-
rameters. In particular, our goal was to investigate how time granularity of
a simulation, as well as the size and recovery time of a disruption to a the-
oretical constituent network – water supply – might propagate and affect
the outcome for businesses that are networked within the simulation. Our
expectation was that time granularity would have the most significant im-
pact on the propagation of disruptions. For this study, we did not consider
a variety of networks or how their topology might affect the propagation of
disruptions. The cause of the initial disruption was also outside the scope
of this study.

4.2 model specification

4.2.1 Conceptual framework – system-of-systems of infrastructure systems

Frameworks and methodologies have been established to model individual
infrastructure systems and businesses, e.g., power or water supplies, trans-
portation, emergency services, or financial systems. Those models corre-
spond only to individual infrastructure systems, and are independent and
autonomous in the way they represent each separate system. However, in
reality, these systems are interconnected due to various interdependencies
among infrastructure systems and the businesses to which they deliver.
For example, water supply systems are heavily dependent on a power sup-
ply to operate their pumps, and emergency services rely upon both power
and water to run hospitals that treat sick people. Those people must also
be moved to and from hospital over transportation networks.

The interdependencies between infrastructure systems and businesses
can be modeled in an overarching framework. The SoS approach models
individual systems as being autonomous in their internal operations, but at
the same time connected with and affected by other systems [46][123][91].
Therefore, that approach considers both inter- and intra-system interde-
pendencies. In such a framework, infrastructure systems and businesses
are standalone models, while the interdependencies between them are sim-
ulated as lifeline connections (fig. 4.1). Those lifelines provide vital infras-
tructures and businesses with access to network systems, thereby mimick-
ing their interdependencies.
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Figure 4.1: Conceptual model of infrastructure system-of-systems, where com-
plexity is two-fold, i.e., within and between specific systems. The
interdependencies are exhibited through lifeline infrastructure con-
nections between various constituent systems.

The conceptual model shown on fig. 4.1 represents good duality un-
der real-life conditions, with individual systems also linked through roads,
power lines, water and gas pipes, and similar infrastructure networks. Ser-
vices are delivered to provide access to and distribution of actual infras-
tructure systems and the resources produced by businesses.

The concept of time granularity is of great importance in a simulated
SoS setting [122] because the impact and propagation of disruptions be-
tween constituent systems can vary significantly depending on the time
granularity of that simulation. Therefore, we developed SoS simulation ex-
periments of infrastructure systems and business networks combined with
a disruption generator. These experiments allowed us to understand how
time granularity affects propagation of disruptions in the SoS. Time gran-
ularity within individual constituent system also has a relationship with
resilience cycle.

4.2.2 Experimental layout

We designed an experimental model system to examine the change in dis-
ruption patterns for constituent systems as a function of time granularity.
Our analysis comprised three networks corresponding to water supply,
power grid, and businesses (fig. 4.2). When combined with a disruption
generator, we could introduce system disruptions in accordance with pre-
scribed patterns. Our observer module was then used to visualize results
in real time as the simulation progressed so that we could determine how
the impact of the disruption was propagated within the system over time.
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Figure 4.2: Experimental model system setup for 3 networks and disruption
generator. Disruptions are introduced to water supply network. Re-
sponses were measured in businesses network according to alter-
ations in disruption size, time granularity, and recovery time.

The three networks were abstractly generated based on their unique
characteristics, as well as on their interdependencies and corresponding
connections to each other. The exchange of information among networks
was performed via implementation of HLA real-time infrastructure (RTI)
software. This enabled us to control timing to ensure that synchronization
occurred at a predetermined frequency, i.e., federates performed simula-
tions internally in timesteps without any wait times between subsequent
timesteps. However, at the synchronization points, the federates had to
halt and wait for all other federates to catch up so that their data could
be exchanged. Here, time granularity was defined as the frequency of per-
forming this synchronization, expressed as a number of timesteps between
two consecutive synchronizations of all federates.

After disruptions were introduced into the water supply network, their
propagation through the SoS was assessed according to the impact they
had on the business network. As shown in fig. 4.2, three experimental fac-
tors were varied: disruption size, time granularity, and recovery time after
the disruption. For our purposes, the disruption generator followed Pois-
son processes. The two parameters used in our description included (1)
actual disruption size, i.e., the number of affected nodes; and (2) actual re-
covery time, which indicated how long the disruption remained effective in
the water supply network. Our evaluation of disruption propagation was
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conducted in real time and visualized in our model through the observer
federate. This allowed us to shape the disruption curve and compare the
size of a disruption and its propagation and recovery pattern depending
on different simulation parameters and experimental factors’ values.

We also determined how time granularity might affect simulation speed.
Because synchronization of the system required time, increasing the fre-
quency of synchronizations, i.e., decreasing time granularity, would de-
crease the speed of simulation. Our goal was to understand the trade-off
between accuracy and speed so that we could choose the most appropriate
time granularity parameter for the SoS simulation and, hence, estimate the
runtime of the simulation under such granularity.

4.2.2.1 Factorial layout

We applied a full-factorial experimental layout to study the impact of time
granularity (TG), disruption size (DS), and actual recovery time (RT) on
simulation results (table 4.1). Those three factors were assigned values
based on Latin Hypercube Sampling (LHS) [124]. Because the overall wa-
ter supply network size was 22 nodes, sampling for disruption size was
performed in the space between 7 and 21 nodes disrupted. Time granular-
ity and recovery time were both assessed on the space of between 1 and
30 to provide us with a good overview of real-life simulations. The full fac-
torial experimental layout consisted of 125 parameter configurations. This
allowed us to identify solid conclusions by which we could determine the
impact of individual factors on the accuracy and outcome of the simula-
tion.

4.2.2.2 Specification of topologies for infrastructure systems

Networks used in this simulation experiment were abstract, and were ran-
domly generated via the Erdős-Renyi model [125][126]. They represented
water supply, power grid, and businesses. For illustration, they were rep-
resented as graphs in which direction signified the way in which inter-
actions would occur between subsequent nodes, such as those associated
with normal transportation of a resource over various links. Disruptions
were introduced at nodes, which were then removed from the network
and their connection links abandoned. Recovery was simulated by return-
ing those nodes to the network and re-establishing their connections with
subsequent and preceding nodes.
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In each network, nodes corresponded to units that performed opera-
tions and interacted with other nodes in the same network as well as with
corresponding nodes in other federates. Edges corresponded to transfer
links between operational units within each network. Although the me-
chanics of each network were similar, they were also distinct and abstract.
Each node had its own intrinsic, internal performance, but also took in-
puts from the incoming edges of its network and from its corresponding
nodes in the other two networks. These internal and external performances
were then combined and transformed to determine the total performance
of that particular node. Performance was then propagated to the follow-
ing nodes through the outgoing edges. Similarly, performance was prop-
agated through inter-network connections and a synchronization mecha-
nism to the corresponding nodes of the other two networks. In doing so,
we designed a working process for each constituent federate to simulate
an individual infrastructure system or business network within the SoS
simulation environment. Each network had similar but slightly different
mechanics for calculating the performance of its own nodes.

The network topologies are shown in fig. 4.3. Each consisted of a certain
number of nodes with a certain number of edges between them. The nodes
also had corresponding interdependent nodes in other networks of the
SoS simulation with which they communicated at a given frequency by
exchanging information at synchronization points. We set the following
specifications: 22 nodes and 77 edges for the water supply network, 21

nodes/77 edges for the power grid network, and 20 nodes/75 edges for
the business network.

4.2.3 Performance metrics

We collected data that described how a disruption to the water supply
might influence performance of the business network. Our aim was to de-
rive a framework for choosing time granularity for an SoS simulation that
would result in the most accurate simulation while simultaneously preserv-
ing the efficiency of that simulation. We used a Measure of Performance
(MoP) to compare the results from experimental configurations, based on
sum of all individual performances of nodes in a network.

As depicted in fig. 4.4, the simulated propagated recovery time (trec) en-
abled us to calculate the length of time needed for a system to recover after
a disruption was propagated and, subsequently, retracted. Recovery was
determined to be the point at which that system had returned to within
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Figure 4.3: Topologies of 3 tested networks, with disruptions introduced to
nodes for water supply. Interdependency connections existed be-
tween corresponding nodes of distinct networks.
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Figure 4.4: Disruption was introduced into water supply network (MoP2) and
propagated to business network (MoP1). Recovery time (trec) was de-
fined as interval required for business network to return to at least
99% of original performance level. Maximum disruption size (dmax)
was maximum deviation from original performance of business net-
work. MoP stands here for measure of performance signifying per-
formance of a network.

99% of its original (pre-disrupted) performance. For our simulation, we
were primarily interested in the impact of actual on simulated propagated
recovery time, which would then represent the difference in recovery times
due to synchronization between federates in the SoS, as defined by time
granularity – our key experimental parameter. In this way we could assess
the accuracy of the SoS simulation and its dependence on time granularity.

Another dependent variable, maximum simulated disruption size (dmax),
was defined and measured as the lowest point along the performance
curve after a disruption was propagated to that network. Those results
indicated the magnitude of such an impact by one system on another, e.g.,
when a disruption to the water supply interfered with operations by the
business network. This approach served as an alternative metric for assess-
ing the accuracy of a simulation based on time granularity.

Our final evaluation involved comparing speeds (in seconds per timestep)
among different time granularity configurations so that we could deter-
mine how the former changes in conjunction with the latter. This was an
important factor because of the trade-off found between speed and accu-
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racy in simulations. Successful design of a framework requires selecting
the most appropriate time granularity based on desired speed and some
basic knowledge about the network being simulated. All of these were
goals of our study here.

4.2.4 Model implementation

Planners use distributed modeling frameworks to implement the SoS ap-
proach for businesses and infrastructure systems. This involves numerous
individual, autonomous systems connected with each other through inputs
and outputs to other systems. One such framework is HLA [127][42][38],
a tool originated in military applications to simulate battlefield actions, as
well as various systems pertaining to simulated battle situations and train-
ing. Since then, HLA has been employed in various other applications,
including the modeling of civil infrastructure [46].

A particular implementation of HLA features three components: interface
specification, object model template (OMT), and rules. Interface specification de-
fines where and how constituent systems (‘federates’) communicate with
RTI, a method used to join all constituent distributed systems. This compo-
nent serves as the inter-federate communication and synchronization unit
of the HLA. Second, OMT describes what information is exchanged be-
tween constituent federates and what updates about the federation must
be communicated to those federates. Finally, rules specify what federates
have to obey to subscribe to the overall HLA SoS simulation (‘federation’).
When modeling infrastructure systems, the federates within an HLA simu-
lation can include infrastructure systems, disruption generators, observers
and visualization tools, patterns of user services, and businesses. All of
these federates introduce dynamic changes to the systems and allow de-
signers to observe their effects on the overall SoS.

Although HLA is perfectly suited to describing and modeling the man-
ner in which constituent systems exchange information and synchronize
with each other, it does not indicate the ideal time granularity at which
such synchronization and exchange of information should take place. In
this context, time granularity means the frequency of exchange of infor-
mation among federates (i.e., constituent systems), disruption generators,
and other components. As such, granularity reflects the frequency of inter-
system synchronization. Although specification of HLA provides some
mechanisms to perform time management [128][129], it does not identify
the best time granularity for that exchange. In fact, the most adequate time
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granularity varies among types of simulations, where even different dis-
ruption events might apply to the same simulation of infrastructures.

Our simulation was developed in C++ v11 [130] and Python. The HLA
framework was applied from Portico 2.0.2 HLA [131] implementation, with
Portico’s HLA being used to define the interfaces between federates, and
to manage time in the simulation. Data at given time granularities were
synchronized through HLA RTI, as adapted from Portico’s implementa-
tion, and graph operations were performed with the use of the igraph li-
brary for C++ and Python, version 0.7.1 [107]. Disruptions were generated
and introduced to the system through a disruption generator developed
in C++ v11. All infrastructure system networks were developed in Python
3.5 [132], under Anaconda 2.4.0 distribution [106]. We used the following
libraries to create those networks: igraph, for graph generation, represen-
tation, and operations; and NumPy version 1.10.1 [108], for linear algebra
and numerical operations. The observer was designed with a webpage in-
terface developed in JavaScript, HTML, and Python, using the CanvasJS li-
brary [109]. This observer enabled us to collect data about the simulations,
to visualize their progress, and to view the performance of the system in
real time. The simulation was developed, evaluated, and run on a Mac OS
High Sierra 10.13.6 operating system.

This implementation shadowed a specific scheme. First, the infrastruc-
ture systems were developed based on the definitions established for their
interconnections, number of nodes, and working mechanisms, i.e., inputs
and outputs. This was followed by the design of HLA interfaces. Finally,
the overall HLA simulation was devised to include all components of the
infrastructure systems.

Before arriving at our final experimental design, we evaluated the sys-
tems for different individual networks, each of which was tested to as-
sess its representation of a real-life system. Our preliminary investigation
showed that the networks and HLA SoS simulation performed well indi-
vidually and as a whole, adequately representing individual networks and
propagating and communicating disruptions between them as required.

4.3 results of simulation experiment

Results from the simulation experiment demonstrated that time granular-
ity, disruption size, and recovery time from disruptions had a significant
impact on the outcome of our simulation. Assessments of performance
by the business network indicated that the simulated propagated recov-
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ery time and disruption size were affected by all experimental factors, but
especially time granularity and recovery time.

4.3.1 Disruption size

Simulated, propagated disruption size was measured under different ex-
perimental configurations to understand which factors had the largest
impact on the simulated disruption size. An ANCOVA (Analysis of Co-
variance) was performed in R to determine the strength of the effect of
experimental factors on size. Figure 4.5 presents only those factors and
their interactions that had a significant impact on the share in variation
of simulated disruption size. The most important factor proved to be time
granularity, followed by actual recovery time and then actual disruption
size. We found this interesting for several reasons. First, the influence of
propagated disruption was decided primarily by time granularity. Second,
and more importantly, the time needed to recover from a disruption to
the water supply was responsible for a greater share of the variation in
simulated disruption size in the business network than the actual disrup-
tion size to the water supply network. This finding demonstrated that the
recovery time in an SoS federate had a greater effect on the simulated,
propagated disruption size in other federates than did the disruption size
in the original federate itself. Although interactions among experimental
factors also influenced the variations in simulated disruption sizes, they
had much less impact than did individual factors. Share of residuals in
variation were also lower than the combined share of other factors. Over-
all, the experimental factors explained 71% of the variation of simulated
disruption size. That high percentage indicated that the variation in size
could be well-explained by the experimental factors.

Those results above suggested that correctly adjusting the ratio of time
granularity to the expected recovery time in a simulation would be of im-
mense importance when simulating the disruption size in an SoS evalua-
tion. Therefore, careful selection of the ratio of time granularity to recovery
time would have to be based on the data available to us if we were to de-
termine the optimal time granularity for a simulation and yield the most
accurate simulation results.
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Figure 4.5: Share in overall variation for simulated disruption size due to exper-
imental factors (parameters). Greatest impact was associated with
time granularity, followed by actual recovery time and actual disrup-
tion size. Adequate time granularity is of immense importance in
system-of-systems models.

4.3.2 Recovery time

Similar to our assessment of disruption size, we analyzed the impact of
experimental factors on the variation in simulated recovery time of the
business network. Simulated recovery time under various configurations
was measured to understand how the recovery time was affected by these
factors. As before, we performed ANCOVA in R, using the data obtained
when measuring the simulated recovery time. Figure 4.6 presents only the
factors and their interactions that had significant impacts on the share in
variation for simulated recovery times by the business network. There, the
most influential were time granularity of the simulation and the actual re-
covery time for the water supply network. Furthermore, time granularity
had a slightly larger effect on simulated recovery time for the business
network. Again, this result underlined the importance of adequate time
granularity and its critical influence on the accuracy and outcome of the
simulation. The interaction between these two factors also had a signif-
icant but smaller share in the variation of simulated recovery time. We
noted with interest that the size of the disruption to the water supply had
no significant impact on the simulated recovery time for the business net-
work. Similar to our results from examination of disruption sizes, the resid-
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Figure 4.6: Variations in simulated recovery time due to experimental factors
(parameters). Impact was almost equally shared between time gran-
ularity and actual recovery time. This indicated that both factors
would require careful adjustments if simulations were to represent
actual disruption events adequately.

ual share in variation of simulated recovery time was approximately 30%,
which indicated that 70% of the variation (a reasonably high percentage)
could be explained by experimental factors.

All of these findings presented above strongly suggested that time gran-
ularity was of great importance in an SoS simulation. Making proper ad-
justments to it in reference to recovery time would be crucial if we were
to obtain reliable simulation results. Furthermore, depending upon time
granularity, simulation results could change significantly because the im-
pact of actual recovery time and time granularity on the share of variation
in simulated recovery time was similar. In both cases of simulated disrup-
tion size and recovery time, time granularity accounted for a larger share
of the variation than did either the actual recovery time or the actual dis-
ruption size.

4.3.3 Model of visibility of disruption

One reason that time granularity and actual recovery time had such a great
impact on the simulation outcome was that disruptions below a certain re-
covery time did not get propagated through the SoS simulation to other
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federates. If the time granularity were large enough, then when such a
disruption occurred, the individual system recovered from the disruption
before that propagation took place. This implied that time granularity pre-
vented such an occurrence. As such, this phenomenon contributed to the
great impact of time granularity on variation of the metrics. Time granular-
ity of the system needed to be finer than the resilience cycle of the system
in order to register the propagation of disruption.

Based on these results, we then derived a model of likelihood for dis-
ruption visibility that would allow us to select time granularity of the sim-
ulation according to the (expected) recovery time of disruptions, making
their propagation visible in the system. This model was used to select the
maximum time granularity so that one could observe and detect an SoS
disruption. Here, visibility of a disruption was understood to be a drop in
performance to below 95% of the original level in the network to which
disruption should propagate.

This logistical model (fig. 4.7) was developed based on our experimental
data, using R and the glm.fit function [133]. It depicted the likelihood that a
disruption would be visible in a business network, according to the ratio of
actual recovery time of the water supply network to time granularity. The
primary limitation associated with this model would be the networks to
which it could be applied. Here, we used it to select a time granularity for a
simulation based on the most important parameters: time granularity and
actual recovery time. Those parameters were combined into a ratio so that
we could adjust for our desired likelihood of visibility. In most practical
applications we can estimate the minimum actual recovery time. Then, by
using the model from fig. 4.7, we can derive the time granularity. Our
model suggested that the ratio of actual recovery time to time granularity
should be at least 0.88. In doing so, for the disruption to propagate to other
federates the time granularity should be less than 1.13 of the expected
actual recovery time.

Because visibility of a disruption is a key parameter when simulating
an SoS infrastructure network, we wished to examine whether a disrup-
tion originating in one network could propagate to another network, for
how long, and with what impact. This would enable us to understand
how businesses respond to a certain disruption in the water supply net-
work. However, if an excessively large time granularity prevented such a
propagation, then the simulation would be useless. Consequently, in a real-
life scenario, we would not be able to determine whether the disruption
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Figure 4.7: Model of likelihood for disruption visibility based on ratio of actual
recovery time to time granularity. Minimum ratio for disruption to
be registered in the simulation with a significant probability is 0.88,
meaning that time granularity needs to be less than 1.13 of the actual
recovery time.

would propagate. Hence, selection of appropriate time granularity for an
SoS simulation is vital.

4.3.4 Simulation time vs. time granularity trade-off

Because the SoS approach often entails performing one simulation immedi-
ately after another, we want to enable performing as many simulations as
possible within a limited period of time to test different scenarios. Our goal
was to achieve the most rapid simulation that was also the most accurate.
Since simulation speed was affected by time granularity, at any given level
of accuracy, a trade-off existed between time granularity and simulation
time.

In our experiment, simulation time was expressed in seconds per timestep.
As time granularity increased, the simulation time decreased because re-
duced granularities involved more synchronization between federates. Such
synchronizations are time-consuming and computationally expensive, thereby
lengthening the simulations. As shown in fig. 4.8, simulation time was
roughly inversely proportional to time granularity. Nevertheless, we also
noted that the greater the time granularity, the lower the accuracy of the
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Figure 4.8: Inverse relationship that leads to trade-off between simulation time
and accuracy, controlled by time granularity.

simulation and the higher the likelihood that a disruption would not prop-
agate to other networks – in our case, the businesses network. This pro-
duced a trade-off between simulation speed and accuracy that was con-
trolled by the time granularity parameter. Consequently, when attempting
to choose as high a time granularity as possible in order to decrease time,
we still had to establish restrictions on the ability of a disruption to propa-
gate.

4.3.5 Ratio of recovery time to time granularity

In our SoS simulation, selecting the appropriate time granularity was crit-
ical. However, we detected a trade-off between time granularity and the
speed of the simulation. The principal factors affecting our results were
time granularity and recovery time, both of which influenced the size of
the simulated disruption to the business network more than did the size of
the disruption to the water supply network. Therefore, we concluded that
the ratio of the recovery time for the original disruption to the water sup-
ply (i.e., actual recovery time) to the time granularity of the simulation had
an even greater impact on the variation among our experimental metrics.

Figure 4.9 presents the results of our ANCOVA analysis. The ratio of ac-
tual recovery time of water supply network to time granularity accounted
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Figure 4.9: Variations in ratios of simulated recovery time by business network
to time granularity due to experimental factors. Impact was greatest
for ratio of original recovery time by water supply to time granular-
ity, proving to be defining factor when modeling simulated recovery
time by business network.

for the greatest share, by far ( 86%), in variation of the ratio of simulated
recovery time of the business network to time granularity. This meant that
the ratio of actual recovery time to time granularity could be used to ex-
plain, with high accuracy, the ratio of simulated recovery time to time
granularity in the businesses network. Therefore, the simulated ratio of
recovery time to time granularity could be modeled based on the ratio of
actual recovery time to time granularity. Because we always know the time
granularity of the simulation, we could apply this model to estimate the
actual recovery time based on the simulated recovery time.

One limitation associated with this model is its dependence on the type
of simulation that is being run. Depending on the chosen federates, the ac-
tual difference in actual and simulated recovery times might differ between
actual conditions and those that are simulated or propagated. Therefore,
the type of simulation, and its internal mechanics, as well as the type and
number of interdependencies, have a great impact on this model’s accuracy
and validity. Likewise, Dubaniowski and Heinimann [122], have demon-
strated that such a model that translates the ratio from actual to simulated
values might have several regimes depending on whether the ratio is be-
low or above 2. We found it also interesting that such a relationship did
not emerge when using the disruption size metric. This further indicated
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Figure 4.10: Model of relationship between simulated and actual recovery times
as fraction of time granularity, which enables users to estimate ac-
tual recovery time based on simulated recovery time.

that the selection of an appropriate time granularity is especially sensitive
to the recovery time for the major event that is expected in a given simu-
lation. Therefore, the minimum recovery time that is anticipated for major
events should be carefully estimated when designing an SoS simulation.

Our proposed generalized linear model (fig. 4.10) was built to consider
only the most significant factor, i.e., the ratio of recovery time to time gran-
ularity. If we know that the time granularity of a simulation is appropri-
ate, then the model can estimate the actual recovery time based on the
simulated recovery time. Conversely, it can be used to quickly estimate
simulated, propagated recovery time based on actual recovery time.

We must reiterate our conclusion that this proposed model can vary
in its applicability and accuracy, depending upon the networks that are
simulated. Although we utilized networks here that resembled infrastruc-
ture systems such as water supply, power grid, and businesses, this model
might not be fully applicable and yield far different results in other situa-
tions. Nevertheless, the outcome from the study described here is valuable
for deriving the actual size of a real event based on the simulated event
size, and it can aid in choosing the appropriate time granularity, especially
in SoS HLA simulations. Finally, it is likely that such a model could have
several regimes depending upon the range of value of the ratio of actual
recovery time to time granularity.
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4.4 conclusions

Our experiments were specifically designed to investigate how time gran-
ularity, disruption size, and recovery time from a disruption to the wa-
ter supply might propagate and affect the outcome of a business network
under simulated conditions. After developing an HLA system-of-systems
simulation that incorporated two infrastructure systems (water supply and
power grid), a business network, and a disruption generator, we ran full-
factorial simulation experiments to analyze various impacts on the propa-
gation of disruptions. We then developed two models to assist in selecting
an adequate time granularity based on expected recovery time and desired
accuracy of the simulation.

This research yielded the following major results:

• Time granularity had the greatest influence on both recovery time
and size of disruptions in systems to which those disruptions had
propagated.

• Recovery time had a larger impact than disruption size on both re-
covery time and disruption size in systems to which disruptions had
propagated.

• Experimental factors explained 70% of the variation in experimental
metrics.

• From the model, we determined that the maximum ratio of time gran-
ularity to actual recovery time at which the propagation of disrup-
tions was visible was 1.13.

• Simulation time was inversely proportional to time granularity, and
the best simulation speeds were achieved at higher granularities.

• The ratio of actual recovery time to time granularity had the great-
est effect on the ratio of simulated, propagated recovery time to time
granularity. Hence, it was crucial to our simulation that we achieve an
adequate ratio of actual recovery time to time granularity. The share
of variation in simulated, propagated recovery time to time granular-
ity ratio due to the ratio of actual recovery time to time granularity
was 86%.

• We developed a general linear model to estimate the actual recovery
time based on simulated recovery time.
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Our study about the effect of time granularity on propagation of dis-
ruptions in a SoS simulation of infrastructure systems and businesses net-
works is novel. The time management of such simulations has already been
investigated within an HLA environment [134][129]. A few investigations
have also been conducted on the impact of time granularity on disruption
propagation between infrastructure systems [122]. However, little work has
been done on the influence of time granularity on propagation of disrup-
tions of various sizes and with different characteristics within the context
of an SoS of businesses and infrastructure systems. Although Eusgeld and
Nan [82] and Rinaldi [86] have investigated interdependent infrastructure
systems, they have not included the role of time granularity on disruption
propagation. Therefore, our introduced model is original in that it trans-
lates simulated recovery time into actual recovery time, and considers the
selection of an appropriate time granularity.

The HLA approach has been taken in modeling systems-of-systems [42][135],
including those associated with infrastructure [136]. However, the concept
of disruption propagation within an HLA simulation model has not been
studied extensively. Our experiment addressed the issue of modeling dis-
ruptions in distributed modeling SoS environments such as the Portico
HLA.

Our research findings have several implications. Scientists can utilize
them to develop better models of infrastructure systems and business net-
works. In doing so, they can select the time granularity that yields the most
optimal results of SoS simulations in terms of the most accurate disruption
propagation representation. The experimental framework presented here
can also be used to define time granularity of SoS simulations for applica-
tions other than infrastructure systems such as military systems or strictly
business systems. Similarly, policymakers and scientists can benefit from
the model to estimate the actual impact of a disruption on a system based
on its simulated magnitude. For practitioners, policymakers, and scientists,
such data can help them achieve better estimates of the size and cost of ac-
tual disruptions.

Practitioners and scientists who regularly perform such simulations can
benefit from identifying the maximum time granularity required if they
are still to register the propagation of disruptions. This will aid in solving
the trade-off between speed and accuracy of the simulation, which in turn
would allow them to perform more simulations within the same timeframe,
thereby leading to savings in both cost and time.
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Our study is limited in its ability to apply these results to other net-
works and infrastructure systems. Although the test system was analyzed
for various parameters of disruptions, the topologies and mechanics of
the network were constant. In real-world scenarios, the nature of the net-
works, as well as their sizes, could differ. Similarly, the experimental space
and metrics are restricted. Here, we focused on only a subset of possible
factors that might influence a disruption. Another limitation was that the
model of the ratio of simulated recovery time to time granularity based
on the ratio of actual recovery time to time granularity may have several
regimes that could be analyzed separately. To address these challenges, fu-
ture work on this subject might include similar experiments over a broader
field of network topologies with different operating parameters. A real-life
network could be used to investigate whether the results obtained here re-
main valid. Finally, a wider range of disruption parameters could be stud-
ied, along with more experimental metrics, so that we could determine
what other factors can affect the propagation of disruptions, and whether
the models obtained through our study still apply.



86



5
F R A M E W O R K F O R M O D E L I N G I N T E R D E P E N D E N C I E S
B E T W E E N H O U S E H O L D S , B U S I N E S S E S , A N D
I N F R A S T R U C T U R E S Y S T E M , A N D T H E I R R E S P O N S E T O
D I S R U P T I O N S - A P P L I C AT I O N 1

Learning never exhausts the mind.
— Leonardo da Vinci

This chapter is based on and includes work submitted for publication in
Sustainable and Resilient Infrastructure.

5.1 introduction

Interdependencies between infrastructure systems, businesses, and house-
holds, and the complexity of these systems are increasing as a result of
emerging new technologies. These interdependencies have an effect on the
way that systems respond to disruptions and on the impact of these dis-
ruptions. Due to these interdependencies, the aggregate impact of a dis-
ruption on separate systems does not represent the impact of a disruption
that cascades from system to system; the latter tends to be greater. Fur-
thermore, disruptions in urban areas are increasing both in impact and
frequency. This is due to increasing interdependencies and dependence
on technology, and because urban areas are becoming more densely popu-
lated, larger in area, and more complex [2]. Understanding the resilience of
urban systems through evaluating the impact, propagation, and recovery
of these systems from cascading disruptions is relevant to urban communi-
ties. Therefore, a comprehensive, easily applicable model is required that
can simulate the impact of disruptions on interdependent urban elements,
such as infrastructure systems, businesses, and households.

Several models exist that describe cities in terms of urban design pat-
terns that can be used to define urban elements [137][138][139]. In conjunc-
tion, these urban element units can be used to create a model of a city [140].

1 This chapter is based on the following publication:
Dubaniowski, M. I. Heinimann, H. R. Framework for modeling interdependencies between
households, businesses, and infrastructure system, and their response to disruptions - appli-
cation. Sustainable and Resilient Infrastructure, Submitted (2019).

87
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However, there have been no clear attempts to adapt the concept of ur-
ban elements to modeling the response to disruptions in urban areas. Cur-
rent research approaches include infrastructure modeling for the resilience
of an individual system, and the application of these models to systems
such as the water supply [84], traffic [43], and power grids [83]. However,
these approaches analyze single systems and do not address interdepen-
dencies with other systems. A system-of-systems (SoS) methodology has
been used to model interdependencies among infrastructure systems by
Eusgeld et al. [46]. However, the applicability of this model was not ana-
lyzed, and the model was not adapted to a real-world scenario involving
businesses and households. Dubaniowski and Heinimann [91] proposed
a modeling framework for interdependencies between infrastructure sys-
tems, businesses, and households; however, their framework was not ap-
plied to urban areas, and the performance of systems for a disruption was
not analyzed. Finally, disruptions to infrastructure systems and their im-
pact was analyzed in a number of studies [103][141][142][143]. However,
the authors did not consider the impact of interdependencies on various
socioeconomic units. Instead, they relied on individual infrastructure sys-
tems or expert judgment to arrive at estimates of the urban systems’ re-
silience and the impact of disruptions on the urban systems.

The aim of the present study is to (1) devise an application workflow
of a framework for modeling businesses, households, and infrastructure
systems, and their response to disruptions; (2) apply the framework to
an area of a city; and (3) analyze the response of the simulation to a set
of disruption scenarios in order to compare their impact on the system.
In particular, our objective was to evaluate the impact of disruptions on
a system modeled using our framework for modeling interdependencies
between infrastructure systems, businesses, and households.

In this study, we focused primarily on describing the workflow of our
modeling framework and applying the framework to an area of a city. Our
aim was to establish the framework and demonstrate how it can be used to
model a real-world area to evaluate the impact of disruptions in that area.
However, the study did not include a wide range of networks or urban
areas. In addition, the mechanism for inducing the initial disruption to the
systems was beyond the scope of this study.
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5.2 model specification

In this study, we designed and developed a model of an agent combined
with other agents to form an SoS network of infrastructure systems, busi-
nesses, and households. These agents exchange goods and services over
infrastructure links represented by edges of a network. In addition, they
perform production processes to generate goods and services, and intro-
duce raw materials to the system. The model consists of three integral
elements: (1) a network of households and businesses that are connected
by infrastructure system links, (2) agents representing socioeconomic units
that perform production processes, and (3) disruption generators that in-
troduce disruptions to the system [91].

In infrastructure system networks, business and household agents are
nodes, while infrastructure system links are edges. These links correspond
to real-life infrastructure connections, such as power lines, water supply
pipes, roads, telecommunication lines, and public transport lines. Busi-
nesses agents, in contrast, correspond to factories, retail stores, and so on,
as well as infrastructure providers, such as power plants and water sup-
ply plants. Households represent housing units that provide residence for
people and offer human capital resource.

Disruptions can be introduced into the overall SoS through (1) infras-
tructure system links, such as by removing a link; and (2) agents, such as
by introducing changes to an agent’s production process or demands. Dis-
ruptions may also be introduced by increasing the supply cost of introduc-
ing raw material resources to an agent. These disruptions can be modeled
as Poisson processes and so can be randomly introduced into the system
with a particular distribution pattern. Alternatively, disruptions can follow
a pre-designed process that defines how they develop and occur.

Figure 5.1 presents a diagram of our proposed model. The model rep-
resents interdependencies between infrastructure systems, businesses, and
households. These interdependencies are represented through infrastruc-
ture link connections and production processes. The production process
of each agent uses an input-output model [97][30] to represent the trans-
formation of a set of input goods and services into another set of output
goods and services. In the input-output model, an agent takes certain in-
puts from the network and performs transformations to produce certain
outputs, which are then released into the network. This process is gov-
erned by a technology matrix, which specifies the quantities of each re-
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source that are required for producing one unit of another resource by an
agent. A disruption may alter this technology matrix.

Each agent possesses a final consumer demand vector, which specifies
the amount of resources that the agent consumes without producing any
resources in return. This vector corresponds to the final end-user consump-
tion and waste of resources by households and businesses. Each agent also
possesses a raw materials supply vector, which specifies the supply price
of one unit of raw materials that can be introduced by this agent. Both
the final consumer demand vector and raw materials supply vector can
be altered by a disruption. The overall SoS network also possesses a to-
tal consumer demand vector, which is derived by summing the individual
demand vectors for all agents. Each edge has a cost and capacity vector
assigned to it that specifies the cost of transferring each resource over that
edge.

Disruptions can be introduced to agents and infrastructure links. These
disruptions are either randomly generated or preset disruption scenarios,
and the scenarios are designed to correspond to real-life events. Disrup-
tions affect different components of the system and can vary spatially or
temporally. In addition, various disruption generators can be developed
with different specifications and specializations, with each generator mod-
eling a different type of a disruption. These scenarios can then be intro-
duced into the model to evaluate their impact on the simulation of the
network.

The main metric in our model is the cost of satisfying the system. The
impact of each disruption can be measured by examining its impact on this
metric. By assigning probabilities to disruption scenarios, the value-at-risk
(VaR) of the system can be further quantified. In addition, by defining a
multi-step disruption scenario, a system’s response to and recovery from
a disruption can be evaluated. Another metric used to evaluate the per-
formance of the system is the variation in the supply curve of the overall
system, which represents the effect of the disruption on the supply curve
of resources in the simulated network.

In this study, we applied our model to a specific geographical area of
a city consisting of households, businesses, and infrastructures. In terms
of resources, we modeled power, water, consumer goods, business goods,
and human capital (people). As a result, the following infrastructure sys-
tems were taken into account: power supply, water supply, consumer and
business goods delivery networks (e.g., roads), and public transport. We
applied our modeling framework to the geographical area by following
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a predefined application workflow. We developed the applied model, ran
the simulation, and subsequently evaluated the model’s response to vari-
ous predefined disruption scenarios that were introduced into the system.

5.3 application of the model

We applied our modeling framework to a geographical area to assess the
impact of various disruption scenarios on the infrastructures, businesses,
and households of that area. The application of the framework is described
by a set of steps performed to use the framework to model a certain area.
We first present the workflow of the application, followed by a detailed
explanation of each step for our selected geographical area.

5.3.1 Application workflow

We applied our model to a particular geographical area following nine
steps, which are outlined in table 5.1. These steps outline the tasks that
must be completed and the order of their completion. With these steps,
our framework can be used to model a geographical area and simulate the
impact of disruptions on the systems in that area.
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Table 5.1: Process of applying the proposed model to a geographical area. The
selected area is divided into a grid, which is transformed into a net-
work. Each element of the grid is defined in terms of building blocks.
Disruptions are defined as disruption building blocks or edge mal-
functions. A simulation is then run with and without disruptions.

Step
no.

Workflow Procedures

1 Define a geographical area to
model.

2 Divide the area into a grid of
cells.

3 Create network representa-
tions of infrastructure sys-
tems based on the grid from
Step 2. Assign a cost and ca-
pacity to the edges of each
network.
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Step
no.

Workflow Procedures

4 Define building blocks used
to describe the area. Individ-
ual units can be used to rep-
resent each cell.

5 Define nodes in terms of
building blocks. Assign build-
ing block coefficients for each
cell.

6 Run simulation. Record the
base case result and costs.

7 Define disruptions as build-
ing blocks and building block
coefficient changes or as edge
malfunctions.
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Step
no.

Workflow Procedures

8 Run simulation with intro-
duced disruptions.

9 Interpret results. Determine
cost of each disruption and
the effect of disruptions on
different cells.

As illustrated in table 5.1, several steps must be completed to convert
a real-world problem into a model that can be simulated and analyzed
with our framework to evaluate the effects of various disruptions. The
initial step involves selecting an area to model and defining the area. This
step also includes defining the number and types of resources that must
be modeled for determining the scale of the simulation. After selecting a
geographical area to model, the area must be divided into a grid whose
size will define the spatial granularity of the simulation within the area
selected. The larger the grid mesh, the smaller the individual cell, and
thus, the finer the granularity of the simulation. Grid size selection is a
crucial step in the conversion of a real-world problem into a simulation.
It is not required for the grid cells to be of equal size; they can be larger
or smaller in different parts of the geographical area, depending on how
important the parts are for the simulation results. The area, grid, resources,
and systems to be modeled are key high-level parameters of the simulation
that must be defined at an early stage.

After dividing the area into a grid, in Step 3 the grid is transformed into
a network for each resource and infrastructure system that is modeled.
Here, each grid cell is assigned a node of a network, and network con-
nections (i.e. edges) between these nodes are defined for each individual
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infrastructure system. The edges and nodes for each infrastructure system
correspond to the infrastructure system’s network for a given area. Nodes
correspond to grid cells, and edges correspond to infrastructure system
links for each system. Generating a network representation of a real-life
infrastructure system is the central element of Step 3. In addition, the ca-
pacity and cost of all edges in the network must be defined appropriately
to mimic the real-world cost of resources that are transferred through the
edges, as well as the capacity of the edges.

After defining the networks in the system, the building blocks that are
subsequently used to define individual grid cells must be determined. A
building block corresponds to a single unit, which, in combination with
other building blocks in certain quantities, represents a cell of the geo-
graphical area grid. Building blocks are the smallest functional units used
to build an urban area. A building block can be a house, condominium,
factory, school, retail outlet, power plant, water supply plant, or similar
entity, which, put together, can be used to form an urban area. Each build-
ing block is defined in terms of a production process that it is capable of
conducting. This production process is represented by a matrix of techni-
cal coefficients. In addition, each building block includes a final consumer
vector and a raw materials supply vector that represent the internal con-
sumption of the block and the resources that it can supply. The number
and type of building blocks have a significant influence on the simulation,
and the number of building blocks impacts the granularity of representa-
tion of individual grid cells.

After the building blocks are defined, Step 5 can be commenced. Here,
the building blocks defined in Step 4 are used to describe individual grid
cells (network nodes), which consist of a certain number of building blocks.
In this step, the building blocks are assigned to individual cells. Thus, a
simulated urban area is created with the use of model building blocks. For
each cell, a vector of building block coefficients whose entries correspond
to a weight, or a number of corresponding building blocks in this cell, are
assigned. Vectors of building blocks for all cells combined form a matrix
of building blocks, which defines the entire modeled network. This ma-
trix includes all the nodes of the network in terms of the building blocks
described in Step 4.

Once the urban area is defined in terms of the proposed model, a sim-
ulation can be run to determine the cost of satisfying the system with no
disruptions. Step 6 enables testing of the simulation system to determine
whether the cost of satisfying the system is similar to the expected value
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or the value that is obtained in the real world. Because there already ex-
ists an operational model that can be simulated to obtain results about the
system, the base scenario can be evaluated, and data pertaining to it can
be collected. From this point, disruptions are introduced to observe their
effects on the system in terms of total cost and changes to the supply curve,
as well as other metrics of interest.

To simulate disruptions, in Step 7, disruption scenarios are defined. These
scenarios are described in terms of disruption building blocks and infras-
tructure system link malfunctions. Disruption building blocks are building
blocks that negatively impact the system. They correspond to a malfunc-
tion in a production process, increased final consumer demand, or an in-
creased supply price of resources. Introducing disruption building blocks
requires adjusting the matrix of building blocks to specify where and with
what impact disruption building blocks affect the model. Similarly, the in-
frastructure system links that may be faulty for a scenario are defined by
specifying how their capacity and cost are affected. In extreme cases, an
entire link may be destroyed as a result of a disruption.

Alternatively, a random disruption process generator may be introduced,
which follows a Poisson process to simulate disruptions in the system ac-
cording to a certain set of patterns and parameters. This entails specifying
the distributions of multivariate random variables that define disruption
building blocks, the matrix of building blocks, and the affected infrastruc-
ture links.

Once disruption scenarios or disruption random processes are defined,
the simulation can be rerun with a given scenario or with a given disrup-
tion process running (Step 8). For each disruption scenario, the data of
interest is collected, and the impact of the disruption on the overall sys-
tem is analyzed (Step 9) by evaluating the overall cost of disruption. In
addition, the impact of the disruption on individual cells is analyzed by
evaluating the individual costs. Furthermore, the change in shape of the
overall supply curve of the system is examined to understand the impact
of the disruption on the supply of resources in the system. Once the re-
sults are obtained and analyzed, they can be used to generate support for
decisions regarding the system or to identify major vulnerabilities.

5.3.2 Area definition

In accordance with our application workflow, we began by selecting the
area and size of the grid/network and the number of infrastructure sys-
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tems to be modeled. The area selected is presented in fig. 5.2; it is a part
of the Clementi district in Singapore. This area was selected because it rep-
resents an effective combination of all units, including households, busi-
nesses (both industrial and retail), and a variety of infrastructure systems.
Moreover, the area is located near our laboratory in Singapore, and, as
such, we are familiar with the area and have a personal interest in it. The
size of the area is 2.74 km2, and we divided it into 49 grid cells in a pattern
of 7 x 7 equal cells. With this design, each cell corresponds to an area of
size 0.05 km2; the edge of each cell is thus approximately 250 m long and
wide. This is an appropriate grid cell size for a city with a population den-
sity such as that of Singapore. The granularity of each cell is reasonable,
as each cell includes several buildings. In addition, household, retail, in-
dustrial, and infrastructure system cells are generally distinct; however, in
several instances, these units are combined into one cell, having both these
scenarios is desirable.

We selected the grid to adequately model the system and translated it to
a 49-node network with connections defined by roads and infrastructure
system connections in the actual district of Clementi in Singapore. The
infrastructure system connections thus mimic the real-world infrastructure
systems present in the area of interest.

Five infrastructure systems and resources were selected to be modeled.
These include the power supply, which was represented by a power sup-
ply grid; the water supply, which was represented by a water supply net-
work; and commercial goods, consumer goods, and human capital (peo-
ple), which were all represented by road networks, albeit with different
costs and capacities for each system/resource. These resources were se-
lected as the most crucial to the survival of businesses and households in
the city of Singapore. As Singapore has a limited water supply, the water
supply system is extremely important. In addition, power is crucial to all
commercial and household activities. The physical transportation of goods
is also vital in maintaining the operation of all socioeconomic units, and
the transportation of people is necessary for maintaining the operation of
businesses that require workers. Consequently, the above-mentioned in-
frastructure systems and resources were selected to be modeled in our
system.



5.3 application of the model 99

Figure 5.2: Area selected for simulation with applied grid. This is an area in the
Clementi district in Singapore that has a size of 2.74 km2. A grid of
49 cells with a size of 7 x 7 was applied. The cells were numbered
horizontally from the top left corner to the bottom right corner from
0 to 48. This area represents a combination of residential, retail, and
industrial regions.
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Figure 5.3: Section of networks in the area of interest. The selected geographic
area is translated into networks of infrastructure systems. These in-
clude a water supply network, road network, and power grid net-
work, each consisting of a different topology and specification of
edges and 49 nodes. Here, a subset of nine neighboring nodes and
the connection between these nodes is presented.

5.3.3 Networks

The area illustrated in fig. 5.2 was mapped onto a network for each infras-
tructure system. The systems were developed into three distinct network
topologies: a water supply network, a power supply network, and a road
network. The road network was used to create three networks for commer-
cial goods, consumer goods, and human capital with the same topology,
but with varying parameters, such as edge costs and capacities.

In these networks, the edges correspond to infrastructure system links,
and the network differs for each infrastructure system. Although the net-
works for commercial goods, consumer goods, and human capital have the
same topology, they have different edge parameters. The road networks
serve to transfer consumer goods, business goods, and people, while the
water supply network supplies water to businesses and households, and
the power grid supplies power to businesses and households. The connec-
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tions in these networks mimic the real-world connections of these mod-
eled systems in the area of interest. As such, the power grid network in
the simulation corresponds to the power grid in the area, the water supply
network in the simulation corresponds to the water supply system in the
area, and the road network corresponds to the road network in the area.

A portion of these networks with a subset of nine cells is presented
in fig. 5.3. This figure illustrates nine nodes and the network connections
between these nodes for three networks, namely the power grid network,
road network, and water supply network. The overall network consists of
49 nodes; however, a subset is presented in fig. 5.3 for simplicity.

5.3.4 Building blocks

A set of 13 building blocks was defined to mimic the building blocks of
a city. Each building block corresponded to the typical characteristics that
the block would have in the real world; in other words, these building
blocks defined the characteristics of urban elements that could be seen in
a city. The building blocks that we defined included the following: HDBs2,
condominiums, houses, retail business units, office business units, indus-
trial units, water units, power units, highway connection units, external
water supply units, external power supply units, recreation area units, and
school units. The 13 building blocks were each assigned a matrix of tech-
nical coefficients. This matrix defined the resources that a building block
could produce and the resources that it required to produce one unit of
each resource. The matrix of technical coefficients for each building block
was an input-output matrix of this block. In addition, each building block
had a final consumer vector assigned that specified the quantity of each
resource consumed by this block as the final consumer. Similarly, a raw
materials supply vector was defined for each building block to specify the
cost of supplying one unit of resources for each building block. An exam-
ple of a building block corresponding to a house is presented in fig. 5.4.
This is one of 13 building blocks; in combination, the blocks are used to
describe the nodes of the simulation network. All 13 building blocks used
in this study are presented in appendix B.

The building blocks are defined so that they can be easily modified if
there arises a need to alter them. They are defined in a spreadsheet and
can be easily adjusted in the simulation to ensure that the set of build-

2 HDB – Housing and Development Board – a type of a multi-family residential unit common
in Singapore
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Building block matrix - T1 - House


0. 0. 0.8 0. 0.8
0. 0. 0.7 0. 0.8
0. 0. 0.5 0. 3.
0. 0. 0.1 0. 0.1
0. 0. 0.9 0. 0.4



Demand:

[
0.1 0.2 1. 0.05 0.5

]
Supply:

[
inf inf inf inf 100.

]

Figure 5.4: Description of a house building block used to model the area of
Clementi. This block can produce human capital and consumer
goods and supply human capital, and it is the final consumer of all
resources. There are a total of 13 similar building blocks defined with
specific, unique characteristics, including matrices of technical coef-
ficients, final consumer demand vectors, and supply vectors. These
blocks are used to define individual cells in the simulation network.
Cells are composed of a combination of building blocks.

ing blocks representing individual network nodes is adequate. In addition,
these blocks are used to define each cell of the area network. Each cell
consists of several blocks, and these blocks are assigned to each cell in
accordance with the building block vector of each cell.

Next, we introduced two building blocks that defined disruptions. These
building blocks have significantly worse performance in certain respects
than functional building blocks. Thus, introducing these blocks into a node
decreases the performance of that node and mimics a disruption occurring
in the node. In this way, disruptions to cells of the area are represented.
The disruptions are introduced into a cell by adjusting the cell’s vector of
building blocks by including disruption building blocks. The two disrup-
tion building blocks used in this study are presented in appendix B.

Defining building blocks makes it possible to quickly assemble an urban
area model based on a selected area and a set of building blocks. If the area
is altered, the set of previously defined building blocks can be retained,
and only the matrix of building blocks must be redefined. The selected area
is then divided into a new grid, and the blocks that are already present are
assigned to this area, thus accelerating the process of developing a model
from a real-world scenario.
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5.3.4.1 Matrix of building blocks

Combining the vectors of building blocks forms a matrix of building blocks,
in which each row corresponds to one cell and represents the combina-
tion of building blocks that form that cell. The matrix defines a particular
state of the system in terms of building blocks. Changes to the matrix of
building blocks serve to alter the composition of the simulated urban area,
accommodating changes to the production processes, final consumption,
and raw materials supply.

To obtain the actual cell characteristics from a matrix of building blocks,
for each row corresponding to one cell in the network, we proportionately
apply building blocks to the entries in the row. In this way, each row cor-
responds to the description of each cell in terms of both normal building
blocks and disruption building blocks. The construction of each cell is thus
obtained based on the building block coefficients that specify the composi-
tion of the cell.

The matrix can be easily modified. Changes to the matrix along with
changes to the topology or costs of the edges of the network are two meth-
ods of introducing disruptions into the system. Adjustments made to the
matrix modify the performance of the network.

A section of the matrix of building blocks is presented in fig. 5.5. The
full matrix for our system of interest includes 49 rows and 15 columns.
The full matrix is presented in appendix B. The extracted section contains
the three top rows of the matrix. This matrix, in conjunction with the build-
ing blocks’ specifications, can be used to obtain technology matrices and
demand and supply vectors for each of the 49 cells in the network. Each
row of the matrix corresponds to one cell in the network, and each column
corresponds to a building block coefficient of the block in the given row’s
cell.

5.3.5 Model execution

The above-mentioned simulation model was adapted to an interface that
allowed for a swift and efficient alteration of building block definitions,
building blocks matrices, and network topologies and parameters. To this
end, building blocks were defined in an Excel spreadsheet so that they
could be read and modified in a simple manner. The spreadsheet contained
a matrix of technical coefficients, the final consumer demand vector, and
the raw materials supply vector of each building block, and it could be
modified in an intuitive fashion.
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2. 0. 0. 0. 0. 15. 55. 0. 11. 50. 0. 24. 0. 0. 0.
23. 0. 43. 0. 0. 0. 0. 0. 0. 0. 0. 4. 0. 0. 0.
42. 0. 11. 0. 0. 0. 0. 0. 0. 0. 0. 37. 0. 0. 0.




Figure 5.5: Section of matrix of building block coefficients. Each row defines the
corresponding cell in terms of 15 building blocks (13 actual building
blocks and 2 disruption building blocks). In combination with build-
ing blocks, this matrix can be used to obtain technology matrices and
the demand and supply vectors of each cell in the network. The full
matrix consists of 49 rows of 15 building block coefficients, one row
corresponding to each cell.

A web interface was used to visualize the graph of a network along with
the matrix of technical coefficients for each node. An individual node’s ma-
trix of building blocks could be modified; in addition, the network edges
and their parameters could also be modified to continuously adjust the
simulation. The results were presented on an interactive map, which con-
tained the cost of satisfying the entire system all as well as each individual
cell. Similarly, a graph of the supply curve for the simulation was derived.
A sample input interface is presented in fig. 5.6.

5.3.6 Disruption scenarios

A set of eight disruption scenarios was designed to showcase the applica-
tion of our model. These disruptions corresponded to events that could
take place in the area of interest and result in system malfunctions. These
scenarios corresponded to various degrees of disruption to the systems
and represented typical events that could occur as a result of a natural
disaster, attack, or equipment malfunction. The scenarios developed were
used to evaluate the performance of the network and the change in the
supply curve resulting from each scenario. This process allowed us to ex-
amine the applicability of our model and how it could be applied to assess
the resilience of the system in terms of cost.

Adjusting the system to simulate different disruptions can allow opera-
tors to observe or predict the impact of various disruption scenarios on a
network. This can aid in guiding investment decisions in the area of inter-
est, and different investment options can be presented and evaluated for a
set of predefined disruption scenarios.
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The set of eight disruption scenarios used in our study is presented in
table 5.2.

Table 5.2: Simulated disruption scenarios. Each disruption scenario disturbs one
or more parts of the system, such as business agents, power supply,
power grid, or water grid.

Scenario
no.

Diagram Description

1 Disruption to water sup-
ply network only.

2 Disruption to water sup-
ply plant only.

3 Disruption to power
grid only.

4 Disruption to power
plant only.

5 Disruption to road net-
work. Major intersection
breakdown only.

6 Disruption to factory
only.
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Scenario
no.

Diagram Description

7 Disruption to factories,
a water supply plant,
and a power plant simul-
taneously. Major multi-
business failure.

8 Disruption to factories,
a water supply plant,
a power plant, a wa-
ter supply network, a
power grid, and roads
simultaneously. Major
multi-system failure.

Table 5.2 demonstrates that the severity, causes, and initial impact of the
disruption scenarios varied. This enabled us to examine a wide spectrum
of disruption scenarios. We began with single system disruption that af-
fected either an infrastructure system network or a single factory, and we
gradually moved to complex, major, multi-system failures, in which many
infrastructure system networks and businesses were affected.

5.4 results

To assess the performance of the network, for each disruption scenario the
following data was collected:

• Cost of satisfying the overall system given the disruption;

• Supply curve across all cells of the grid given the disruption.

Subsequently, the collected results for each disruption scenario were
compared with the base scenario, in which no disruptions were present
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in the system. This allowed us to evaluate the performance of the system
for each disruption scenario. The outcome of this process is presented be-
low.

5.4.1 Supply curve

To obtain a supply curve for the overall system, we used the cost of sup-
plying the aggregate quantity of resources for each cell across the system.
This involves averaging the price across all resources proportionally to the
amount of resource requested in each cell. A supply curve represents the
cost to deliver an additional unit of the averaged resource at each aggre-
gated quantity. The shape of the curve indicates the effects on various
elements across the grid. Thus, different scenarios have different effects on
cells within an area of interest. The supply curve graph can aid in revealing
any high-impact areas in which a particular disruption has a significantly
greater impact than in other areas.

The supply curves in fig. 5.7 reveal that disruption scenarios can have
a different impact on various cells in the area of interest. In particular,
Scenarios 2 and 8 have a disproportionately large impact on the cells that
are impacted the most (i.e., at higher aggregate quantities). This suggests
that some areas are significantly more affected by these disruptions than
other areas. Therefore, infrastructure investments may be useful in these
areas to lower the supply curves on the right side of the graph.

Figure 5.7 illustrates Scenarios 2, 7, and 8, and the base case with no
disruptions. The changes in the supply curve represent the self-adjustment
of prices in response to the disruptions. An upward change in the supply
curves and an increase in their gradient correspond to the cost adjustment
that occurs throughout the system in response to a disruption introduced
to the system. Figure 5.7 suggests that Scenarios 2 and 8 are the costliest
and therefore the most impactful on the system for the cost metric.

It is worth noting that as the quantity increases, the price variation be-
tween different disruption scenarios increases (heteroskedasticity). This
confirms our predictions that there tends to be a greater impact on some
of the most vulnerable units of the urban area. These units suffer the impli-
cations of disruptions to a larger degree than the other units. This finding
is consistent with the results of disruptions in a real-life setting.

Similarly, standard deviations of simulations of disruption scenarios are
important to note, as they can aid in confirming where and why crucial
state transitions occur in a given area. Standard deviation of the average
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Figure 5.7: Simulation results for three disruption scenarios (numbered in top
left corner) averaged across 10 stochastic simulation runs. The sup-
ply curve, which is the cost curve of the averaged resource unit, is
presented for three disruption scenarios and the base case. There are
variations of supply curves in both location and shape. The changes
in the supply curve represent the self-adjustment of prices in re-
sponse to disruptions. The most impactful disruption is the multi-
system failure of various systems (Scenario 8), followed by a major
failure of the water supply system (Scenario 2). The other scenarios
have a lower impact on the performance of the system.
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Figure 5.8: Standard deviations of average resource price for each agent across
10 stochastic simulation runs for disruption scenarios 2 and 8, and
the base case (no disruption). Standard deviation generally increases
with increasing price of resources. Peaks tend to appear near ma-
jor shifts in price thus confirming particular vulnerability of these
agents.
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resource price for each agent across several simulation runs can be com-
puted. On fig. 5.8, a graph of standard deviations of average resource price
for each agent across 10 simulation runs for 2 disruption scenarios (Sce-
narios 2 and 8) and the base case is shown. It can be noted that standard
deviation is growing in general proportionally with price, however, large
shifts in supply curve correspond to large increases in standard deviation.
This is an interesting result, which shows that standard deviation tends to
peak around major shifts in supply curve. This might be because agents
at these points are particularly affected by any, even minor, changes to the
system. Even very small random variation to the system at such boundary
agent becomes amplified, thus resulting in a larger standard deviation at
these agents.

5.4.2 Total cost

Another metric for assessing the impact of disruptions is the total cost
of satisfying the system for a disruption scenario. The evaluation of the
system according to this metric is illustrated in fig. 5.9. The difference
between the cost of each disruption scenario and the base scenario is an
important metric, as it reveals the additional cost suffered by the system
caused by introducing the disruption scenario.

Figure 5.9 demonstrates that with the exception of Scenario 1, which is
omitted from the graph due to infinite total cost, Scenarios 2 and 8 result
in the most costly disruptions. Scenario 8 has the largest impact in the
entire simulation, with multiple systems failing simultaneously. Scenario
2, in contrast, involves the failure of a water plant, which provides a crit-
ical resource for the overall network. This disruption to the water supply
propagates to all cells and substantially affects many production processes,
thus increasing the cost of the disruption.

The total cost metric can also be used to examine the opposite case in
which an improvement is introduced into the system; here, the cost of the
improvement can be measured to determine the impact of the improve-
ment. This approach can then be used to guide infrastructure development
planning and investments. Different approaches can be evaluated to iden-
tify the approach that provides the largest decrease in the overall cost of
satisfying the system.

Identifying and calculating the cost of disruption scenarios can aid in
arranging the various scenarios in terms of their impact on a system. This
can allow emergency and contingency planners to understand the failures
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Figure 5.9: Total cost of satisfying the system for all disruption scenarios with
the exception of Scenario 1, in which the cost of satisfying the system
is infinite. These results reveal that the cost of satisfying the system
is the greatest for Scenarios 2 and 8.

that would have the largest impact on the system. In addition, it can also
help risk managers better calculate and estimate the VaR if the probability
of each disruption appearing in the system can also be estimated.

Of the disruption scenarios used in our study, the disruption to the wa-
ter supply system resulted in the largest negative impact on the system.
In addition, as expected, the combination of several simultaneous system
disruptions had a massive impact on the performance of the system in the
area of interest. The results indicate that a disruption to the power sys-
tem resulted in a lower cost than a disruption to the water supply system,
unless the disruption to the water supply system was combined with a
disruption to the power supply, as in Scenario 8.

5.4.3 Resilience cycle

Behavior of agents over a resilience cycle can be tracked in our simula-
tion. By collecting data on an agent’s behavior, we can see how an agent’s
production and consumption changes when a disruption is introduced to
the system and as it develops and propagates through the system. This
progress of a disruption can be tracked and shown for various agents, and
at an individual agent level too. Here we present the impact of a disruption
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on several agents and on an individual agent as the disruption progresses
in the system through 5 different stages of resilience cycle: before (aware-
ness), introduction of a disruption (resistance), during the disruption (re-
sistance), recovery (re-establishment and rebuilding), after the disruption
retracts (re-configuration and adaptation).

Figure 5.10 demonstrates the progress of agents in the area through 5

stages of resilience cycle mentioned, under a disruption (based on dis-
ruption scenario 4) being introduced. Using colors, grid cells represent
changes and effects of the disruption scenario on the geographical area
considered in this study in terms of average costs of resources. It can be
seen that cost of resources is low initially, then as the disruption is intro-
duced the costs start to rise, and they peak as disruption fully propagates
and takes effect on the area. Then, as disruption recedes, we can see the
system improving and going back to the original performance and even
adapting by decreasing the costs as compared to before the disruption had
occurred.

On fig. 5.11 bar charts show how a single agent (agent no. 35) behaves
in terms of amount of resources demanded by this agent throughout a
resilience cycle of the same disruption being introduced. This behavior is
captured by the changes in external demand (inputs) of the agent through-
out the corresponding resilience cycle. The amount of resources requested
by the agent varies as disruption happens in the system. We can see that
the agent requires more input resources right after the disruption occurs
to the system in order to resist the disruption. The agent maintains higher
demand throughout the disruption, and then changes its profile during
recovery in order to adapt itself to the disruption occurring in the future.
This resilience cycle representation demonstrates an individual agent’s re-
sponse to a disruption and how its input varies as disruption develops and
progresses through the system.

A resilience cycle episode was presented at two different granularities
and for 2 different metrics here. We could see how cost of resources in an
area varied and progressed with a disruption scenario introduced to the
system. Furthermore, we could notice how a single agent responded to a
disruption in terms of amount of resources that the agent demanded from
the system. Both these approaches allow stakeholders to infer different
characteristics of the system and assess resilience by looking at a particular
resilience cycle for different disruption scenarios’ episodes. This can be
particularly useful and beneficial for resilience assessment of the system.
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(a) Before the disruption occurs -
awareness

(b) Beginning of the disruption, just
after disruption is introduced - re-
sistance

(c) During the disruption, the high-
est impact of the disruption - re-
sistance

(d) Recovery from the disruption - re-
establishment and rebuilding

(e) Disruption fully retracted - re-
configuration and adaptation

Figure 5.10: Averaged cost of resources in the area considered throughout 5

stages of resilience cycle. On the color spectrum, red corresponds
to a higher cost, while green to a lower cost to provide resources in
the given cell. Each cell corresponds to one cell of the geographical
area from fig. 5.2. Resilience cycle can be clearly seen.
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Figure 5.11: External demand (input) changes in a single agent throughout a
resilience cycle. The demand profile of an agent varies as disruption
propagates through the system. Resilience cycle can be clearly seen.
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5.5 conclusions

The goals of this study were to (1) devise an application workflow of a
framework for modeling businesses, households, and infrastructure sys-
tems and their response to disruptions; (2) apply the framework to an area
of a city; and (3) analyze the response of the simulation to a set of pre-
defined disruption scenarios to compare the impact of the disruptions on
the system. In particular, our objective was to evaluate the impact of dis-
ruptions on the system to confirm that the proposed modeling framework
can be applied to model interdependencies between infrastructure systems,
businesses, and households to assess their resilience.

Our study resulted in the following findings. First, a nine-step applica-
tion workflow for our modeling framework was developed, which can be
used to apply the framework to any geographical urban area. Second, the
modeling framework was applied using the workflow to a 2.74 km2 area of
Singapore’s Clementi district. We modeled five infrastructure systems and
resources in this area, including the water supply, power supply, consumer
goods, industrial goods, and human capital. Third, a set of eight disrup-
tion scenarios was applied to the simulation model, and the response to
these scenarios was examined.

The above process yielded the following major results:

• As expected, the impact of major multi-system disruptions resulted
in the largest impact on the SoS.

• Disruptions tended to have a disproportionately large effect on small
vulnerable populations, especially as the overall size of the disrup-
tion increased.

• Disruptions to key utility systems such as the water supply or power
supply were more impactful than disruptions to businesses or trans-
portation networks. Thus, utility networks tended to be less resilient
than transportation networks.

• The application of the model to the area of interest revealed that the
model can be used to assess the resilience of a system in terms of
disruption cost. In addition, it can be used to assess the impact of
prospective improvements to a system.

Our application of the framework to a certain geographical area to as-
sess its resilience is novel. The modeling framework that we used has been
described in the literature [91]; however, the application of the model to an
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actual area in the city of Singapore, and the development of a workflow
defining the method for using the simulation, is original. Similarly, there
exist different modeling frameworks for infrastructure systems [5][92][86];
however, most of these approaches do not take into account the role of busi-
nesses and households, which are considered in our study. Likewise, the
input-output model has been applied to modeling infrastructure systems
[144], economies [117], and individual businesses [27]; however, it has not
been utilized in an applied SoS model in which all applications are com-
bined within one model. Modeling frameworks and models are presented
for many infrastructures [87] and locations [145]; however, the application
workflows for these frameworks are not available. This study has bridged
this gap.

The results of this study have several implications for scientists, pol-
icymakers, and practitioners. Scientists can utilize our results to better
model infrastructure systems, businesses, and households to assess their
resilience. The workflow can be used to apply the model to different con-
figurations of urban areas to evaluate the performance of the different con-
figurations for various disruptions. Policymakers can apply the proposed
model to support decisions regarding infrastructure development and in-
vestments. Risk managers can use the model with a set of randomly gener-
ated stochastic disruption scenarios to assess the VaR of the area. Further-
more, infrastructure and city planners can utilize the model to understand
which parts of a city are affected the most by disruptions and generate the
highest costs when disrupted. Domain experts can then draw conclusions
regarding the causes of these costs and suggest system improvements that
may decrease the overall cost.

The primary limitations of our study are its applicability to the selected
area, infrastructure systems, and resources, and its reliance on the defi-
nitions of building blocks. The results obtained for this area and these
networks may differ for a different set of networks. Similarly, if altered,
the selection of building blocks may yield different results. There is a wide
range of building blocks that can be used to simulate the system, and
adding more blocks or redefining the blocks may change the results. Simi-
larly, introducing different types of disruptions and increasing the number
of disruption scenarios can alter our model in terms of the cost of disrup-
tions.

Another limitation of this study is the type of data collected about the
system and the accuracy of the model, which may vary depending on the
granularity of the model and the number of resources modeled. To address
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these challenges, future work on this topic can involve similar experiments
using a different area and a different set of resources. The application work-
flow can be used to apply the model to a larger area of the simulation
with finer granularity. In addition, a different and wider range of disrup-
tions and building blocks can be used to better model the performance
of individual units. This will likely improve the accuracy of the simula-
tion. Finally, a structured comparison between the model application and
actual real-world urban area can be performed to further investigate the
shortcomings and advantages of the proposed model and workflow.



6
S Y N T H E S I S

I dream my painting and I paint my dream.
— Vincent van Gogh

The aim of this study was to develop a framework for modeling inter-
dependencies between infrastructure systems, households, and businesses,
which would allow for an analysis of the impact of these interdependencies
on the effect of disruptions on the system. First, the aim was to develop a
model of interdependencies that would allow for introduction of disrup-
tions into the system to evaluate their impact on performance of the sys-
tem. Second, our objective was to investigate how synchronization of such
models can be performed to represent a real-world system as accurately
as possible. Third, our aim was to combine the above ideas to apply the
model of interdependencies between infrastructure systems, businesses,
and households to an actual urban area. The scope of this study covered
the development of an agent representing metabolism of a socioeconomic
unit, such as a business or a household, interacting with infrastructure
systems within an urban area. Moreover, the scope covered development
and description of the simulation model and experiments to assess perfor-
mance of the models and their scalability and applicability. This included
the application of the developed model to a certain real-world case study
area.

6.1 outcomes

This study resulted in the following outcomes:

• distributed simulation model representing metabolism of business or
household units, infrastructure system links, and disruptions,

• price mechanism for allocation of resources to represent the self-
organizing capability of the model, and to estimate disruption mag-
nitudes,

• concurrent disruptions to the water and power network have higher
impact than those to the transportation network,
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• disruption impacts exhibit emergent behavior,

• propagation effects of disruptions in a system-of-systems model are
heavily dependent on time granularity,

• time granularity of a system-of-systems should be less than 1.13 of
the smallest expected recovery time of the constituent systems,

• disruptions to key utility systems are costlier than to transportation
systems or other businesses, and

• disruptions have a disproportionately large effect on small vulner-
able populations, especially as the overall size of the disruption in-
creases.

Major outcomes of this study are presented above. The primary outcome
achieved by this study was the design and development of an agent that
simulated the metabolism of a socioeconomic unit such as a business or a
household. The agent applied Leontief’s input–output model to describe
production as a transformation of a set of input goods and services into a
set of output goods and services. Moreover, the agent included interfaces
to other agents and final consumers of resources and raw material produc-
ers that could be used to introduce primary materials into the modeling
environment.

In this study, the agents were joined to form a network of agents, and
combined with a price mechanism used to coordinate allocation of goods
and services. Such simulation model was self-organizing through automat-
ically attempting to fulfill the requirements of the agents when a disrup-
tion was introduced into the system. The resources in the network were
dynamically assigned to agents based on transportation and production
costs. In our model, the allocation of resources was affected by introduc-
tion of disruptions to the system, and increasing disruption magnitudes
yielded price increases.

The above model consisting of a network of agents is a novel approach
to modeling interdependencies of infrastructure systems, businesses, and
households. Most of the research paths thus far have focused on model-
ing individual infrastructure systems [111] or on modeling several infras-
tructure systems; however, they have excluded socioeconomic agents in
their approaches [86]. Our approach of a network of agents fills the gap
in the current state of the art by including households and businesses in
infrastructure system models, thus making these models more accurate by
representing the real world better.
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Similarly, the adaptation of the input–output model [12] and the intro-
duction of a self-organizing mechanism to model interdependencies of in-
frastructures, businesses, and households, and their impact on propagation
of disruptions is original. The input–output model has been applied to
analyze production processes within businesses [95]; however, the model
has not been attempted beyond that—in the context of urban areas and
infrastructure systems modeling. This pushes the boundary of the current
state of the art by applying the input–output model and complex networks’
self-organization mechanisms to model interdependencies between infras-
tructure systems, businesses, and households.

Simulation experiments were conducted on the developed model to eval-
uate the usefulness of the model in assessing resilience and the impact
of disruptions on an urban area. This approach allowed us to expand
the body of knowledge by providing a more comprehensive framework
for modeling resilience of urban areas that includes households and busi-
nesses alongside infrastructure systems in the model. The simulation ex-
periments showed that combined disruptions to water and power supply
networks resulted in the most severe impacts, and that disruptions to both
infrastructure system lifelines and socioeconomic agents are most damag-
ing followed by disruptions to socioeconomic agents only. Furthermore,
the experiments emphasized the emergent nature of disruptions impacts,
where the impact of a small disruption gets amplified by cascading effects.
This stressed the need for robust water and power supply networks, and
the importance of system-of-systems models of disruption impacts.

The impact of time granularity of exchange of information between con-
stituent systems in a system-of-systems simulation on propagation of dis-
ruptions between these systems was evaluated with different simulation
parameters. This has shown that the exchange of information has a sig-
nificant impact on mapping and propagation of disruptions. Depending
on the recovery time after a disruption, time granularity of a system-of-
systems simulation needs to be carefully selected. Constituent systems
need to have a finer time granularity than the expected length of resilience
cycle. However, to register propagation of a disruption, the ratio of time
granularity to the expected recovery time from a major disruption needs
to be at most 1.13. This result means that the time granularity in the SoS
simulation needs to be less than 113% of the smallest expected recovery
time from a disruption of constituent systems to register the propagation
of disruption from one constituent system to the others. The experiments
conducted have also enabled us to devise a model of actual recovery time
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of a system based on the simulated recovery time for a given simulation.
These findings are helpful in establishing the real-world impact of disrup-
tions simulated in a system-of-systems simulation model.

Time management and synchronization of simulations have been stud-
ied and investigated [128][134]. However, there is no consideration of how
propagation of disruptions is affected by changes in time granularity of the
simulation. The appropriate time granularity of exchange of data between
constituent models is a gap that this study fills in the field of distributed
SoS modeling. The analysis of the impact that time granularity has on
simulations is crucial to designing good simulations and subsequently to
obtaining valid results in SoS models and simulations of infrastructure
systems. Selection of appropriate time granularity is a substantial concern,
which this study has determined, thus confirming expectations and ex-
panding the body of knowledge of distributed SoS simulations.

The system-of-systems simulation model was applied to a real-world
case, the area of Clementi in Singapore following the application workflow
described. This revealed that the model can be used to assess resilience
of systems in terms of costs of disruptions. The simulation experiments
performed on the application of the model showed that disruptions to key
utility systems such as the water supply or power supply result in costlier
impacts than disruptions to businesses or transportation networks. Simi-
larly, the experiment demonstrated that in the area considered disruptions
tend to have disproportionately large effect on small areas with vulnerable
populations. This effect gets magnified as disruption size increases.

The development of application workflow used to apply the model to
a use case pushes the boundary of the body of knowledge by allowing
modeling frameworks to be applied to real-world systems to improve their
design and performance. The modeling frameworks have been developed
in the past [5]; however, there was little research available on the pro-
cesses leading to application of these frameworks. This shortcoming was
addressed in this study by providing a methodical workflow that can be
used to apply a framework for modeling interdependencies between sys-
tems that follows certain principles to an actual urban area.

The simulation experiments conducted allowed for identification of in-
frastructure systems and areas which are especially vulnerable to disrup-
tions. These experiments are a novel contribution to the field of resilience
modeling and assessment. The ability to model disruptions’ impact on
infrastructure systems, businesses, and households and evaluate these in
terms of cost in a particular region of a city is a substantial achievement
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that makes a worthwhile contribution to the body of knowledge in this
field. There have existed many approaches to modeling individual infras-
tructure systems in various locations [92][146]; however, these have not
been applied to a particular physical location and have not included busi-
nesses and households present in the area. This study has clearly outlined
benefits of applying the model to a real-world context.

6.2 limitations

A major limitation for this study is the limited scope of experimentation
conducted on the proposed framework. The developed agent was utilized
and combined in a network with other agents to represent an SoS network
of infrastructure systems, businesses, and households. This network was
tested and compiled with a particular topology. Only one medium-size
topology was applied to evaluate and describe the system, and the impact
of topology of the network on the system was thus not considered. Fur-
thermore, only a subset of data was collected about the system to evaluate
the network’s performance and the model’s applicability. This study fo-
cused on measuring the cost to satisfy a critical demand to estimate and
compare resilience of the SoS in the face of disruptions. There exist other
indicators that can be used to evaluate resilience and performance of a sys-
tem. In this study, the primary metric considered was the cost of producing
the required amount of goods and services. Other metrics and influence
of regulatory frameworks on the model were not analyzed and used in
organizing the system.

Disruption generation models that were used to evaluate performance
of the system were limited in scope. There was a limited number of dis-
ruption scenarios randomly selected from a limited set of distributions
to represent disruptions that can be generated in the system. There was
no analysis of various differing disruption generators and differences be-
tween those. Disruption generators have a significant impact on evaluating
resilience and adequacy of the model of interdependencies; hence, limita-
tion in the study of disruption generators limited the scope of outcomes of
this study.

Data obtained from the model can be primarily adapted to compare sys-
tems on a high level and to see interesting relationships between different
systems or systems with additional developments added. This is because
a large number of stochastic processes that are combined together and cas-
caded together in an SoS simulation make the exact numerical results very
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difficult to interpret. Hence, the model presented in this study could be
primarily used to compare system designs and developments with other
developments and to understand major relationships between certain fac-
tors of system design. This is a limitation that is natural and very difficult
to overcome for a complex SoS simulation with such a great degree of
stochasticity inherent in the model.

Partly because of reasons stated in the previous paragraph, it was dif-
ficult to validate and test the model beyond very simple cases where the
outcome of the model is obvious. The outcome can only be compared with
expert opinions on what the outcome should be in a given situation. In SoS
modeling, especially with a significant amount of randomness present, it
is difficult to utilize traditional validation techniques as the emergent out-
come of cascaded random processes is not easily foreseeable.

In the study of impact of time granularity on propagation of disruptions,
the selection of factors varied to evaluate the impact of these on propaga-
tion of disruptions was limited. Three factors were considered, and their
impact was evaluated. This is a limitation as other factors also affect the
propagation of disruptions to other systems. Similarly, the SoS was ana-
lyzed with a given set of three topologies and three networks; however,
this is a limited scope as different topologies and larger quantities of net-
works can present different results. However, the results presented provide
a good estimate of what factors are especially important for selecting time
granularity of SoS simulations of infrastructure systems.

Moreover, the impact of factors on propagation of disruptions was stud-
ied on an abstract, generated network that followed principles similar to
those of infrastructure system networks; however, it did not represent an
actual physical area. The application of the model to a given physical area
was a limitation of this study.

The model of infrastructure systems, businesses, and households was
applied to a geographical area to evaluate the impact of disruptions on the
model and, hence, evaluate resilience of the region. This was applied to a
geographical area; however, the data used to apply the model were gen-
erated based on informed estimates and expert knowledge of the systems
of interest. Consequently, the system was not evaluated with detailed real-
world data. Similarly, the number of areas to which the model was applied
was limited, having applied the model only to one city area of Singapore.
Application of the model is a resource-consuming process that does not
necessarily present any value in terms of conceptual model development.
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The application of the model made use of certain building blocks for
the city socioeconomic units. These blocks could be redefined, and their
application can follow a different process, such as different composition
of building blocks or different spatial granularity. These were limited in
scope to one case and configuration of building blocks.

6.3 implications

This study and approaches presented in the previous chapters may have
the following implications:

6.3.1 Scientists

Scientists might benefit from the scalable approach outlined to evaluate
infrastructure systems, businesses, and households in a geographical area.
Interactions and the impact of these interactions on the outcomes and prop-
agation of disruptions between the systems can be studied by scientists at
a fine granularity of individual households and businesses. Moreover, re-
searchers can use the model to evaluate how different communities are af-
fected by various disruptions. Furthermore, this study can help scientists
in selecting an appropriate time granularity for such system-of-systems
models of various infrastructure systems. The study emphasizes the im-
portance of an appropriate time granularity for simulations to obtain sub-
stantive results. This can be applied by scientists to other fields beyond
infrastructure system simulations, such as business or military settings.
Similarly, scientists can utilize the framework for translating simulated to
actual disruption magnitudes to more adequately assess the impact of dis-
ruptions on systems.

The application workflow of the model to a geographical area can be
used by the scientific community as a blueprint for modeling interde-
pendencies between infrastructure systems, households, and businesses in
other regions. This can help researchers to better estimate costs of disrup-
tions being introduced into the system, and to compare various areas in
terms of their resilience and to compare hypothetical disruption scenar-
ios against one another. This is a valuable implication that can provide
scientists with a uniform method of evaluating resilience of urban area
ecosystems and infrastructure development projects in these areas.
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6.3.2 Policymakers

For policymakers, this study presents several implications. Decision mak-
ers can use methods developed in this study as a support tool, which
would help them in making decisions about policies that they design. They
can use the tool to make decisions about direction to take when planning
infrastructure development projects. The models developed in this study
could be utilized in devising contingency plans in cases of major disrup-
tions. Policymakers can adapt the method presented in this study to aid
them in making critical decisions on the go while a disruption is develop-
ing and progressing. Inclusion of households and businesses in the model
can help the decision makers to identify the most vulnerable groups, that
is, groups that are affected the most by a potential disruption within an
urban area. Moreover, business leaders and corporate policymakers can
use the methods presented in the study to better predict the behavior of
businesses in the face of disruptions, especially to see how regional units
are affected by the disruptions.

Policymakers can make use of the findings of this study to estimate the
actual impact of disruptions based on simulations of these disruptions.
They can apply these findings in their decision-making processes regard-
ing infrastructure system development and policies. Furthermore, policy-
makers can utilize the application framework and the applied model to
support their decisions regarding investments in infrastructure. They can
utilize the application workflow to apply the model to various situations
to create a complex decision support tool for their policies. They can uti-
lize the findings of this study to find the value at risk of urban areas and
infrastructure systems and to estimate the benefits from development of
additional infrastructure.

6.3.3 Professionals

Professionals such as urban and infrastructure planners and asset man-
agers can adapt methods developed in this study for stress-testing and
assessing systems. Urban planners can use the tool to compare different
topologies and configurations of areas in terms of their resilience. This can
help infrastructure planners to introduce more redundancy and to focus
their design efforts on particular segments of the system that are the most
critical to preserving operation of the system in the face of adversities. In-
frastructure asset managers can use the tool to understand better where
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their infrastructure needs to be reinforced. The costliest vulnerabilities to
the system given a certain range of disruptions can be located using the
adaptation of the model presented in this study. This knowledge can aid
infrastructure planners to better plan infrastructure. Risk managers can
adapt the model to estimate the value at risk of infrastructure systems
in a certain area and to estimate the infrastructure systems’ exposure to
adverse events in that area. This in turn can help underwriters and risk
engineers to better calculate insurance premiums for large infrastructure
systems and projects. Planners can utilize the model to create experimenta-
tion that would enable them to identify parts of the systems that need the
most investments. Consequently, the application of this study can be help-
ful in determining where to expand infrastructure projects such as power
grids or water supply networks.

Furthermore, the study can aid risk managers, infrastructure planners,
and other professionals to better estimate the actual impact of cascaded
disruptions based on simulation results. The study can aid in devising bet-
ter simulation parameters that would make the simulation more efficient
for such professionals by decreasing their cost and time required to run
simulations, which could present significant savings in the case of run-
ning thousands of simulations. Infrastructure and city planners can use
the model to identify areas of cities that accrue the most cost due to a
disruption. Domain experts can then use this information to investigate
causes for these costs and possibly counteract them or come up with ideas
to mitigate the costs.

6.4 pathways to future work

To tackle challenges and limitations to this study, presented in this chapter,
and to further increase the scope of the study, the following pathways to
future work have been identified.

The primary pathway for future work is to apply the models presented
in this study to more topologies and areas to investigate the impacts of
these topologies and areas on performance of systems under disruptions.
This would mean introducing a different topology to the model, applying
the model to different areas, and applying several different granularities
for cells in the application of the model. This would help scientists to eval-
uate the model’s accuracy for various environments and to see how the
systems of concern are affected by disruptions in these new areas with
different topologies and systems included in the simulation.
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Additionally, an alternative system for resource allocation in the model
could be attempted. The current mechanism focuses primarily on cost;
however, there are other regulatory frameworks that might alter this mech-
anism. Implementing and including these in the model could present dif-
ferent results and expand the model further. Such mechanisms could in-
clude emergency protocols or limits on consumption or production of re-
sources by different entities in the event of emergency defined by reaching
a certain price level. An independent rules-based operator could introduce
these limits to the system. Investigating the performance and behavior of
such an operator and then modeling this could be attempted.

Another significant pathway for future research is to introduce a wider
range of disruption generators into the systems. Disruption generators can
follow more carefully designed stochastic processes that correspond better
to particular real-world events that are threatening infrastructure systems.
Such disruption models are an important field to study, since the type of
disruptions that could happen to the system is crucial to evaluating the
risks involved in the system accurately. This study focused primarily on
modeling interdependencies between different components of urban ar-
eas; hence, the complement—accurate disruption generation—would be
the natural pathway forward. Furthermore, additional, more commensu-
rate with the real-world mechanisms and supply curves could be used to
model supply of raw materials to the system, as well as final consumer
demands in the system.

The time granularity of exchange of data between the systems could
be evaluated on a greater range of systems. Including a larger amount of
systems would allow for obtaining better and more comprehensive results
about the systems and the importance and influence of time granularity
on the results of simulations. Similarly, a wider range of factors could be
used to evaluate the propagation of disruptions between the systems. This
could include factors such as size of the network and number of systems
included and affected by the disruption. Hence, a pathway forward here
would be to perform such experimentation on a wider range of systems
with different networks and parameters of the networks involved.

The data collected in the system and the presentation of results could
be improved and further investigated. Since in complex system-of-systems
simulations, the amount of data collected is massive, investigating the op-
tions to visualize and succinctly compress the results of the simulations
could be an important way forward. There are also plenty of metrics for
performance that could be devised based on the model and simulations
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presented in this study. These metrics could be described and evaluated
for their usefulness in terms of assessing resilience of networks in the fu-
ture. Similarly, including other metrics besides costs could help to evaluate
sustainability of the system and its impact on the environment in the face
of disruptions.

The application of the model could be attempted with more accurate
data that could be obtained from operators, researchers, and experts in the
respective fields. This would ensure that the model is more accurate and
representative of the actual urban area in the real world. More accurate
representation of the model would mean more accurate results of the sim-
ulation experiments. Additional building blocks for the application of the
simulations could be developed and experimented on. This would help
to model urban areas more accurately and, more importantly, to model
disruptions within these areas better.

Moreover, an alternative mechanism for deriving technology matrices
of socioeconomic units and network topologies within the framework pre-
sented in this study could be researched, which could include machine
learning and pattern recognition approaches. Such approaches would help
to automate the application of the framework to an urban area given access
to certain sensors within the area. This would be a more ambitious path
for future research; however, having considered the rapid development
and access to data and sensors, it does not seem too far-fetched.

Furthermore, a more general pathway forward for this study could be
to incorporate models developed by particular infrastructure systems’ ex-
perts to create a large system-of-systems simulation modeling various sys-
tems with differing intrinsic simulations joined together. This study has
laid the groundwork for such application. Moreover, an application of the
ideas presented in this study could be applied to other fields of research
that could benefit from complex SoS simulation modeling such as health
care and financial systems.
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A
A P P E N D I X

In this appendix, we present the matrices of technical coefficients for all 14

agents used in the simulation experiment in chapter 3 under 3 disruption
levels (no disruption, medium disruption, heavy disruption) used in the
experiment. Similarly, we present transfer cost vectors for all the links in
the simulation experiment model under 3 disruption levels (no disruption,
medium disruption, heavy disruption) used in the experiment.

In matrix of technical coefficients entries of "0" throughout the whole
column mean that the particular resource cannot be produced by the agent.
Otherwise, the entries represent units of resource from the row required
in production of a unit of resource from the column.

Alongside each matrix of technical coefficients (each table) a short para-
graph justifying the particular selection of values for that matrix is pre-
sented. This is to provide explanation of reasonableness of the values se-
lected for the simulation experiment, and so of the overall system. Further-
more, a short commentary on the physical reasonableness of each agent is
provided. In general, the matrices of technical coefficients of agents were
derived in order to ensure close correspondence with the case study sys-
tem. As such, types and ratios of amounts of resources produced and used
in production mimicked real-world production processes. Therefore, the
system mimicked real-world physical production processes of resources.

In overall, after running the base case scenario, the following agents were
producers for different goods and services. Power was produced by agent
A1 for all consumers. Water was produced by agent A2 for all consumers.
Gas was imported and supplied through agent A1 into the system. Petrol
was imported and supplied to the system through agent A0. Capital goods
were imported, or generated from scratch, and supplied to the system by
agent A0. Consumer goods and services were produced and supplied by
multiple agents at multiple levels depending on cost of these goods at
each consumer. The above account of producer agents throughout the sys-
tem complies with our prior expectations and common sense, which also
suggests that the system is physically reasonable.

The above process corresponds to a small community in a physically
reasonable way, where consumer goods and services are often produces
and obtained in a distributed fashion close to the final demand points.
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Conversely, utilities and capital goods are provided by central providers
such as power plants, water plants, and major factories. Gas and petrol
are imported into small communities from outside areas, where access to
ports and major pipelines can be obtained. Finally, consumer households
present a wide and diverse portfolio of consumption and production pat-
terns varying due to their diverse needs on all income levels. All the above
notions are precisely reflected in our system model. What is more, a com-
pany that produces resources, which are not described within our model,
is represented to show how such agent would behave under our model –
as a final consumer. This also corresponds to what we would expect of a
reasonable model of such physical system.

In conclusion, the system presents a good physical reasonableness. The
model corresponds to a real, physical world adequately. The small-scale
proof-of-concept simulation allowed us to represent and to simulate cru-
cial relationships of the system in our model effectively. The results of
such simulation followed what we would expect in a real-world setting.
It can be noted that the agents behaved in a reasonable manner produc-
ing resources at the most efficient points throughout the network, which
coincided with the experts’ assessment. Consequently, by comparing the
similarities between the physical systems and our simulation model sys-
tem, we can conclude that our system model is physically reasonable for
the case study scenario considered.
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Table A.1: Agent A0 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0

Water 0 0 0 0 0 0

Gas 0 0 0 0 0 0

Petrol 0 0 0 0 0 0

CapG 0 0 0 0 0 0

CG&S 0 0 0 0 0 0

This agent does not perform any production processes. The agent supplies petrol
and capital goods as raw materials. The agent’s purpose is to supply raw materials
from outside of the network and inject them into the system. This mimics a real-
world situation, where petrol would not normally be produced locally in a small
community but rather it would be imported into the local system. Similarly, a part
of capital goods would be imported rather than produced by the local system in a
small neighborhood. Consequently, the matrix of technical coefficients of this agent
is empty, filled with “0”, as the agent does not perform any production processes.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.2: Agent A1 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.05 0 0 0 0 0

Water 0.02 0 0 0 0 0

Gas 0.10 0 0 0 0 0

Petrol 0.05 0 0 0 0 0

CapG 0.05 0 0 0 0 0

CG&S 0.10 0 0 0 0 0

This agent performs large-scale power production and supplies water and gas as
raw materials into the system. The main purpose is to provide power to the over-
all system and introduce water and gas imported from outside of the small com-
munity. The agent corresponds to a real-world situation, where a power plant is
present, producing energy for the neighborhood, and connections to outside water
and gas suppliers are introduced through this agent too. The power production is
focused mainly on gas followed by petrol, and these are the main resources needed
for operation of the power producing capacity of this agent. Furthermore, capital
goods, and consumer goods and services are used in this production process. This
corresponds to the capital cost of running the production plant and employees of
the plant consuming resources. As this is a large plant benefiting from high effi-
ciency, it uses relatively little gas (0.10), petrol (0.05), and capital goods (0.05) in pro-
ducing one unit of power. Also, 0.10 is a constant cost in terms of consumer goods
and services for running a power plant in our model. The plant uses also minimal
water (0.02) for cooling and maintenance, and self-consumes limited amount of
power (0.05). This corresponds adequately to a power plant in a small community.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.3: Agent A2 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.18 0.90 0 0 0 0.20

Water 0.30 0.10 0 0 0 0.30

Gas 0.76 0.10 0 0 0 0.40

Petrol 0.30 0.08 0 0 0 0.30

CapG 0.14 0.05 0 0 0 0.20

CG&S 0.10 0.05 0 0 0 0

This is the most comprehensive agent. It produces power, water and consumer
goods and services. The agent’s power production is less efficient than that of
agent A1, with it requiring more primary resources to produce one unit of power.
Consequently, under normal circumstances and low cost of energy transfer, power
would be primarily produced by agent A1 (table A.2) for the whole system. Sim-
ilarly, this agent produces water largely with the use of power (0.90) and small
amounts of other resources (≤0.10) corresponding with real-world water plants,
which operate using electrical power. This large intake of power to produce one
unit of water corresponds to the expensive nature of water in the small neighbor-
hood considered. However, under normal operating circumstances water supplied
by this agent should still be cheaper than imported from outside of the network.
Finally, the agent also produces consumer goods and services. This is a process that
utilizes all resources in relatively similar quantities (0.20-0.40) and is represented
by the “shop” in the case study diagram. In real-world, this agent would corre-
spond to a large distribution and provision center for some resources. It would be
an infrastructure hub of the modeled area.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.4: Agent A3 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0

This agent produces consumer goods and services that can subsequently be trans-
ferred to households. It does so by utilizing most of the resources in similar quan-
tities (0.20-0.40). This agent mimics shop behavior described already for agent A2
(table A.3). Furthermore, it conveys resources from preceding agents. In real-world
this agent corresponds to a very small neighborhood store and petrol station, a
sub-area of a bigger neighborhood.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.5: Agent A4 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.60

Water 0 0 0 0 0 0.20

Gas 0 0 0 0 0 0.50

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0.01

This agent produces consumer goods and services that can subsequently be trans-
ferred to households. It does so by utilizing most of the resources in similar quanti-
ties (0.20-0.60). However, this agent is a bit more expensive in producing consumer
goods and services than the previous two agents. This is because of older equip-
ment and a more remote location of the neighborhood. Such circumstances warrant
a more expensive production process. Furthermore, this agent conveys resources
from preceding agents. In real-world this agent corresponds to a very small neigh-
borhood store and petrol station, a subarea of a bigger neighborhood in a more
remote location and with more rundown and thus less efficient facilities.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.6: Agent A5 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.10

Gas 0 0 0 0 0 0.20

Petrol 0 0 0 0 0 0.20

CapG 0 0 0 0 0 0.15

CG&S 0 0 0 0 0 0

This agent represents a company that provides services which are not represented
by the network. Consequently, they are represented as a final consumer that can
also produce some resources very efficiently but only for own consumption. This
corresponds to a company or a business unit that produces resources that are not
covered by our model. In our case study this agent can include for example medical
or financial services, which are not included as one of resources in our simulation
model.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.7: Agent A6 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.20

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.10

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a low level of income. For such house-
holds, consumption is low, however, cost of producing consumer goods and ser-
vices at the household level is similar to a “shop” as they are unable to take ad-
vantage of more advanced equipment and cannot perform production efficiently,
but have less sophisticated demands for resources. This is reflected by a moderate
number of resources required for production of consumer goods and services at
the agent (0.10-0.30).

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.8: Agent A7 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.15

Gas 0 0 0 0 0 0.50

Petrol 0 0 0 0 0 0.10

CapG 0 0 0 0 0 0.30

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a medium level of income. For such
households, consumption is high, and the cost of producing consumer goods and
services by the household level is different than at low income level as they are
able to take advantage of more advanced equipment and can perform production
more efficiently but require more sophisticated products. Still, this agent does not
require luxurious products where cost of production in terms of resources is high.
This is reflected by a larger difference in the amounts of resources required for
production (0.10-0.50), and an increased need for gas and capital goods signifying
more sophisticated resources being produced and consumed by this household.

a CapG - Capital goods
b CG&S - Consumer goods and services



bibliography 153

Table A.9: Agent A8 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.25

Water 0 0 0 0 0 0.22

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.80

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a high level of income. For such house-
holds, consumption is high, and cost of producing certain resources and goods at
the household level is higher as they are able to take advantage of more advanced
equipment, which requires more resources. These households aim to consume and
produce also more sophisticated luxurious products, which are costlier. This is re-
flected in the larger amount of capital goods needed to produce one unit of these
goods (0.80).

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.10: Agent A9 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a medium level of income. For such
households, consumption is high, and cost of producing certain resources and
goods at the household level is different as they are able to take advantage of more
advanced equipment and can perform production efficiently but require more so-
phisticated products. Still they do not require luxurious products were cost of pro-
duction in terms of resources is high. This is reflected by a larger difference in the
amounts of resources required for production (0.20-0.60), and an increased need
for gas and capital goods signifying more sophisticated resources being produced.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.11: Agent A10 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a low level of income. For such house-
holds, consumption is low, however, cost of producing consumer goods and ser-
vices at the household level is moderate as they are unable to take advantage of
more advanced equipment and cannot perform production efficiently in contrary
to a shop. This is reflected by a relatively slightly higher number of resources re-
quired for production of consumer goods and services at the agent (0.20-0.40).

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.12: Agent A11 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a low level of income. Here the pro-
duction cost in terms of resources is high (0.30-0.80), as the household has no
access to machinery but still might need to produce certain resources and the occu-
piers might be unskilled. This agent is meant to represent a household that cannot
produce goods and services efficiently but is forced to do so, as they cannot be
supplied otherwise at the agent level.

a CapG - Capital goods
b CG&S - Consumer goods and services



bibliography 157

Table A.13: Agent A12 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.50

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.50

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a medium level of income. Here the
production cost in terms of resources is medium (0.30-0.50), as the household has
some access to machinery when it might need to produce certain resources with
medium skilled occupiers. This agent corresponds to a medium income household
that is forced to produce certain goods and services, however, it can take advan-
tage of equipment and help from employees or society due to their socioeconomic
status.

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.14: Agent A13 - matrix of technical coefficients - no disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.10

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.11

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

This agent corresponds to a household with a high level of income. Here the pro-
duction cost in terms of resources is low (0.10-0.40), as the household has access
to machinery when it might need to produce certain resources and has skills to
perform production efficiently when needed. Furthermore, the household can em-
ploy further workers to perform this production at their residence for the main
occupiers. This agent represents a high-income household that can take advantage
of efficient production mechanisms due to its socioeconomic status.

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.15: Agent A0 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0

Water 0 0 0 0 0 0

Gas 0 0 0 0 0 0

Petrol 0 0 0 0 0 0

CapG 0 0 0 0 0 0

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.16: Agent A1 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.40 0 0 0 0 0

Water 0.70 0 0 0 0 0

Gas 0.15 0 0 0 0 0

Petrol 0.07 0 0 0 0 0

CapG 0.05 0 0 0 0 0

CG&S 0.15 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.17: Agent A2 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.30 0.95 0 0 0 0.31

Water 0.50 0.30 0 0 0 0.31

Gas 0.80 0.20 0 0 0 0.40

Petrol 0.31 0.40 0 0 0 0.30

CapG 0.10 0.10 0 0 0 0.40

CG&S 0.50 0.10 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.18: Agent A3 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.50

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.40

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.19: Agent A4 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.70

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.34

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0.08

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.20: Agent A5 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.70

Water 0 0 0 0 0 0.50

Gas 0 0 0 0 0 0.25

Petrol 0 0 0 0 0 0.21

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0.10

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.21: Agent A6 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.20

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.10

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.22: Agent A7 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.15

Gas 0 0 0 0 0 0.50

Petrol 0 0 0 0 0 0.10

CapG 0 0 0 0 0 0.30

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.23: Agent A8 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.25

Water 0 0 0 0 0 0.22

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.80

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.24: Agent A9 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.25: Agent A10 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.26: Agent A11 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.27: Agent A12 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.50

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.50

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.28: Agent A13 - matrix of technical coefficients - medium disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.10

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.11

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.29: Agent A0 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0

Water 0 0 0 0 0 0

Gas 0 0 0 0 0 0

Petrol 0 0 0 0 0 0

CapG 0 0 0 0 0 0

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.30: Agent A1 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.40 0 0 0 0 0

Water 0.90 0 0 0 0 0

Gas 0.90 0 0 0 0 0

Petrol 0.50 0 0 0 0 0

CapG 0.60 0 0 0 0 0

CG&S 0.20 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.31: Agent A2 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0.40 0.99 0 0 0 0.31

Water 0.70 0.35 0 0 0 0.40

Gas 0.90 0.40 0 0 0 0.40

Petrol 0.31 0.40 0 0 0 0.30

CapG 0.30 0.30 0 0 0 0.40

CG&S 0.80 0.30 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.32: Agent A3 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.80

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.70

CapG 0 0 0 0 0 0.50

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.33: Agent A4 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.70

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.34

CapG 0 0 0 0 0 0.70

CG&S 0 0 0 0 0 0.30

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.34: Agent A5 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.90

Water 0 0 0 0 0 0.80

Gas 0 0 0 0 0 0.90

Petrol 0 0 0 0 0 0.40

CapG 0 0 0 0 0 0.50

CG&S 0 0 0 0 0 0.20

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.35: Agent A6 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.20

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.10

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.36: Agent A7 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.15

Gas 0 0 0 0 0 0.50

Petrol 0 0 0 0 0 0.10

CapG 0 0 0 0 0 0.30

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.37: Agent A8 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.25

Water 0 0 0 0 0 0.22

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.80

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.38: Agent A9 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.39: Agent A10 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.20

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.20

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services



bibliography 171

Table A.40: Agent A11 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.80

Water 0 0 0 0 0 0.40

Gas 0 0 0 0 0 0.60

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services

Table A.41: Agent A12 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.50

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.30

CapG 0 0 0 0 0 0.50

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.42: Agent A13 - matrix of technical coefficients - heavy disruption.

To

Power Water Gas Petrol CapGa CG&Sb

From

Power 0 0 0 0 0 0.10

Water 0 0 0 0 0 0.30

Gas 0 0 0 0 0 0.40

Petrol 0 0 0 0 0 0.11

CapG 0 0 0 0 0 0.40

CG&S 0 0 0 0 0 0

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.43: Transfer cost vectors under no disruption.

Resource

Power Water Gas Petrol CapGa CG&Sb

From

agent

to

agent

A0→ A2 0.78 0.55 0.42 0.23 0.64 0.74

A0→ A4 0.11 0.13 0.60 0.21 0.89 0.49

A0→ A3 0.94 0.53 0.46 0.73 0.72 0.42

A1→ A3 0.10 0.07 0.35 0.05 0.16 0.82

A1→ A2 0.50 0.23 0.06 0.30 0.62 0.84

A1→ A5 0.73 0.20 0.19 0.67 0.19 0.82

A2→ A6 0.27 0.92 0.36 0.30 0.87 0.82

A2→ A7 0.95 0.90 0.18 0.77 0.03 0.08

A2→ A4 0.83 0.68 0.36 0.80 0.11 0.71

A4→ A8 0.57 0.54 0.02 0.56 0.48 0.03

A4→ A9 0.75 0.27 0.23 0.57 0.39 0.01

A4→ A10 0.70 0.09 0.32 0.64 0.59 0.92

A3→ A11 0.33 0.17 0.39 0.15 0.95 0.97

A3→ A12 0.62 0.42 0.87 0.72 0.32 1.00

A3→ A13 0.09 0.05 0.42 0.90 0.40 0.52

A2→ A1 0.17 0.54 0.74 0.92 0.69 0.20

a CapG - Capital goods
b CG&S - Consumer goods and services
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Table A.44: Transfer cost vectors under medium disruption.

Resource

Power Water Gas Petrol CapGa CG&Sb

From

agent

to

agent

A0→ A2 0.78 0.55 0.42 0.23 0.64 0.74

A0→ A4 ∞c ∞ ∞ ∞ ∞ ∞

A0→ A3 ∞ ∞ ∞ ∞ ∞ ∞

A1→ A3 0.10 0.07 0.35 0.05 0.16 0.82

A1→ A2 0.50 0.23 0.06 0.30 0.62 0.84

A1→ A5 0.73 0.20 0.19 0.67 0.19 0.82

A2→ A6 0.27 0.92 0.36 0.30 0.87 0.82

A2→ A7 0.95 0.90 0.18 0.77 0.03 0.08

A2→ A4 0.83 0.68 0.36 0.80 0.11 0.71

A4→ A8 0.57 0.54 0.02 0.56 0.48 0.03

A4→ A9 0.75 0.27 0.23 0.57 0.39 0.01

A4→ A10 0.70 0.09 0.32 0.64 0.59 0.92

A3→ A11 0.33 0.17 0.39 0.15 0.95 0.97

A3→ A12 0.62 0.42 0.87 0.72 0.32 1.00

A3→ A13 0.09 0.05 0.42 0.90 0.40 0.52

A2→ A1 0.17 0.54 0.74 0.92 0.69 0.20

a CapG - Capital goods
b CG&S - Consumer goods and services
c ∞ – infinity, meaning that the link is fully broken.
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Table A.45: Transfer cost vectors under heavy disruption.

Resource

Power Water Gas Petrol CapGa CG&Sb

From

agent

to

agent

A0→ A2 0.78 0.55 0.42 0.23 0.64 0.74

A0→ A4 ∞c ∞ ∞ ∞ ∞ ∞

A0→ A3 ∞ ∞ ∞ ∞ ∞ ∞

A1→ A3 0.10 0.07 0.35 0.05 0.16 0.82

A1→ A2 0.50 0.23 0.06 0.30 0.62 0.84

A1→ A5 0.73 0.20 0.19 0.67 0.19 0.82

A2→ A6 0.27 0.92 0.36 0.30 0.87 0.82

A2→ A7 0.95 0.90 0.18 0.77 0.03 0.08

A2→ A4 0.83 0.68 0.36 0.80 0.11 0.71

A4→ A8 0.57 0.54 0.02 0.56 0.48 0.03

A4→ A9 0.75 0.27 0.23 0.57 0.39 0.01

A4→ A10 0.70 0.09 0.32 0.64 0.59 0.92

A3→ A11 0.33 0.17 0.39 0.15 0.95 0.97

A3→ A12 0.62 0.42 0.87 0.72 0.32 1.00

A3→ A13 0.09 0.05 0.42 0.90 0.40 0.52

A2→ A1 0.82 0.94 0.94 0.92 0.99 0.90

a CapG - Capital goods
b CG&S - Consumer goods and services
c ∞ – infinity, meaning that the link is fully broken.
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B
A P P E N D I X

In this appendix, we present all the building blocks used in the simulation
experiment in chapter 5. This includes 13 building blocks and 2 disruption
building blocks devised for use in that experiment. Similarly, we present
the matrix of building blocks used in the base case of the experiment in
chapter 5. The matrix consists of 49 rows, one for each cell; and 15 columns:
13 for the 13 building blocks, and 2 for the 2 disruption building blocks.

b.1 building blocks

Building block matrix - T1 - House


0. 0. 0.8 0. 0.8

0. 0. 0.7 0. 0.8

0. 0. 0.5 0. 3.

0. 0. 0.1 0. 0.1

0. 0. 0.9 0. 0.4




Demand:
[
0.1 0.2 1. 0.05 0.5

]
Supply:

[
∞ ∞ ∞ ∞ 100.

]

Building block matrix - T2 - HDB


0. 0. 0. 0. 0.2

0. 0. 0. 0. 0.2

0. 0. 0. 0. 1.

0. 0. 0. 0. 0.02

0. 0. 0. 0. 0.1




Demand:
[
5. 10. 15. 3. 10.

]
Supply:

[
∞ ∞ ∞ ∞ 400.

]

Building block matrix - T3 - Condominium


0. 0. 0.7 0. 0.4

0. 0. 0.5 0. 0.6

0. 0. 0.6 0. 2.

0. 0. 0.1 0. 0.05

0. 0. 0.7 0. 0.2




Demand:
[
4. 8. 13. 2.5 15.

]
Supply:

[
∞ ∞ ∞ ∞ 250.

]
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Building block matrix - T4 - Retail establishment


0. 0. 0.1 0. 0.

0. 0. 0.1 0. 0.

0. 0. 0.1 0. 0.

0. 0. 0.3 0. 0.

0. 0. 0.2 0. 0.




Demand:
[
6. 10. 2. 6. 2.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T5 - Office


0. 0. 0. 0. 0.2

0. 0. 0. 0. 0.2

0. 0. 0. 0. 0.5

0. 0. 0. 0. 0.1

0. 0. 0. 0. 0.6




Demand:
[
4. 8. 10. 4. 1.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T6 - Industrial establishment


0. 0. 0. 0.3 0.

0. 0. 0. 0.4 0.

0. 0. 0. 0.1 0.

0. 0. 0. 0.2 0.

0. 0. 0. 0.3 0.




Demand:
[
10. 15. 6. 8. 2.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T7 - Water supply


0.15 0. 0. 0. 0.

0.1 0. 0. 0. 0.

0.01 0. 0. 0. 0.

0.2 0. 0. 0. 0.

0.2 0. 0. 0. 0.




Demand:
[
4. 10. 4. 8. 3.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T8 - Power supply


0. 0.2 0. 0. 0.

0. 0.4 0. 0. 0.

0. 0.1 0. 0. 0.

0. 0.4 0. 0. 0.

0. 0.3 0. 0. 0.




Demand:
[
8. 6. 5. 10. 6.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]
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Building block matrix - T9 - Neighbor road connection


0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.




Demand:
[
0. 0. 5. 5. 6.

]
Supply:

[
∞ ∞ 1000. 1000. 350.

]

Building block matrix - T10 - Neighbor water connection


0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.




Demand:
[
0. 0. 0. 0. 0.

]
Supply:

[
1000. ∞ ∞ ∞ ∞

]

Building block matrix - T11 - Neighbor power connection


0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.

0. 0. 0. 0. 0.




Demand:
[
0. 0. 0. 0. 0.

]
Supply:

[
∞ 1000. ∞ ∞ ∞

]

Building block matrix - T12 - Park


0. 0. 0. 0. 0.1

0. 0. 0. 0. 0.1

0. 0. 0. 0. 0.3

0. 0. 0. 0. 0.1

0. 0. 0. 0. 0.1




Demand:
[
5. 5. 5. 5. 4.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T13 - School


0. 0. 0. 0. 0.1

0. 0. 0. 0. 0.2

0. 0. 0. 0. 0.7

0. 0. 0. 0. 0.05

0. 0. 0. 0. 0.09




Demand:
[
8. 6. 12. 4. 30.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]
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Building block matrix - T14 - Disruption 1


0.9 0. 0. 0. 0.

0.9 0. 0. 0. 0.

0.9 0. 0. 0. 0.

0.9 0. 0. 0. 0.

0.9 0. 0. 0. 0.




Demand:
[
0. 0. 0. 0. 0.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]

Building block matrix - T15 - Disruption 2


0. 0. 0. 0.9 0.

0. 0. 0. 0.9 0.

0. 0. 0. 0.9 0.

0. 0. 0. 0.9 0.

0. 0. 0. 0.9 0.




Demand:
[
0. 0. 0. 0. 0.

]
Supply:

[
∞ ∞ ∞ ∞ ∞

]
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b.2 matrix of building blocks




2. 0. 0. 0. 0. 15. 55. 0. 11. 50. 0. 24. 0. 0. 0.
23. 0. 43. 0. 0. 0. 0. 0. 0. 0. 0. 4. 0. 0. 0.
42. 0. 11. 0. 0. 0. 0. 0. 0. 0. 0. 37. 0. 0. 0.
30. 0. 3. 0. 0. 37. 8. 0. 13. 0. 0. 8. 0. 0. 0.
0. 61. 0. 13. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 62. 0. 16. 0. 0. 0. 0. 19. 10. 11. 11. 0. 0. 0.
0. 70. 0. 8. 0. 0. 0. 0. 0. 0. 0. 19. 9. 0. 0.
0. 0. 40. 0. 0. 0. 0. 0. 0. 0. 0. 11. 0. 0. 0.
5. 0. 8. 0. 0. 25. 7. 0. 0. 0. 0. 15. 0. 0. 0.

44. 0. 21. 8. 6. 0. 0. 0. 0. 0. 0. 22. 0. 0. 0.
22. 0. 13. 10. 7. 0. 0. 0. 0. 0. 0. 9. 7. 0. 0.
0. 0. 17. 11. 12. 16. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 42. 0. 17. 0. 4. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 46. 0. 16. 10. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

61. 0. 28. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
29. 0. 13. 47. 7. 0. 0. 0. 0. 0. 0. 20. 0. 0. 0.
3. 0. 0. 39. 11. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 30. 0. 8. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 25. 0. 15. 19. 0. 0. 0. 0. 0. 0. 14. 0. 0. 0.
0. 56. 0. 0. 9. 0. 0. 0. 0. 0. 0. 14. 0. 0. 0.
0. 53. 0. 0. 0. 0. 0. 0. 0. 0. 0. 9. 26. 0. 0.

13. 0. 24. 0. 16. 44. 0. 0. 0. 0. 0. 12. 33. 0. 0.
100. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 39. 0. 0. 0.
100. 0. 0. 0. 0. 10. 0. 61. 0. 0. 55. 57. 0. 0. 0.

0. 38. 0. 17. 0. 18. 0. 0. 0. 18. 15. 0. 0. 0. 0.
0. 42. 0. 33. 7. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 30. 0. 96. 27. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 79. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 14. 86. 0. 0. 0. 0. 0. 0. 0. 0. 0.

44. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 53. 0. 0.
61. 0. 0. 39. 9. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
17. 33. 0. 46. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 34. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 54. 0. 67. 31. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 61. 0. 0. 0. 0. 42. 0. 0. 52. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 100. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 74. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 16. 0. 0. 0. 0. 0. 0. 0. 0. 42. 0. 0.
0. 84. 20. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 51. 0. 0. 0. 0. 0. 0. 0. 0. 100. 0. 0. 0.
0. 0. 0. 50. 26. 0. 0. 0. 0. 0. 0. 100. 0. 0. 0.
0. 68. 0. 0. 0. 0. 0. 0. 0. 0. 0. 49. 0. 0. 0.
0. 0. 0. 0. 0. 100. 19. 0. 0. 46. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 100. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 51. 0. 0. 0. 56. 0. 0. 0. 0. 0. 0. 5. 0. 0.
0. 78. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

44. 49. 39. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
30. 15. 30. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 62. 0. 0. 72. 0. 0. 0. 0.
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