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Abstract

Electronic Health Records (EHRs) are commonly used by the machine learning community for research on problems specifically related to health care and medicine. EHRs have the advantages that they can be easily distributed and contain many features useful for e.g. classification problems. What makes EHR data sets different from typical machine learning data sets is that they are often very sparse, due to their high dimensionality, and often contain heterogeneous data types. Furthermore, the data sets deal with sensitive information, which limits the distribution of any models learned using them, due to privacy concerns. In this work, we explore using Generative Adversarial Networks to generate synthetic, heterogeneous EHRs with the goal of using these synthetic records in place of existing data sets. We will further explore applying differential privacy (DP) preserving optimization in order to produce differentially private synthetic EHR data sets, which provide rigorous privacy guarantees, and are therefore more easily shareable. The performance of our model’s synthetic, heterogeneous data is very close to the original data set (within 6.4%) for the non-DP model. Although around 20% worse, the DP synthetic data is still usable for machine learning tasks.

1 Introduction

Data sets used by the machine learning community for research on problems related to health care and medicine are often based on Electronic Health Records (EHRs). These records contain private details about patients visits to hospitals or health-care facilities, and in particular usually consist of heterogeneous administrative data (such as patient age, weight, or length of stay), and diagnostic data (such as associated ICD codes for both diagnoses made and procedures carried out). The administrative data is typically dense, while the diagnostic data is typically very sparse. Together, this results in a data set that is heterogeneous, high dimensional, and sparse. Examples of such data sets are the freely accessible Mimic-III data set [1] and the New Zealand National Minimal data set [2].

A typical use case for medical data sets is to perform binary classification, using a particular data set feature as a label. One such task is to try to use EHRs to predict the risk of a patient being unexpectedly readmitted to hospital after a discharge. Such unexpected readmissions are in many countries financially penalized, through programs such as the Hospital Readmission Reduction Program in the United States [3], which has cost hospitals $1.9 billion in penalties as of 2016 [4].

Using EHR data to train machine learning models requires some care, however, as the data being used is inherently sensitive. For instance, it is possible to recover training data from models [5]. Furthermore, even though in many cases the training data has been de-identified, it has also been shown that data re-identification is possible via linkage to external data sources [6]. Therefore, there exists a risk to the privacy of patients whose data is present in training data sets.
One way to avoid these pitfalls is to release models trained using synthetic data sets, which are based on the original training data. Such models might provide better privacy to patients, because training data extraction attacks would then have to further re-identify a synthetic training record. However, to truly provide rigorous privacy guarantees, the synthetic data needs to be generated in a differentially private manner. In this work, we investigate the generation of heterogeneous EHR data for use in returning hospital patient classification. We further investigate the impact of applying differential privacy to EHR generation.

2 Proposed Model

In our proposed model, synthetic EHR data is generated using a GAN. A GAN is a type of adversarial training system, where two competing models are trained against each other. The generator model attempts to transform random input noise into samples mirroring those of the training data distribution, and the discriminator model attempts to distinguish between real training data samples and generated samples. In our implementation, both the generator and discriminator are implemented as feed-forward neural networks. GANs have enjoyed much recent success in many generative tasks, including the generation of EHRs. However, to the best of our knowledge, only homogeneous data sets have been considered so far, for example in the MedGAN framework introduced by Choi et al. in [9].

In our model, we utilize a different GAN loss formulation based on the Earth Mover or Wasserstein distance, proposed by Arjovsky et al. [10], and improved by Gulrajani et al. [11]. The so-called Wasserstein GANs (WGANs) do not suffer from mode collapse, and have the further benefit that the loss metric provides a meaningful indicator of the progress of the training [10]. WGANs have been used as an improvement to original GANs in several applications, and it is our hypothesis that the additional power provided by this model will allow for training a model capable of capturing and generating heterogeneous EHR data. See fig. 1 for an illustration of our model.

![Figure 1: Our proposed model’s architecture. The EHR training data is fed to the critic network of the WGAN model, along with the output of the generator network. The goal of the critic network is to learn a function maximizing the distance between the real and generated data distributions.](image)

2.1 Differentially private variant

As discussed in the introduction, simply using synthetic data is not enough to guarantee privacy. However, rigorous statistical privacy guarantees can be given by using $(\epsilon, \delta)$ differential privacy (DP) [7]. $(\epsilon, \delta)$ DP is a framework which places theoretical limits on the likelihood of being able to determine the presence of a record in a data set. Without going into a theoretical introduction of DP, the general idea is that by adding strategic noise during the training process, the impact of any single training example is minimized. We additionally train our model using a DP-aware SGD optimizer provided by TensorFlow [12], with the privacy accounting performed as in [13], and the GAN training procedure modified as in [14]. The performance will be compared with the non-private model.
Table 1: Experiment Results. Data Fidelity metrics are the average divergence for each random variable type in the input space, as well as the Frobenius norm divergence. Data Utility metrics are the AUROC and AUPRC values, as well as the classification accuracy. All metrics are reported as the 95% confidence interval based on three full experiment repetitions. The differentially private configuration uses $\epsilon = 10$ and $\delta = 10^{-5}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Fidelity</th>
<th>Data Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bernoulli</td>
<td>Categorical</td>
</tr>
<tr>
<td>Baseline</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WGAN Model</td>
<td>0.00057 ± 0.0009</td>
<td>0.000563 ± 0.00019</td>
</tr>
<tr>
<td>WGAN Model w/ DP</td>
<td>0.0039 ± 0.0008</td>
<td>0.00294 ± 0.0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AUROC</td>
<td>AUPRC</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.8003</td>
<td>0.8245</td>
</tr>
<tr>
<td>WGAN Model</td>
<td>0.7536 ± 0.0187</td>
<td>0.7747 ± 0.0155</td>
</tr>
<tr>
<td>WGAN Model w/ DP</td>
<td>0.6427 ± 0.0088</td>
<td>0.6776 ± 0.0223</td>
</tr>
</tbody>
</table>

3 Experiments

The model described in section 2 was trained using the New Zealand National Minimal data set [2]. This data set consists of de-identified EHRs from the New Zealand health care system, which includes dense administrative features such as patient age, gender, and length of stay, as well as sparse features such as diagnosis codes. These features are distributed according to several different distributions: diagnosis and procedure codes can be considered to be individual Bernoulli random variables, features such as admission month or department are categorical, age and length of stay are non-standard. This is therefore a heterogeneous data set. In this work we consider only the years 2012 to 2017. After balancing the data set and coarsening the diagnosis and procedure codes, we have a data set consisting of 2,873,466 rows and 795 columns. This data is split into the following two sections: training data (2,388,060 rows), and test data (485,406 rows).

We consider both the fidelity of the generated data to the training data set, as well as the utility of the generated data when evaluating the quality of the generated EHRs. In order to evaluate the generated data’s fidelity, we compare the features between the two data sets depending on their distribution. Features given by Bernoulli random variables are compared according to the maximum likelihood estimate of the $p$ parameter in each data set. The categorically distributed random variables are similarly compared using their estimated $p_i$ parameters, where $i \in K$, the set of possible categories for each random variable. Finally, in order to compare the overall data sets (including non-standard features such as age or length of stay), we compare the Frobenius norm of samples from both sets. The closer the generated data matches the training data, the closer these parameter values will be.

To evaluate the utility of the generated data, we train binary classifiers using the training and generated data sets. The goal of these classifiers is to predict the risk of a patient’s early readmission to a hospital, as described in the introduction. The efficacy of the classifiers is evaluated using the AUROC, AUPRC, and accuracy metrics. If the generative model has learned the training distribution well, the performance of both classifiers should be similar. Evaluation is performed on the following model configurations: the model proposed in section 2, and a differentially private variant. The results of these experiments are given in table 1.

4 Discussion

The results in table 1 show that our WGAN based model is capable of generating high-quality heterogeneous EHR data, both in terms of data fidelity and data utility. The Bernoulli random variables in the generated data match to within an average divergence of 0.00057, and the categorically
distributed random variables match to within an average divergence of 0.000563. As a further sanity check, for each categorical random variable, the probability of each category $p_i$ is summed, and the average divergence from 1 is 0.000127. Finally, the Frobenius norm divergence between distribution samples is 0.9811, although this metric is somewhat noisy. This clearly demonstrates that our model learns to produce synthetic EHR records whose characteristics closely match those of the training data set.

Our model is also capable of producing EHRs with high utility. Compared to the training data baseline, when using the generated training data to classify real early readmitted patient data from the test set, the AUROC, AUPRC and accuracy metrics are only marginally worse, 0.0467 (5.8%), 0.0498 (6.4%), and 0.0274 (3.8%), respectively. This demonstrates that for this studied classification task, the synthetic data could viably be used in place of the real training data with little impact on performance.

The DP variant of our model does not produce data with as high fidelity and utility. In terms of data fidelity, the Bernoulli features have an average divergence of 0.0039 from the training data, and the categorical features match to an average divergence of 0.00294. For each categorical variable, the average divergence of the category probabilities from 1 is 0.02. The Frobenius norm divergence between the distribution samples is 14.24. These results, though less accurate than the non-DP variant, still match the training distribution fairly well. While the data fidelity results are reasonable, the drop in data utility performance is more pronounced. The AUROC is 0.1576 (19.7%) lower than the baseline, and 0.11 (14.7%) lower than the non-DP variant. Similarly, the AUPRC is 0.1469 (17.8%) lower than the baseline, and 0.0971 (12.5%) lower than the non-DP variant. Finally, the accuracy is 0.1327 (18.5%) lower than the baseline, and 0.1053 (15.3%) lower than the non-DP variant. See fig. 2 for AUROC and AUPRC curves illustrating the performance of the binary classifiers trained.

However, the obtained AUROC value of 0.6427 demonstrates that returning patient classification using differentially private synthetic heterogeneous EHR data is possible to some extent using our model. The (AUROC) performance penalty of 19.7% can therefore be seen as the cost of providing a reasonable $(10, 10^{-5})$ differential privacy guarantee to patients. Presumably, increasing the $(\epsilon, \delta)$ privacy budget would lead to better results, as less noise would need to be added during the training process. If the lesser level of privacy provided by simply using synthetic EHR data suffices, our model allows for generation of very high-quality synthetic heterogeneous EHR data which can be used to train machine learning models, with only minimal performance loss.

![Figure 2](image.png)

Figure 2: Left: AUROC curves for unexpected returning classifiers using training data (baseline), generated data, and generated data with DP. Right: AUPRC curves for unexpected returning classifiers using training data (baseline), generated data, and generated data with DP. These curves were generated using data from the first experiment repetition.
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