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Database-Operating system co-design

by Jana Giceva

We want to investigate how to improve the information flow between a database and an operating

system, aiming for better scheduling and smarter resource management. We are interested in

identifying the potential optimizations that can be achieved with a better interaction between a

database engine and the underlying operating system, especially by allowing the application to

get more control over scheduling and memory management decisions. Therefore, we explored

some of the issues that arise in database-operating system co-design.

Particularly, during the course of the thesis, we ported an existing, main memory, column

store engine on top of the Barrelfish OS. Both are research systems developed in the Systems

Group at ETHZ addressing the main issues of scalability, hardware heterogeneity and application

constraints and requirements. Our extensive analysis shows that the performance of the resulting

system and its behavior are stable and resemble the baseline of the columnstore engine’s run on

top of Linux. Furthermore, the experiments also show that the scale-up version implementation

scales up almost linearly with the number of cores. We conclude this report with a discussion

that even though currently the column store engine is too simple to be able to fully utilize

the scheduling capabilities and resource management features provided by Barrelfish, the two

systems form a solid foundation that can be enhanced in the future with a set of more complex

features. This will eventually result in a fully functional database engine tightly collaborating

with the OS via well defined interfaces.
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http://www.systems.ethz.ch/
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1

Introduction

It is a well acknowledged fact that databases should have more control over the system and the

available resources. They are characterized as applications with specific memory and I/O access

patterns, and well-defined scheduling requirements. Therefore they can do efficient resource

management provided that the OS does not stand in the way by trying to guess its needs and

desires. In particular, the OS and the database should cooperate and address the challenges

imposed by the hardware trends and application constraints and requirements. This opens up

a possibility for an interesting research topic: database-os co-design. In this thesis we do the

initial steps in that direction, by porting the CSCS engine on top of Barrelfish and characterizing

the performance of the resulting system and showing that they can be used as building blocks

for the DB-OS co-design.

We start by giving a brief overview of the thesis motivations. Then we define the problem

statement, and we continue with a short summary of the thesis contribution. We finalize with

an outline of the subsequent chapters.

1.1 Background and motivation

We classify the main motivation points into three categories: diversity in hardware resources,

factors influencing the database research and the option for cross-layer optimizations emphasized

in database appliances. In this section, we briefly describe each of these categories.

Diversity in hardware resources

It has been argued in the systems community that diversity of hardware resources will be as

much of a problem as raw scalability; as increasingly complex many-core processors become

1



Introduction 2

the norm. In [1], for instance, the researchers have identified three different types of diversity:

non-uniformity, core diversity and system diversity. Apart from non-uniformity, which has been

well acknowledged by many to have impact on performance, the other two types of diversity

have received little attention, although it is almost certain that they will become more and more

important in the future. Core diversity refers not only to the expected heterogeneity of cores

within a single system, but also to the emerging practice of using GPUs and FPGAs for general

purpose processing. System diversity, on the other hand, refers to the fact that various

systems now and in the future will be characterized by a different set of available resources. As

a consequence, it would be impractical to write code optimized for each specific hardware.

It is of key importance that a novel operating system that is designed to address the new trends

in hardware, takes all these things into consideration and incorporates the proposed solutions

as one of their core design principles.

Factors influencing the current research in databases

In recent years, a large number of new techniques and database architectures have been pro-

posed. This has been motivated by several different factors:

• new hardware trends: multicore machines that impose scalability problems to tradi-

tional DBMSs[2]

• heavy workloads: increasing need for support of more complex queries, OnLine Analyti-

cal Processing (OLAP), and Operational Business Intelligence (Operational BI) workloads.

These workloads are characterized by complex multi-dimensional analytical and ad-hoc

queries that require full table scans.

• new application requirements and constraints: more demand for deterministic and

predictable performance under a range of query complexities and update loads, with la-

tency constraints. Additionally, customer applications want to be able to support a large

number of clients at peak loads by scaling on a vast number of processing nodes and at the

same time to have a guaranteed reliability for continuous operation (for example [3]). As

it was shown in Crescando [4] the combination of short response time constraints and at

the same time support for a wide variety of loads cannot be handled by existing engines.

Architecture for developing database appliances

SwissBox [5] elaborates on the emerging trend of database appliances. In short, a database

appliance is one single system that incorporates all systems needed for data processing solutions,

optimizing the design; as well as operational and maintenance costs. An appliance does that
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by using specially customized hardware, a specifically tailored operating system that meets the

needs of the application and highly optimized software for the underlying platform. SwissBox

is an architecture for developing database appliances, developed in the Systems Group. With

this architecture the authors target one broad goal: engineering new appliances in the face of

diverse and rapidly changing hardware and workloads, the issues we have discussed previously

in this chapter.

Thesis motivation

Database appliances also present the idea for cross-layer optimizations for performance and

scalability. This can be especially interesting if done between the database and the operating

system, where one can investigate how to improve the information flow between the two layers

aiming for better scheduling and resource management.

The main idea is to take a database that addresses the workload and scalability issues and

incorporate it on a modern operating system that deals with hardware scalability, and future

architecture heterogeneity problems. Furthermore, the operating system should also be designed

to collaborate with the applications running on top of it.

1.2 Problem statement

This thesis explores the possibility for starting an interesting research direction - database-

operating system co-design with two systems selected as building blocks: the Barrelfish OS

and the CSCS engine. Both systems are developed in the Systems Group, and a short overview

for them can be found in the second chapter of the thesis report.

On a more technical note, some of the questions that we were aiming to answer are the following:

• Is the Barrelfish OS mature enough to port the CSCS engine on top of it? What are the

challenges for performing that task? What modifications are needed on both sides, so that

the two systems can work together? Can it serve as a solid base on which we can build

more complex applications such as a database engine?

• What is the performance of the CSCS engine running on top of Barrelfish? How does it

scale, both with increased workload and dataset size on which it operates? What are the

system performance hot-spots? Are there bottlenecks that we can further optimize and if

so, what are the available options?

• How can we extend the CSCS engine to scale-up to multiple cores on Barrelfish?
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• How do we compare the nature and characteristics of the system’s behavior to a more

traditional setting, when the CSCS executes on Linux? What are the observed differences?

Can we explain them? Can we identify the factors that influence it the most?

• How does the new compound system behave on different hardware architectures?

• How can we extend the work done so far? Ideas for short- and long-term future work.

1.3 Thesis contribution

The main contribution of the thesis is the achievement of making two research systems, the CSCS

engine and the Barrelfish OS, to work together. Their joined performance and behavior resemble

the baseline of the CSCS engine’s run on Linux. A more detailed instrumentation analysis

confirmed that, apart from offering the desired basic concepts, Barrelfish and the CSCS engine

form a solid system foundation that can be enhanced with more complex features; eventually

resulting in a fully functional database engine tightly collaborating with the OS via a well

defined interface.

The main steps that summarize the work done during the course of the thesis are the following:

We first ported the CSCS engine and its dependencies on top of Barrelfish. While porting,

various changes were made on both systems, process that is explained in more details in Chapter

3. Then we continued with experiments that compare the performance of the new system with a

more traditional variant (CSCS engine executing on top of Linux). Both executions were further

analyzed by gathering a range of performance events that helped us profile and characterize both

systems and compare them in a more fine grained level. Afterwards, we extended the execution

of the program to scale-up on multiple cores on Barrelfish. For this purpose, several design

alternatives were carefully considered. This was also followed by a number of experiments that

excersized the system’s scalability properties. We then continued with performance analysis

when running on multiple cores. Last but not least, the compound system’s performance tests

were repeated on two different architectures. The results obtained from all experiments can be

found in Chapter 4.

1.4 Thesis outline

The rest of the thesis report is organized as follows:

• Chapter 2 gives a background and a short overview of the underlying systems: CSCS

engine and Barrelfish OS.
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• Chapter 3 elaborates on the work that has been done to make the two systems work

together, the challenges encountered and the modifications made on both systems.

• Chapter 4 presents the results of all experiments done and the performance analysis

performed on the resulting system.

• Finally, the conclusion and future work ideas are covered in Chapter 5.



2

Fundamentals

This section gives a short overview of the main systems that were used as building blocks for

the database-OS compound system: the CSCS engine and the Barrelfish operating system.

2.1 Shared Scans and Column Stores

In order to better understand the Shared Scans on Column stores a short introduction of what

column stores and shared scans are follows.

2.1.1 Column stores

Traditional database management systems (DBMSs) use a row store as their storage layout.

Consequently, whenever it needs to evaluate a tuple of the table it has to load and process the

whole row, no matter the size, even though sometimes the query only requires evaluating the

values of one specific column.

A column store, as the name suggests, stores a relational table by columns i.e. for each column

all values of it are serialized together. In the past decade, column-based DBMSs became an

important alternative to existing row-based relational DBMSs, attracting a lot of attention both

in the research communities and in the industry. Column stores are particularly attractive for

OLAP and Operational BI workloads because they involve processing a large number of tuples

in order to compute a certain business metric. If the query involves only a few columns of a

table, then only a fraction of the data will be processed if a column store database engine is

used.

6
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Today there are quite a few column-oriented DBMS implementations, for example: disk oriented

Vertica and C-Store[6], as well as in-memory databases such as MonetDB [7] and SAP’s T-Rex

accelerator. They all claim to be faster than traditional DBMSs for read intensive workloads.

2.1.2 Shared scans

Multi-query optimization has been around for almost thirty years[8]. Its simple instantiation are

the shared scanes. Rather than searching for any kind of common sub-expression, this technique

only shares the most expensive and at the same time the simplest operation - the scan.

Like column stores, shared scans are also attractive for OLAP and Operational BI workloads.

The key idea is to group queries that operate on the same table and execute the scan on that

table only once for all queries of the batch.

Shared scans have been adopted by a number of database systems including RedBrick [9], IBM

Blink [10], and Crescando[4].

For main memory databases, shared scans have been studied in the context of row stores.

Crescando for example proposes a specific shared scan operator called ClockScan. One of the key

ideas behind Crescando’s ClockScan is to index the batch of queries over the query predicates.

That results in better performance - being able to process and answer thousands of queries with

one shared scan.

Crescando’s ClockScan

The goal of Crescando was to design a technology that is able to answer a large number of

unpredictable queries and updates within a predictable time for a relational table. For compar-

ison the traditional systems were designed to primarily optimize the performance for the most

common queries, by building indexes and adding views.

Each scanning thread of Crescando is a kernel thread with a hard processor affinity, that con-

tinuously scans a horizontal partition of the data, residing in main memory, and outputs the

resulting tuples. A scan thread can handle thousands of requests (both queries and updates) at

a time.

As mentioned earlier, the scanning thread of Crescando uses the ClockScan algorithm. It

iterates over all records of its data partition and performs a query-/update-data join over a set

of operations. In a query-data join the queries are looked at as a relation of predicates. The

query-data join is implemented as an index union join, where an index is built over the query

predicates, in contrast to traditional database systems, where the data in table is indexed.
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In the end, every query belongs to one of two sets:

• indexed queries: those that have a predicate that is part of the index

• unindexed queries: all the rest

Briefly, after indexing the queries, the scanning thread does the following work:

Data: DataChunk c, IndexSet is, QuerySet qs

Result: ResultSet rs

foreach Record r ∈ c do
//check if there is an index for the current record
foreach Index i ∈ is do

QuerySet C ← Probe(i,r);
foreach Query q ∈ C do

rs ← Execute(q,r);
end

end
//execute unindexed queries
foreach Query q ∈ qs do

rs ← Execute(q,r);
end

end

Algorithm 1: ClockScan

This algorithm simply iterates over all the records belonging to the given data chunk, and

evaluates each record first against the index of queries (provided that there is a non-empty set

of queries forming an index over that record) and then probes it over all the other unindexed

queries.

The algorithm of ClockScan has been showed to be CPU bound. For more information about

the ClockScan and Crescando in general please refer to [4]

2.1.3 Combining Shared Scans and Column Stores

The system that we have chosen to use - CSCS engine, explores how to implement shared scans

on column stores [11] Experiments have shown that shared scans combined with column store

layout achieve better performance than any approach exploiting only one of these techniques.

The challenge the authors see is because it needs to process many requests over data partitioned

into columns. This requires performing a three-way join: requests (i.e. queries or updates),

columns (i.e. attributes) and tuples (i.e. rows). Additionally, the implementation has to make

sure to optimize for cache utilization and to maximize locality.
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The scanning thread executes the following algorithm:

Data: QuerySet qs, IndexSet is, Predicates p

Result: ResultSet rs

ResetPositionList(plist);

predAttr ← GetPreds(qs).Sort(p);

foreach Column col ∈ (is ∩ predAttr) do

col.PopulateIndex(q);

foreach Record val ∈ col do

plist← col.Probe(val);

end
end

foreach Column col ∈ (predAttr − is) do

activeQueries ← GetQActiveOnCol(qs,col);

foreach Query q ∈ activeQueries do

foreach Tuple tuple ∈ plist[q] do

plist← col.EvalPredicate(q,tuple);

end
end

end

foreach Query q ∈ qs do

rs += GetResultTuples(plist[q]);

end

Algorithm 2: ColumnStore ClockScan

The algorithm starts by resetting the values in the position list. It then determines the set

of columns used as predicates in the batch of input queries, and sorts them based on their

selectivities. The first two nested for loops perform the following task:

Iterate over the columns that belong to the input set of “columns to be indexed”. For each of

these columns create a query index, that is populated using the corresponding predicate values

of the queries. The inner loop probes each value in the column against the query index, and

stores the matching tuples (query and tuple identifiers) in the position lists.

The next three nested loops perform the following task:

Iterate over the remaining columns and extract a subset of the original batch of queries that

has a predicate on the current column. Furthermore each of them must not be marked in the

first half of the algorithm that it does not have a match on this particular column. Then, for

each query in this set, test its predicate on the current column and then update the position

list. In the last for loop, iterate over the batch of queries and generate the result tuples using

the information stored in the position list.
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Updates are handled in a similar way to queries. The only restriction is that all the queries need

to see the updates belonging to the same batch. Consequently, there exists a second scanning

thread, running in parallel, performing the updates. Another constraint is that we need to

make sure that the updates are executed in same order (total order) in which they arrived in

the system (update input queue).

For brevity, the algorithm used is not included in this short summary. More details about the

system can be found at [11]

2.2 The Barrelfish OS

The Barrelfish OS is a research operating system designed to manage heterogeneous and mul-

ticore environments. It is an implementation of a new OS structure - the “multikernel”[12].

Multikernel treats the machine as a network of independent cores, which communicate exclu-

sively via message passing. Furthermore there is no inter-core sharing at the lowest level, rather

replication and partitioning. That makes this new OS structure not only a better match for the

underlying hardware, but also one that allows us to apply insights of distributed systems to the

problems of scale, adaptivity and diversity in operating systems for future hardware.

Handling hardware heterogeneity

Traditional operating systems hide heterogeneity by abstracting the underlying hardware. There-

fore system components and applications see a homogeneous SMP system where every core

appears the same. This no longer mirrors the current developments in the hardware technology.

As a result, by hiding the underlying heterogeneity, the applications have no chance to optimize

their execution on the appropriate hardware components.

Most of the existing work to date on dealing with hardware diversity in commodity operating

systems has been concentrated on the performance issues in NUMA architectures. However

there has been relatively little work dealing with core and system diversity. Similar to [13][14],

Barrelfish minimizes the resource allocation policy in the kernel and delegates management of

resources to application as much as possible. At the same time it enables the subsystems and

the applications to make better use of the hardware capabilities and to deal with heterogeneity

as best as possible.

Barrelfish combines a rich representation of hardware in a subset of first-order logic and a

powerful reasoning engine, in a single system knowledge base (SKB)[1] service. It is populated

by hardware discovery information (e.g. interconnect topology, cache parameters, etc) as well

as online measurement of the utilization of the resources. This way, applications can query the
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SKB service to get a more detailed description of the raw resources for the intra-application

resource management.

Barrelfish scheduling

Due to the distributed nature of Barrelfish, the scheduling is implemented at multiple timescales:

long, medium and short term. In addition to the possibility to reason online about the hardware

characteristics and utilization, an application should also expose as much as possible informa-

tion about its current workload and resource requirements to help the OS effectively allocate the

resources. In Barrelfish this can be achieved with the scheduling manifest, which is a specifica-

tion of each application’s predicted long-term resource requirements. This is used together with

the current hardware utilization to determine a suitable set of resources for long-term allocation

to that particular application. Furthermore efficient overall operation requires continuous two-

way information flow between the applications and the operating system. Applications should

indicate their ability to use or release resources, and the OS should signal an application when-

ever new resources have been allocated to or preempted from it. In Barrelfish, the applications

express short- and medium-term scheduling requirements to the OS by placing dispatchers into

one or more dispatcher groups and then negotiating how each group is to be scheduled.

For more details on the exact implementation please consult the Barrelfish scheduling paper[15].

Brief technical introduction

On a more technical side, in this subsection we briefly introduce some concepts and notions that

are of relevance for the thesis.

A process in Barrelfish is represented by a collection of dispatcher objects, one on each core

on which it might execute. Similar to [16] dispatchers on a core are scheduled by the local

CPU driver, which invokes an upcall interface that is provided by each dispatcher. Above this

upcall interface, a dispatcher runs a core-local user-level thread scheduler. The schedulers on

each dispatcher exchange messages to create and migrate threads between each other and hence

between cores.

Even though it is based on shared-nothing principles Barrelfish does offer the notion of shared

address space for its applications. The virtual shared address space can be achieved either

by sharing a hardware page table among all the dispatchers belonging to one process, or by

replicating the hardware pages.

Resource management in Barrelfish is handled with the help of capabilities. Briefly, a capa-

bility is an opaque, unforgeable token which refers to a region in memory. Possessing it confers
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the right to invoke (via a system call) operations on the object residing in that region. In this

sense, the resource management in Barrelfish can be summarized as follows:

1. mediating the transfer of capabilities (and thus resources) between entities (and thus

cores);

2. ensuring that these resources are used correctly by enforcing a set of rules;

3. enforcing revocation of resource access whenever a capability is revoked;

For more detailed explanation on how capabilities are implemented and transferred between

entities, and cores please consult [17].

In a multikernel, all inter-core communication occurs with messages. All message transports

are abstracted behind a common interface, allowing messages to be marshaled, sent and received

in a transport-independent way. Flounder is a stub compiler that compiles IDL specifications

into code for (un)marshalling messages: server and client stub. The message send function

by default is non-blocking, and hence returns immediately with a success/failure depending

whether the message sent has been enqueued for further transfer or not. This message-based

asynchronous communication serves as a solid foundation for having inter-core services, that

can be created, published and invoked by other processes via message communication.

For more detailed information regarding the implementation and performance evaluation of the

inter-core communication in Barrelfish please refer to [18]

2.3 Running the CSCS engine on Barrelfish

On one hand we have an engine that successfully responds to the increasingly popular OLAP and

Operational BI workloads and scales well with the underlying multicore hardware, at the same

time having predictable performance: high throughput and a guaranteed low response time.

On the other hand we have an operating system that is not only designed for heterogeneous

and multicore future hardware but also embraces the need for OS-application collaboration and

provides mechanisms for more fine-grained scheduling and efficient resource management.

This opens up a possibility for OS-database co-design: architecting both systems at the same

time, by creating appropriate interfaces between them. With it we can finally address the always

persisting tension between operating systems and DBMSs over resource management. We can

explore how to pass the database knowledge of the read/write patterns and internal thread

organization to the OS so that the OS can make intelligent decisions rather than getting on the

way or having to guess the application needs. These points were also mentioned in [5]
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To start with, we have to first investigate how these two systems can be made to work with

each other, and what the performance characteristics of the resulting system are.

The following two chapters (3, 4) elaborate more on the work done for porting the CSCS engine

on top of Barrelfish and the experiments conducted. Chapter 4 also concentrates on a more

detailed analysis of the performance of the resulting system, eventually concluding that it is a

solid foundation for future work in the direction of database-os co-design.



3

Porting the CSCS engine on

Barrelfish

The CSCS engine was developed as a toolkit for testing Column Store design and multiquery

optimizations. The best version for a given workload was then ported to the Barrelfish OS.

3.1 Challenges while porting

In general the challenges when porting the CSCS engine were due to several differences between

Barrelfish and Linux, on which the database was initially implemented. A short overview of the

important differences between the systems, as seen from an application that is to be compiled

and executed on top of it:

• kernel: standard Linux kernel vs. the multikernel implementation in Barrelfish

• C library: the standard GNU libc library[19] was used in Linux, and a new libc im-

plementation developed by NICTA [20] and the Barrelfish team, was available on the

Barrelfish system.

• C++ library: the standard GNU libstdc++ [21] was used on the Linux system, and a

newly developed libc++ [22] library, targeting the C++0X together with the libsupc++

were used in Barrelfish.

• GCC compiler versions: GCC 4.4.5 on Linux, and GCC 4.3.5 on Barrelfish

One of the main drawbacks for the C++ support on Barrelfish, is the lack of support for ex-

ceptions. Even though that was not a direct issue with the ClockScan on Column Stores

14
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implementation, it was a blocker for porting some of its dependencies, as shortly discussed in

the following subsection.

Another not-so-trivial challenge was to translate the CMake [23] content, used to build the

database on Linux, to the language of the Barrelfish building tool, Hake [24]. More information

and guidelines on general rules how to translate a regular CMake to Hake can be found in

Appendix A.

3.2 Dependencies

Before porting the ClockScan on Column Stores database on top of Barrelfish, we had to port

its dependencies: the Boost Library [25] and Google Hash library [26]. Both of them are

implemented using C++, and the modifications necessary were just some minor changes regard-

ing naming and locating some of the standard C/C++ header files and their implementations.

Furthermore, it was necessary to make a clear separation between the C and C++ header files

using the extern "C" block. The only major blocker, especially for the Boost Library, was the

lack of support for the C++ exceptions, on which it is heavily dependent. For that purpose, only

the necessary modules of the Boost library were ported and tested, and the rest is left for future

work after the exceptions support is made available.

3.3 Modifications on the CSCS engine

This subsection presents some of the modifications that were performed on the CSCS engine.

Thread management and synchronization primitives

Barrelfish has its own implementation of multithreading functions and synchronization prim-

itives, and in general it has the same available functionality as the standard POSIX threads,

with similar API. Some of the specific characteristics noticed were the following:

• There is support for a multithreaded application to run on a single core, but with certain

limitations. Only the main thread is allowed to control the resources given to the applica-

tion, as well as to allocate/deallocate memory, interact with the VFS and the other cores.

The other “secondary” threads are only able to perform computations on the already al-

located resources without modifying anything. It was therefore important to make sure

that the query and update execution threads are restricted to respect these limitations

without affecting both their execution correctness and performance.
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• Differences in the implementation of lock and unlock functionality. Linux allows a thread

to unlock a specific critical section more times than it was locked. In this sense it allows

for less rigorous control in the implementation of a multithreaded program. This however

is not the case in Barrelfish. A certain critical section can be unlocked exactly the number

of times it was locked, any additional call to unlock will result in an error message printed

on the screen. This required to rearrange some of the locking mechanisms so that it follows

the constraints imposed by Barrelfish.

For more detailed and technical documentation on the exact changes performed on the system

please consult Appendix B

Reading from and writing to VFS/NFS

Reading from and writing to bigger files, requires that we include them by mounting an NFS

directory, where they reside. A good example for this is the data-store, whose size could reach

up to 7GB. The changes required to the CSCS engine were minor: initializing the VFS service,

mounting the desired folder in a specific directory and then using the path to that particu-

lar directory in the future data-store accesses. More detailed documentation can be found in

Appendix B

Usage of performance counters for instrumentation

In Barrelfish there are no advanced tools for doing the instrumentation external to the program,

such as for example OProfile [29]. Instead we had to use the provided functionality for configur-

ing and reading from the available performance counter registers. This enabled us to get more

fine-grained granularity of the events, only for the portion of the program of our interest (the

scanning threads). The exact code excerpts of the performance counter support API used can

also be found in Appendix B.

Spawning processes or threads from within a program

As discussed earlier in Chapter 2, a process structure in Barrelfish is represented by a collection

of dispatchers. The dispatchers can share a domain and together with a core-local user-level

scheduler manage the threads belonging to the same process. Having this characteristic, Bar-

relfish introduces a new set of API functions that are at our disposal for implementing the

scale-up version of the CSCS engine. More detailed description and analysis of the investigated

designs will be provided in one of the following subsections.
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In order to spawn the programs and applications to run when booting Barrelfish, one needs

to include the appropriate binaries from within a file (menu.lst). For each binary, we specify

the location where it can be loaded from, the core on which it should run and the program

arguments. However, whenever we want to spawn the same applications on multiple cores, it

makes little sense to include the same binary several times, especially when its size is relatively

big. Barrelfish offers functions that allow spawning the same process on another core with

different input arguments, from within the process itself.

3.4 Modifications on Barrelfish

This subsection presents some of the problems that we detected in Barrelfish, when porting the

database on top it.

Memory management implementation issues

We detected a limitation imposed by Barrelfish in the memory management implementation.

Whenever an application requested to allocate a memory chunk of certain size, the function

accepting the client’s request asked the memory server for a capability (see Section 2.2) of that

size. The problem occurred when the memory server was not able to find such a capability,

although it had available memory, due to memory fragmentation. This resulted with an error

sent back to the user. With the new fix, the function accepting the application’s request will

keep on retrying to get a capability of that size by asking the memory server for several smaller-

sized capabilities until it either succeeds or fails with the lowest possible page size. If the latter

happens it returns with out-of-memory fault. The fix was extended to also check for a malloc

memory overflow, and with a proper error call stack hierarchy.

Network stack driver issues

Networking stack driver was found to have several issues:

• There was no support for multiple concurrent applications, running on different cores,

to be able to mount the NFS at the same time. During the course of the thesis a new

networking stack driver was implemented and was later used when running the multicore

scale-up experiments.

• The networking driver does not have support to handle multiple connections to the e1000

driver and distinguish whether the upcoming connection is coming from an application



Porting the CSCS engine on Barrelfish 18

that already has established a connection, but from another dispatcher/thread or from

another application.

• The data transfer is based solely on exchanging RPC messages and is therefore slow. This

introduces a considerable time overhead when loading a data-store of large size. At the

moment of writing the thesis there is ongoing work on implementing a bulk transfer that

should solve the data-transfer speed problem.

Performance Counter support

The existing support for performance counters limits us on the AMD machines and on using

only one of the available registers. This was extended so that it utilizes the second register as

well. Future work would involve further expanding it to support all possibly available registers

and to have the identical support also available for the Intel machines.

3.5 Scale-up design decision

Once the program was ported on top of Barrelfish, running on one core, we were faced with

another task of extending it to exploit multiple cores and stress the usage of more resources.

For this purpose we considered several design alternatives which are presented in the following

subsections.

3.5.1 Multiple threads reading from the NFS

The initial idea was to make the application process spawn several identical threads that will

perform the same functionality as the main CSCS process until now. These threads will run on

different cores, but will belong to the same domain.

Background

As we have explained before a process in Barrelfish (see Section 2.2) may consist of a set of

dispatchers, one on each core, that handle some of the process’ threads. These threads share a

virtual address space, and are scheduled by a user-level thread scheduler running on top of each

dispatchers.

We have also mentioned that apart from sharing the address space, most of the applications

need the ability to transfer capabilities across cores. In Barrelfish, monitors provide the support

for sending capabilities from one core to another. (see Section 2.2)
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Figure 3.1: Design alternative 1: multiple threads loading and processing the datastore indi-
vidually

Design

As we can see from figure 3.1 the main parent thread spawns several threads to run on different

cores. It then mounts the NFS, gets the capability for reading/writing to VFS and sends the

capability to all other threads. They will then mount the data-store and create additional two

threads running on their local cores that would perform the query/update ClockScans in the

system and write out the obtained results and measured statistics back to the corresponding

NFS file/folder.
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Problems and Limitations for the proposed design

The problem occurs when the threads running on the other cores try to access files residing on

the VFS, because at the moment there is no support for using the VFS simultaneously across

multiple dispatchers.

Even if we transfer the capability from the core on which the NFS was initially mounted to all

the other cores it will not work, as it is a capability only valid for a local connection.

3.5.2 Multiple processes sharing memory area

Another idea would be to have one process that will mount the NFS, and do all the initialization

and population of the columnstore data-structures. These data-structures reside in an inter-

process shared memory chunk. The main process will then spawn other processes that will

operate on the already populated columnstore data-structures.

Background and Requirements

On one side we had the limitation on reading from the VFS from multiple dispatchers so we

can not consider a multithreaded variant. On the other side, our network stack driver was still

not stable to support multiple applications accessing it at the same time. This lead us to the

design of having multiple processes that will share a big memory chunk. The main process will

mount the NFS, create the shared memory area, populate it with datastructures containing the

information from the NFS and then share the capabilities to access this memory area with the

other processes.

As presented earlier (Section 2.2), Barrelfish provides support for creating services that can

be accessed from within other processes via message passing. Having this in mind, we have

implemented a service that when asked, will create a shared memory area given the size, get

a capability for it and return it to the application requesting it. It will then continue listening

for, and accepting requests from other processes. These processes want to get the capability

for the same shared memory area. The service will respond them with a pointer to the shared

memory area and the capability for accessing it.

Design

As we can see from figure 3.2 the main process mounts the NFS and then requests from our

external service a capability for accessing a memory region of specific size. It then reads the

binary data files from the NFS and populates the data-store datastructure residing in the shared
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Figure 3.2: Design alternative 2: multiple processes sharing access to a memory segment,
containing the populated datastore objects

memory region. The other processes are spawned once the data-store objects are populated.

They invoke the same external service to get the required capability for reading from the shared

memory area. Once they receive the capability, each of them calculates the appropriate offset

based on their core id. Then they reinterpret cast the object residing at the calculated offset.

Once they have the data-store object they start the scanning (Query and Update) threads, and

eventually write down the obtained results in the same shared memory area, exit and let the

main process know they are done. Once the main process receives the signal that everyone is

done with execution, it outputs the results on the NFS and finishes its execution.
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Problems and Limitations for the proposed design

There are several problems with this design. On one hand this solution does not scale well

with the number of cores available on a machine. Especially if the underlying architecture has

NUMA characteristics. The shared memory will reside on one or a few of the NUMA nodes, and

this would, in some cases, introduce a high overhead when accessing the data-store from a core

belonging to a node several hops away. Furthermore it increases the traffic on the NorthBridge

and HyperTransportTM Links. On the other hand, the data-structures that are used to store

the content of the data-store are objects that contain many pointers. Reinterpret-casting these

objects in another process, running in a completely different address space would introduce a

lot of pointer mess. Last but not least, using the shared memory to copy the binary files instead

of directly populating the data-store datastructure, will not scale as the size of the binary files

containing the data-store information is too large to fit in a regular scenario.

3.5.3 Multiprocess design alternative

This left us with the only possible alternative that required fixing the network stack driver to

allow us to have multiple applications mounting and reading from the NFS.

In this alternative the same application is spawned on different cores; and every instance mounts

and reads from the NFS. The problem that occurs is that the applications finish reading from

the VFS at different times (within a range of a few minutes). Consequently they do not start

processing the queries and updates at the same time, so we had to find a way to synchronize

them.

Background and Requirements

As mentioned in the previous design alternative, we can rely on an external service, the barrier,

for synchronizing the runs of the separate processes. This service is started as a separate process.

It accepts requests from other processes that ask for permission to continue with their execution.

The requests are blocked until the barrier service responds with a message that releases all of

them at once. The service unblocks the processes once it receives a certain number of requests

(the number is given as initial parameter when spawning the barrier process).

Design

As we can see from figure 3.3, the main process spawns the other processes, identical to it, to

run on other cores. Once they have populated the data-store and are ready to start with the
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Figure 3.3: Design alternative 3: Multiple processes loading and processing the datastore
individually synchronizing with each other using the barrier service

execution of the scanning threads, they first try to get in sync with each other by notifying the

barrier service, and wait for its signal in order to continue with the execution. As soon as they

get it, they start the query and update scanning threads and then write out the collected results

and statistics in the appropriate folder in the NFS.

Summary

In this section we presented the issues we encountered when porting the CSCS engine on top

of the Barrelfish OS. We analyzed the changes performed on both systems like modifying the

memory management, extending the support for the network stack driver and adapting the

CSCS engine code to work with Barrelfish. We also presented the design alternatives considered

for implementing the scale-up version of the CSCS engine, indicating both the requirements for

the implementation and the existing limitations.
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Experiments and Results

4.1 The workload

For all experiments reported in the thesis we have used the Amadeus workload. Amadeus IT

Group[3] is a world-leading service provider for managing travel related bookings. Its core service

is the Global Distributed System (GDS), an electronic marketplace that forms the backbone of

the travel industry.

The core database in the Amadeus GDS contains dozens of millions of flight bookings. The

largest existing view consists of records of each individual booking of a passenger on a particular

flight. A record is approximately 350 bytes in size, and consists of 48 attributes. As one travel

booking may be related to multiple persons and flights, this view contains hundreds of millions

of such records.

Since the data of Amadeus is confidential we had no access to the actual data, but we were

provided with the statistics of a dataset of 8 million records. With the help of these statistics

we were able to generate various data-store sizes.

The real Amadeus workload was taken from the traces of the database system during one hour

period. The queries were highly selective. That is, most queries searched for a specific passenger

on a specific flight or for a small set of passengers. All updates involved a single booking only.

Having the workload stats we were also able to play with the number of queries and updates that

belong to one batch, keeping the ratio constant. We will refer to these sets of queries/updates

as the real Amadeus workload. We also experimented with a few modified workloads. In some

experiments we were varying the number of updates processed by the system in the range from 0

to 2048, keeping the number of queries in the system fixed to 2048. Also in this case, all queries

and updates were derived from the Amadeus statistics, where there are about 250 updates per

24
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Figure 4.1: AMD Santa Rosa architecture

2000 queries. In other experiments we were just interested in the read only workload, so we

only varied the number of queries processed in a batch.

For more information regarding the Amadeus workload and the statistics provided please refer

to [27].

4.2 Architecture and specifications of the machines used

We ran our experiments on two AMD machines: AMD SantaRosa 4.1 and AMD Shanghai 4.2.

In this section we present a short overview of their specifications along with figures describing

their processor architecture.

AMD Santa Rosa - Specifications

The 2x2-core AMD system (Santa Rosa) has a Tyan Thunder n6650W board with 2 dual-

core 2.8GHz AMD Opteron 2220 processors, each with a local memory controller. They are

connected by 2 HyperTransport links. Each core has its own 1MB L2 cache.

AMD Shanghai - Specifications

The 4x4-core AMD system (Shanghai) has a Supermicro H8QM3-2 board with 4 quad-cores

2.5GHz AMD Opteron 8380 processors connected in a square topology by four HyperTransport

links. Each core has a private 512kB L2 cache, and each processor has a 6MB L3 cache shared

by all 4 cores.
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Figure 4.2: AMD Shanghai architecture

4.3 Methods and tools for performance analysis

Nowadays, all major processors provide a set of performance counters which capture micro-

architectural level information, such as the number of elapsed cycles, cache misses, or instruc-

tions executed. Counters can be found in processor cores, processor die, chipsets, or in I/O

cards. They can provide a wealth of information as to how the hardware is utilized by the

software.

There are two main approaches to event counting: caliper mode and performance counter

sampling [28].

The caliper approach reads the event count before and after a performance-critical region of

code. This approach measures the number of events, but does not indicate how the events are

distributed across the code region. This style of measurement often requires a change to the

program source code to take measurements at key points. This is the approach that we used in

Barrelfish, using the available API for configuring and reading directly from the performance

counter registers. For more details see Appendix B.

In performance counter sampling, the event counter is preloaded with a sampling period.

The performance measurement hardware counts events until reaching the threshold sampling

period and then causes an interrupt recording the part of the code that triggered the event. A

profiling tool, then, processes the samples and builds a statistical histogram of how events of

a particular type are distributed across the source-lines and/or instructions in the application

program. This is the approach that we used in Linux, using the OProfile tool [29].
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The complete list of events and the corresponding unit masks that were used in the experi-

ments can be found in Appendix C. Appendix C also contains the list of formulas used in the

computation of the derived measurements that will be presented in the following chapters.

4.4 Baseline performance

The following section presents the first set of experiments, measuring the overall performance of

the system - throughput and response time. The experiments were conducted on both machines:

AMD SantaRosa 4.1 and AMD Shanghai 4.2. Furthermore we present the results from the CSCS

engine running on top of both Linux and Barrelfish.

Real workload

We start the analysis by comparing the behavior of the systems when running the real Amadeus

workload, varying the number of queries and updates grouped in one batch. We present the

exact experiment setup and the results obtained in the following subsections.

Experiment setup

The system configuration for the experiments can be summarized as following:

• database size = 874 MB (3 million tuples)

• machines = {AMD SantaRosa, AMD Shanghai}

• number of cores = 1

• workload: real workload, varying the batch size

• (Queries,Updates) = {(128,16), (256,32), (512,64), (1024,128), (2048,256)}

Experiment results and plots

The results(4.3, 4.4) show that the two systems, CSCS engine running on both Linux and

Barrelfish, exhibit the same behavior with the increase of the batch size. In both cases the

throughput steadily increases and after a certain threshold, when grouping more than 1024

queries, the throughput continues increasing gradually but with a smaller rate. As expected

the corresponding response time increases linearly with the batch size. The same observation is

valid for the results of the run on both machines.
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Figure 4.3: Real workload - Throughput

The only noticeable difference is the better performance of the system running on top of Bar-

relfish. In order to explain this we first need to instrument the main factors known to influence

performance [28]. Please refer to section 4.5 for more details regarding this analysis.

Varying the number of updates

We continued the analysis of the overall behavior of the systems by tweaking the workload. The

synthetic workload used was created by fixing the number of queries sent to the system, and
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Figure 4.4: Real workload - Response time

varying the number of updates processed. In the following subsections we present the exact

experiment setup and the obtained results.

Experiment setup

The system configuration for the experiments can be summarized as following:

• database size = 874 MB (3 million tuples)
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• machines = AMD SantaRosa, AMD Shanghai

• number of cores = 1

• workload: synthetic workload, varying the number of updates

• (Queries,Updates)={(2048,128), (2048,256), (2048,512), (2048,1024) , (2048,1152), (2048,1280),

(2048,1408), (2048,1536), (2048,1664), (2048,1792), (2048,1920), (2048,2048)}

Experiment results and plots
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Figure 4.5: Varying the number of updates
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From the result plots (Figure 4.5) it can be seen that apart from the previously observed

difference in the performance by running the system on top of Barrelfish vs. Linux, the two

systems still have the same behavior also in this synthetic workload. In other words the number

of updates processed by the system does not influence the overall performance, leaving the

throughput in both cases unchanged.

Varying the size of the database

We also wanted to see how both systems react when assigned to operate on various data-store

sizes. We fixed the workload to be read only, by processing a batch of 2048 queries at a time.

The exact experiment setup and the results obtained are presented below.

Experiment setup

The system configuration for the experiments can be summarized as following:

• database size = 175MB, 483MB, 874MB

• machines = AMD SantaRosa, AMD Shanghai

• number of cores = 1

• workload: synthetic workload, select queries only

• (Queries,Updates) = {(2048,0)}

Experiment results and plots

As we can see from the plots in figure 4.6, the performance of both systems is directly pro-

portional to the size of the data-store loaded into the system. As expected, the smaller the

size of the scanned data, the smaller the response time and consequently the higher the overall

throughput. The same behavior is seen when running the experiment on both AMD machines.

Conclusion

From all experiments presented in this section it can be concluded that the systems (CSCS on

Linux and CSCS on Barrelfish) exhibit the same behavior when working on different workloads

(real and synthetic), machines, batch and data-store sizes. It was also observed that in all

experiments, the CSCS engine running on Barrelfish system was outperforming the one running

on Linux.
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Figure 4.6: Varying the size of the database - Throughput

4.5 Linux vs. Barrelfish performance analysis

This section presents the results of a detailed performance analysis on the execution of the CSCS

engine on top of Linux vs. Barrelfish. In particular we were instrumenting the execution of the

CSCS engine scanning threads i.e. the overhead of reading up the batch of incoming queries

and returning back the results of the requests to the clients as well as loading up the contents

of the datastore were ignored.
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Experiment setup

All experiments discussed in this chapter were executed with the same experiment setup. The

system configuration for the experiments can be summarized as following:

• database size = 874MB

• machine = AMD SantaRosa

• number of cores = 1

• workload: real workload

• (Queries,Updates) = {(2048,256)}

Results obtained

The calculated results from all measured events [30] are presented in the following table 4.1

Table 4.1: Instrumentation results, Linux and Barrelfish, 1 core

Category Subsystem Measurements Barrelfish Linux

Efficiency CPU Instructions per cycle (IPC) 0.94 0.89
Cycles per instruction (CPI) 1.07 1.13

Memory Read data bandwidth (MB/s) 181.99 136.13
Write data bandwidth (MB/s) 72.43 54.83
DRAM data bandwidth (MB/s) 255.63 181.50

Memory L1 cache L1 data cache request rate (%) 46.64 41.82
access L1 data cache miss rate (%) 2.00 1.51

L1 data cache miss ratio (%) 4.29 3.60
L1 inst cache request rate (%) 39.03 38.30
L1 inst cache miss rate (%) 0.00 0.03
L1 inst cache miss ratio (%) 0.00 0.09

L2 cache L2 cache request rate (%) 4.39 3.28
L2 cache miss rate (%) 0.07 0.06
L2 cache miss ratio (%) 1.61 1.98

Address DTLB L1 DTLB request rate (%) 46.60 41.82
Translation L1 DTLB miss rate (%) 1.81 1.19

L1 DTLB miss ratio (%) 3.89 2.85
L2 DTLB request rate (%) 1.81 1.19
L2 DTLB miss rate (%) 0.17 0.05
L2 DTLB miss ratio (%) 9.55 3.82
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Table 4.1 gives an overview of the performance measurements and the obtained results. The

measurements are classified in three different categories: efficiency, memory access and

address translation.

The values for IPC and CPI in both cases indicate that the program has efficiently used the

available CPU cycles.

In order to evaluate the memory bandwidth utilization, we measured the attainable memory

bandwidth on our machine, using the STREAM benchmark [31] and the results obtained are

presented in table 4.2:

Table 4.2: STREAM benchmark results

Function Rate (MB/s) Avg time Min time Max time

Copy 3760.34 0.0085 0.0085 0.0085

Scale 3662.15 0.0088 0.0087 0.0089

Add 2524.85 0.0190 0.0190 0.0190

Triad 3676.19 0.0131 0.0131 0.0131

The results from both tables (4.1 and 4.2) indicate that the scanning threads of the CSCS engine

have small memory bandwidth utilization, using only around 10% of the available bandwidth.

Good cache behavior is crucial for a good system performance, therefore we also measured the

cache for our system. The results in the table for L1 data and instruction cache miss rate and

ratio as well as for the L2 cache are very low. This indicates that the program exhibits good

spatial and temporal locality when accessing data.

Translation lookaside buffers (TLB) assist the processor to translate virtual addresses to physical

addresses by holding the most recently used page mapping information, and with it it helps

accelerating the address translation. Therefore it was important to also measure the Data TLB

during the execution of the program. The low DTLB miss rate and miss ratio once again confirm

that our program exhibits a very good spatial and temporal locality.

Overall, from the results presented we can conclude that, similar to Crescando’s statement, the

thread running the clock scan on Barrelfish and Linux is CPU bound.

Next we continue with the interpretation of the results in table 4.1 in order to understand

the difference in performance of the CSCS running on top of Linux vs. Barrelfish. In all

measurements the calculated values are almost identical with small variations due to noise. The

only exception are the memory bandwidth utilization results.
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The memory bandwidth utilization is calculated using the following formula1.

Read bytes transferred = (system read ∗ period) ∗ 64 (4.1)

Furthermore we use the cpu clocks unhalted event to measure the elapsed time. The formula

that gives us the elapsed time is the following:

Seconds =
(cpu clocks unhalted ∗ period)

clock frequency
(4.2)

Bandwidth is then calculated as the number of bytes that were transferred in a unit of time,

i.e. using the following formula:

Read bandwidth (B/s) =
Read bytes transferred

Seconds
(4.3)

The intermediary results, such as the bytes transferred and the time elapsed, were not presented

in the main result table. Since they are the main factors influencing the final value of the

bandwidth utilization, we present them in the following table:

Table 4.3: Intermediary bandwidth utilization results

Measurement Barrelfish Linux

Read bytes transferred (MB) 254.79 274.97

Write bytes transferred (MB) 101.40 110.75

DRAM bytes transferred (MB) 357.87 366.63

Seconds 1.43 1.81

As we can see from the table 4.3, the amount of data transferred in both systems is almost

identical with small variations due to noise and lower precision granularity in the Linux results

because of the sampling method when collecting event values. This leaves the CPU usage, as

the main factor influencing the difference in the performance of the systems.

Our previous performance analysis indicated that our system processing the queries is CPU

bound. Therefore, CPU being the scarce resource, it is a sound guess that the differences in

performance are a result of different utilization of the CPU when the CSCS is executed on

Linux and Barrelfish. We investigated this in more details with another round of experiments,

measuring the CPU usage by each executable getting hold on the CPU.

1For brevity only the formulas used for calculating read bandwidth utilization are presented here, all the other
formulas can be found in Appendix C.
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Figure 4.7: CSCS on Linux: CPU usage breakdown

Figure 4.7 shows the cpu utilization breakdown as measured by OProfile on Linux. The effects

of libc++ library are dispersed over either the stdlibc or the application code itself, as it consists

mainly of header files.

Further analysis of the lib C usage showed that the string compare function strncmp was the

place where the CPU spent most of its time. We measured specific segments of the code

implementing the ClockScan algorithm 2.1.3. The execution time breakdown results confirm

that the run on Linux spends the difference in execution time in evaluating the non-indexed

predicates, which mainly involves string comparison (Figure 4.8).

The reason for the difference in performance for string comparison lies in the usage of different

standard C++ libraries in Linux and Barrelfish, as explained in Section 3.1.

4.6 Performance on multiple cores

The following section presents the set of experiments measuring the overall performance of the

system when using multiple cores available on the machine. The experiments were conducted

on AMD Shanghai 4.2 and we present the results from ClockScan on Column Stores running

on top of both Linux and Barrelfish.
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Experiment setup

All experiments discussed in this chapter were executed with the following experiment setup:

• total database size = 6.9GB

• size of database partitions = {6.9GB, 3.5GB, 1.8GB, 874MB, 438MB}

• number of cores = {1, 2, 4, 8, 16}

• machine = {AMD Shanghai}

• workload: real workload

• (Queries,Updates) = {(2048,256)}

Note: For the scale up experiments we fixed the size of the data-store on which the system

operates on 7GB. When running on multiple cores, each core was set to operate on a separate

partition of the dataset. The dataset is equally partitioned among all the cores used in the

experiment run.

Experiment results and plots

The results obtained from the experiments are presented in figures 4.9 and 4.10. Figure 4.9

presents the performance of the systems with respect to the calculated linear scalability line.
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The linear scalability line was obtained by interpolating the values based on the performance

measured when running on one core. These figures indicate that in both cases, the performance
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Figure 4.9: Scale-up performance on AMD Shanghai

has the same behavior scaling almost perfectly linear with the increasing number of cores.

Figure 4.10 presents the difference in performance of the ClockScan on Column Stores on top

of Barrelfish and Linux.

As discussed earlier, also in figure 4.10 we can see the difference between the performance

achieved when running the CSCS engine on top of Linux and Barrelfish. We can also see that

it actually increases with the number of cores. The previous two figures, however, showed that

both of them scale almost linearly with the number of cores. So we can conclude that the
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Figure 4.10: Scale-up performance comparison Linux vs. Barrelfish on AMD Shanghai

increase of the difference in throughput results from the accumulation of the initial differing in

the performance.

Conclusion

From all experiments presented in this section it can be concluded, that CSCS has the same

behavior on Linux and Barrelfish even when executed on multiple cores. The scalability achieved

both on top of Linux and Barrelfish was close to the ideal scalability with the number of cores.

4.7 Scale-up analysis

This section presents the results of a detailed performance analysis on the execution of the

CSCS engine on top of Barrelfish on the AMD Shanghai machine. We are comparing the values

of the most basic performance measurements, as specified in [28], when the program utilizes 1

and 16 cores.

Experiment setup

All experiments discussed in this chapter were executed with the same experiment setup. The

system configuration for the experiments can be summarized as following:

• database size = 7GB

• machine = AMD Shanghai
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• number of cores = {1,16}

• workload: real workload

• (Queries,Updates) = {(2048,256)}

Results obtained

The calculated results from all measured events [32] are presented in the following table 4.4

Table 4.4: Instrumentation results, Barrelfish, multiple cores

Category Subsystem Measurements 1 core 16 cores

Efficiency CPU Instructions per cycle (IPC) 0.935 1.014
Cycles per instruction (CPI) 1.069 0.986

Memory Read data bandwidth (MB/s) 181.99 179.42
Write data bandwidth (MB/s) 72.43 177.89
DRAM data bandwidth (MB/s) 255.63 307.51

Memory L1 cache L1 data cache request rate (%) 46.64 47.08
access L1 data cache miss rate (%) 2.00 2.14

L1 data cache miss ratio (%) 4.29 4.55
L1 inst cache request rate (%) 39.03 29.34
L1 inst cache miss rate (%) 0.00 2.02
L1 inst cache miss ratio (%) 0.00 6.89

L2 cache L2 cache request rate (%) 4.39 4.79
L2 cache miss rate (%) 0.07 0.10
L2 cache miss ratio (%) 1.61 2.04

L3 cache L3 cache request rate (%) 5.48 7.49
L3 cache miss rate (%) 0.03 0.17
L3 cache miss ratio (%) 0.50 2.23

Address DTLB L1 DTLB request rate (%) 46.60 47.08
Translation L1 DTLB miss rate (%) 1.81 1.20

L1 DTLB miss ratio (%) 3.89 2.55
L2 DTLB request rate (%) 1.81 1.20
L2 DTLB miss rate (%) 0.17 0.22
L2 DTLB miss ratio (%) 9.55 18.18

Analysis and interpretation of the results

Table 4.4 gives an overview of calculated results of the basic performance measurements. The

measurements, as previously, are classified in three different categories: efficiency, memory

access and address translation.
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Also in this experiment, the values for IPC and CPI in both cases indicate that a good amount

of work was done in the given time interval.

The results for L1 data and instruction cache miss rate and ratio as well as for L2 and L3 caches

are very low. These, together with the low DTLB miss rates confirm that the program exhibits

good spatial and temporal locality when accessing data, even when running on multiple cores.

Eventually we can conclude that the program remains CPU bound also in the scale up experi-

ments.

Comparing the execution of the program running on 1 and 16 cores, one can see that the

corresponding values in the table are almost identical, differing only slightly due to noise. The

only notable difference is in the results of L3 cache miss rate and ratio. As expected, the miss

rate has increased four-fold when executing the same application on all 16 cores, because now

4 cores are accessing the same L3 cache simultaneously with the same miss rate.

4.8 NUMA support

Since the architecture of the machine has a NUMA nature, we were interested in the impact on

the overall performance when the CSCS engine was made NUMA-aware in contrast to the runs

when it was not. In the following section, we will start with a small overview of the NUMA

support available on the two underlying systems Linux and Barrelfish; and then conclude with

a short analysis and discussion.

Shortly, NUMA stands for Non-Uniform-Memory-Allocation. In the simplest form of NUMA,

a processor has a local memory that is much cheaper to access than memory local to other

processors. A NUMA node is a set of CPUs that have equal fast access to some memory

chunk using a memory controller. The memory of different NUMA nodes on a machine is

connected via fast interconnects. In a cache coherent machine the remote memory can be used

the same way as a local, the only difference being the slower access due to the interconnect.

Barrelfish and Linux provide different support for getting the information about the NUMA

nature of the machine and to make applications run in a NUMA-aware mode. Linux offers the

NUMA API [33]: numactl and libnuma. They both provide mechanisms for specifying NUMA

policies for either memory regions or processes (threads). numactl is a command line tool to run

processes with a specific NUMA policy, and it is the one we used in Linux to bind the specific

application and its corresponding threads to run at a specific core and thus use the memory

belonging to its local NUMA node. Barrelfish on the other hand, provides a function call

set skb affinity(), part of the Barrelfish System Knowledge Base (SKB). It can be invoked
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from within the application itself to set the NUMA affinity of the current process to use the

local NUMA node for subsequent memory allocations.

AMD Shanghai NUMA architecture

The experiments in the following section were performed on the AMD Shanghai machine. The

NUMA architecture of it is best presented with Figure 4.11. As we can see there are four NUMA

nodes, and they are all interconnected with each other via HyperTransportTM links.
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Figure 4.11: AMD Shanghai NUMA architecture

4.9 NUMA effect analysis

This section presents the results of the experiments performed on the CSCS engine running on

top of Barrelfish measuring the effect of NUMA awareness on the behavior of the system and

its overall performance.

Experiment setup

All experiments discussed in this chapter were executed with the same setup. The system

configuration can be summarized as following:

• database size = 438MB

• machine = AMD Shanghai
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• number of cores = 16

• workload: real workload

• (Queries,Updates) = {(2048,256)}

Experiment theory: Events gathered and formulas used

The results presented below are based on the measurements of the following events:

Table 4.5: Events used in the NUMA effect analysis

Event number Event abbreviation Event description

0x1E0 CPU to DRAM Requests counts DRAM Reads/Writes generated by the
to Target Node cores on the local node to the targeted node

0x0E9 CPU/IO Requests reflect request flow between units and
to Memory/IO nodes, as selected by the unit mask

The results presented in the following section are basically the percentage of registered events

with a specific unit mask out of the total measured events.

In other words the formulas used are the following:

local node to all nodes = local node to node0 + local node to node1

+ local node to node2 + local node to node3
(4.4)

Local to Node 0 =
local node to node0

local node to all nodes
(4.5)

Similarly for each NUMA node i:

CPU to Memoryi = cpu mem-local locali + cpu mem-local remotei (4.6)

CPU to Memory, Local to locali =
cpu mem-local locali

CPU to Memoryi

(4.7)

Results obtained

Figure 4.12 shows that the memory controllers in each switch are not equally utilized. The

biggest load is on the second NUMA node (cores 4-7). As explained earlier, this is because

the database is not aware of the NUMA architecture present in the machine. The program

just invokes regular malloc to allocate memory, hence the memory is allocated in a sequential

fashion.
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Figure 4.12: Effect of NUMA awareness on DRAM utilization

Further analysis showed that the memory allocated in the first node is mainly for the dispatchers’

code and some other OS-related NUMA unaware data-structures and programs. Consequently,

the data-store data-structures were mainly allocated in the second and partially on the first and

third NUMA node.

Another round of experiments was executed after modifying the CSCS engine code to become

NUMA-aware and changing the dispatchers to be NUMA-sensitive if the user demands so. The

results of these experiments are presented inline (Figures 4.12, 4.13, and 4.14) with the results

of the NUMA-unaware runs for better comparison of the NUMA effects.
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Figure 4.13: Effect of NUMA awareness: Local to remote NUMA node access ratio

Figures 4.13 and 4.14 show results per memory controller i.e. per NUMA node. The results

presented are the average of the values measured at each core belonging to the same processor.

From figure 4.13 we can observe that a small percentage of the memory access still involves

remote memory, even with the NUMA aware database. The results from a more detailed

experiment (Figure 4.14) show that most of the remote access is to the first NUMA node. The

reason for this is that some of the core Barrelfish functionality is stored and executed on core 0

(and thus NUMA node 1), so it will remain a constant overhead on the interconnect.
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All other measured events on the multi-core execution of the program were independent of

the underlying NUMA architecture. In other words, there is no visible difference in the value

measured among the cores2.

Lastly, we measured how much NUMA awareness influences the performance of the system.

The experiment setup is the following:

• database size = total of 6.4GB, per core 438MB

• machine = AMD Shanghai

• number of cores = 15

• workload: real and read-only workload

• (Queries,Updates) = {(2048, 256), (2048, 0)}

The results that we obtained are presented in figure 4.15. As we can see the effects on NUMA

are almost negligible for the CSCS engine scanning threads. The reason for that is the low

memory bandwidth utilization, as presented in section 4.5, and the fact that all NUMA nodes

are interconnected with each other 4.11 so the penalty for accessing memory from any remote

node is still low.
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Figure 4.15: Effect of NUMA awareness on system performance

One problem that occurs when running the NUMA-aware CSCS engine on top of Barrelfish is

that the NUMA policy is so strictly obeyed that once we run out of memory on the first NUMA

2Please find all plots on the wiki page [34]
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node the program crashes. This is why we do not run the application on core 0. When running

on all cores we simply run out of memory on NUMA node 1, as there are some additional

programs, that are either NUMA unaware or are simply fixed to execute on core 0. Initially

that was also the case with the dispatchers’ code. With some minor modifications they are now

allocated locally on the NUMA node where they belong, if the user demands so.

Conclusion

Looking at the results and the analysis of the experiments we can infer that the choice of the

operating system is irrelevant: apart from the performance gain due to using different C and

C++ libraries, there does not seem to be there any specific advantage of using Barrelfish over

Linux, but neither the other way round.

Barrelfish displays the same behavior characteristics as Linux and can therefore be safely used as

a basis for future development of a more complex system like a fully functional database. System,

that will be designed to make use of most of the important services offered by Barrelfish.
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Conclusion

To conclude we are going to give a brief summary of the thesis contribution and a short overview

of the points we plan to investigate in the future.

5.1 Thesis contribution

As stated in the motivation, the main goal of this thesis was to explore the possibility for starting

an interesting research direction - database-operating system co-design with the Barrelfish OS

and the CSCS engine as building blocks. A short introduction of the relevant aspects of the

systems was provided in Chapter 2. It was meant to provide an overview of the key points

behind the whole motivation as well as to introduce the reader to concepts used in the other

sections of the thesis.

We ported the CSCS engine and its dependencies on top of Barrelfish. As explained in Chapter

3, porting it required changing some parts in both systems, such as: modifying the memory

management, extending the support for the networking stack driver, adapting the CSCS engine

code to work on Barrelfish as well as extending it to work on multiple cores. Then, we did an

extensive experiment analysis (Chapter 4), comparing the performance of the new system with

the more traditional variant (the CSCS engine executing on top of Linux). We further charac-

terized their behavior by monitoring a range of performance events that helped us profile both

systems and compare them in a more fine grained level. We performed a number of experiments

that excersized the system’s scalability properties. In most of the experiments, the compound

system’s performance tests were performed on two different architectures: AMD SantaRosa

and AMD Shanghai. The results confirmed that the system exhibits the same behavior when

running on Linux and Barrelfish, with an increased throughput on Barrelfish that was found to

be due to several factors: kernel, GCC compiler version, but mainly due to the different C and

C++ library implementations.

49



Conclusion 50

With this, we believe we answered the questions of our problem statement (Section 1.2). As a

main conclusion, we can state that the database is a well written program that is portable to

different OSes and continues being CPU bound, but is still too simple to exercise and utilize

the main functionalities for the OS-database co-design offered by Barrelfish: the SKB and the

scheduler. Barrelfish, on the other hand, not only resembles the behavior of the more-mature

Linux when hosting the application, but also outperforms it with a better use of the available

libraries.

5.2 Future work

To give a short insight in the future plans, we classify our ideas in two parts: points that will

be in our focus in the short run, and goals that we aim to investigate in the long run.

In the short run:

1. As soon as the interrupts are working, and sufficient support is provided for the perfor-

mance counter measurements for the Intel machines, we plan to run more experiments

on different architectures including the AMD 48 core machine (Magny-cores), Intel ma-

chines, or on more diverse machines like the Single Chip-Cloud (SCC) (non-cache coherent

machine).

2. We are also hoping to see more interesting results when running the scale-up version of

the CSCS-engine on a machine with more than 16 cores. We are interested in discovering

the point when we are going to reach another bottleneck like memory bandwidth or bigger

NUMA effects that are going to degrade the linear scale-up.

3. There is ongoing work in improving the support for fast loading of the datastore, using

bulk transfer instead of RPC calls in the Network driver support.

4. We also plan to make the set skb affinity more flexible. As discussed earlier, the current

implementation does not allow the program to continue with the execution if there is not

enough memory in the “preferred” NUMA node. A possible alternative is to allow memory

to be borrowed from another node.

5. Furthermore, we also want to check the performance of the system running on multiple

cores, if implemented using threads. This still remains one design alternative that will be

investigated once we remove the current limitations.
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In the long run:

1. At this point, both Barrelfish and the CSCS engine have the necessary functionality to

operate together, but are still in the development phase where we can build up the ad-

ditional functionalities bearing in mind the communication between them. One aspect is

extending the CSCS engine to a real datastore engine (with queries and updates coming

in, batching them and distributing them to the processing nodes, and returning back the

results to the users). That would also require additional detection and optimization of all

possible bottlenecks in the new model. Furthermore, as we upgrade the datastore it will

have to start using the smart-scheduling powers of Barrelfish, and the knowledge provided

by the SKB service.

2. Another venue for future work will be to improve the support in Barrelfish for performance

counter measurements. In particular, it should be able to detect what portion of the events

resulted from one particular application or subsystem.

3. Furthermore, we want to extend the SKB to be able to offer more online information

about the available resources.
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CMake to Hake translation

This appendix gives a short insight of some of the steps necessary when translating a CMake[23]

file into Hake[24].

Setting up the values in Configure.h

In CMake:

### SET THE VALUES FOR THE Conf igure VARIABLES

i f ( something )

s e t (MY VARIABLE ‘ ‘ true ’ ’ )

e l s e ( )

s e t (MY VARIABLE ‘ ‘ f a l s e ’ ’ )

e n d i f

### CREATE THE Configure . h FILE

Listing A.1: Configuring the values for the Configure.h.in file

In Hake:

Manually set the values for the Configure.in variables directly in the Configure.h files

Copy files in the binary directory

In CMake:

### COPY FILES AND MAKE SYMBOLIC LINK TO OTHER DIRECTORIES

e x e c u t e p r o c e s s (

COMMAND cp ${PROJECT SOURCE DIR}/ f i l e n a m e . bin ${PROJECT BINARY DIR}
. . .
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COMMAND ln −f −s ${PROJECT SOURCE DIR}/ directory name / −t ${PROJECT BINARY DIR}
)

Listing A.2: Copying files and creating symbolic link to other directories

In Hake:

Manually copy the files from the source to binary directory (/home/netos/tftpboot/gicevaj).

it is recommended that you put the large directories in the NFS directory /local/nfs/gicevaj

on the Emmentaler machine.

Building a library

In CMake:

### BUILD LIBRARY A

a d d l i b r a r y ( l i b a SHARED

”${PROJECT SOURCE DIR}/a/ f i l e 1 a . cpp”

”${PROJECT SOURCE DIR}/a/ f i l e 2 a . cpp” )

### BUILD LIBRARY B

a d d l i b r a r y ( l i b b SHARED

”${PROJECT SOURCE DIR}/b/ f i l e 1 b . cpp”

”${PROJECT SOURCE DIR}/b/ f i l e 2 b . cpp” )

Listing A.3: Creating a library in CMake

In Hake:

Split the CMake into several Hake files. In particular when building a library, create a separate

folder in barrelfish/lib/ for example lib A. Include all source files in that directory, and

all header files in the corresponding barrelfish/include/ directory. Each barrelfish/lib

subdirectory has its own Hake file. The Hake file has a form:

[ bu i ld l i b r a r y {
t a r g e t = ” l i b a ” ,

c x x F i l e s = [ ” f i l e 1 a . cpp” , ” f i l e 2 a . cpp” ] ,

a r c h i t e c t u r e s = ” x86 64 ” ,

addInc ludes = [ ” f i l e . h” ]

} ]

Listing A.4: Creating a library in Hake

Similarly for lib b.
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Creating an executable

In CMake:

### BUILD THE TEST EXECUTABLES

add executab le ( t e s t f i l e . exe ”${PROJECT SOURCE DIR}/ t e s t / t e s t f i l e . cpp” )

### LINK THE TEST EXECUTABLES

t a r g e t l i n k l i b r a r i e s ( t e s t f i l e . exe l i b a l i b b )

Listing A.5: Creating an executable in CMake

In Hake:

Put the text file program file to the designated place, usually /barrelfish/usr/test name/

and create a separate Hake file for the executable that we want to create

[ bu i ld a p p l i c a t i o n {
t a r g e t = ” t e s t f i l e ” ,

a r c h i t e c t u r e s = ” x86 64 ” ,

c x x F i l e s = [ ” t e s t f i l e . cpp” ] ,

addL ib ra r i e s = [ ” l i b a ” , ” l i b b ” , any a d d i t i o n a l b a r r e l f i s h l i b r a r i e s ]

} ]

Listing A.6: Creating an executable in Hake

Hake limitations

Still unresolved how to do it in Hake:

compile something→ execute it→ generate new .cpp files→ compile them into a new library→
link that one with the rest of the executables.
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Changes performed on the CSCS

engine

This appendix presents a short overview of some of the changes performed on the CSCS engine

when porting it on Barrelfish. Each examples provides a code excerpt from Linux implementa-

tion and its corresponding Barrelfish equivalent replacement.

Measuring execution time

Getting the duration of execution time in Linux:

#inc lude ” U t i l s . h”

. . .

t imeva l startTime , stopTime ;

gett imeofday(&startTime , NULL) ;

. . .

gett imeofday(&stopTime , NULL) ;

unsigned int msecs = ( stopTime . t v s e c − startTime . t v s e c ) ∗ 1000

Listing B.1: Acquiring duration of execution in Linux

Doing the exact same thing in Barrelfish requires:

#inc lude <bench/bench . h>

#inc lude ” arch /x86/bench/ bench arch . h”

. . .

b e n c h a r c h i n i t ( ) ;

c y c l e s t startTime = bench tsc ( ) ;

. . .

c y c l e s t stopTime = bench tsc ( ) ;
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u i n t 6 4 t msecs = bench tsc to msc ( stopTime − startTime ) ;

Listing B.2: Quiring duration of execution in Barrelfish

Handling threads

Creating and joining threads, and working with synchronization locks on Linux:

pthread mutex t sync l o ck ;

pthread mutex lock(& sync l o ck ) ;

p th r ead c r ea t e (&t1 , NULL, &runThread1 , (void ∗) qp ) ;

p t h r e a d j o i n ( t1 , NULL) ;

Listing B.3: Working with threads in Linux

Doing the same thing in Barrelfish requires:

#inc lude ” b a r r e l f i s h / threads . h”

. . .

thread mutex sync l o ck ;

thread mutex lock(& sync l o ck ) ;

t1 = t h r e a d c r e a t e ( runThread1 , (void ∗) qp ) ;

t h r e a d j o i n ( t1 , NULL) ;

Listing B.4: Working with threads in Barrelfish

Working with NFS

In order to read from NFS, the following must be done in the program:

#inc lude <v f s / v f s . h>

#inc lude <v f s / v f s pa th . h>

#inc lude <e r r o r s / errno . h>

. . .

e r r v a l t e r r ;

v f s i n i t ( ) ;

. . .

e r r = vfs mount ( ”/tmp” , ” n f s : / / 1 0 . 1 1 0 . 4 . 4 / l o c a l / n f s / n f s f o l d e r / data s to r e ) ;

i f ( e r r i s f a i l ( e r r ) ) {
p r i n t f ( ” v f s mount f a i l e d \n” ) ;

r e turn 1 ;

}

Listing B.5: Handling NFS files in Barrelfish
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Spawning multiple instances of the same application

In order to spawn multiple instances of the same application binary on different cores we can

use the available Barrelfish functions found in include/barrelfish/spawn client.h

#inc lude <b a r r e l f i s h / spawn c l i en t . h>

. . .

e r r v a l t spawn program ( c o r e i d t core id , const char ∗path , char ∗ cons t a rgv [ ] .

char ∗const envp [ ] , s p a w n f l a g s t f l a g s , domainid t ∗ ret domain id ) ;

e r r v a l t spawn program on a l l co re s ( bool same core , const char ∗path ,

char ∗const argv [ ] , char ∗const envp [ ] ,

s p a w n f l a g s t f l a g s , domainid t ∗ ret domain id ) ;

Listing B.6: Spawning multiple instances of the same program in Barrelfish

NUMA control

Fixing a process to run on a specific core, or NUMA node can be done using the numactl

function in Linux as following:

numactl −−physcpubind=1 −−membind=1 . / run the program param1 param2

Listing B.7: Setting up process affinity in Linux

In Barrelfish:

#inc lude <skb/skb . h>

. . .

s k b c l i e n t c o n n e c t ( ) ;

s e t s k b a f f i n i t y ( ) ;

Listing B.8: Setting up process affinity in Barrelfish

Performance measurements

Performance measurements on Linux using OProfile:

sudo opcont ro l −−r e s e t

sudo opcont ro l −−s epara te=cpu −−event=RETIRED INSTRUCTIONS: 5 0 0 0 0 0 : 0 : 1

sudo opcont ro l −−s t a r t

. / run the program param1 param2

sudo opcont ro l −−stop

sudo opcont ro l −−dump
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sudo opreport event :RETIRED INSTRUCTIONS > r e t i n s t r u c t i o n s . out

Listing B.9: Performance measurements on Linux

Doing the performance measurements on Barrelfish:

extern ”C”{
#inc lude <b a r r e l f i s h k p i / types . h>

#inc lude <b a r r e l f i s h k p i / d i spa t che r sha r ed . h>

#inc lude <b a r r e l f i s h / curd i spa tche r a r ch>

#inc lude <arch /x86/ b a r r e l f i s h /perfmon . h>

#inc lude <arch /x86/ b a r r e l f i s h k p i /perfmon amd . h>

}
. . .

d i s p a t c h e r h a n d l e t my dispatcher = curd i spa t che r ( ) ;

u i n t 6 4 t event = EVENT AMD INSTRUCTIONS RETIRED;

u i n t 6 4 t umask = 0 ;

int counter = 0 ; // or 2 , f o r the second performance counter

perfmon setup ( my dispatcher , counter , event , umask , f a l s e ) ;

u i n t 6 4 t s t a r t e v e n t c o u n t = rdpmc (0) ; // rdpmc (1) , f o r the second

. . .

u i n t 6 4 t s top event count = rdpmc (0) ; // rdpmc (1) , f o r the second

u i n t 6 4 t event count = stop event count − s t a r t e v e n t c o u n t ;

Listing B.10: Performance measurements in Barrelfish
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List of all performance counter

events used

A list of all the performance counter events that were used in the experiments with a short

explanation of the event, and the setup in which they were used in the measurements.

Table C.1: AMD performance counter events used

Event select Unit mask Event abbreviation Short description

0x76 0x00 cpu clocks unhalted cpu clocks not halted

0xC0 0x00 retired instructions retired instructions

0x6C 0x07 system read system read responses

0x6D 0x01 system write quad-/octwords written to system

0xE0 0x07/0x38 DRAM accessess DRAM accesses

0x40 0x00 DC accesses data cache accesses

0x42 0x1E DC refills L2 data cache refills from L2

0x43 0x1E DC refills system data cache refills from NB

0x80 0x00 IC fetches instruction cache fetches

0x82 0x00 IC refills L2 instruction cache refills from L2

0x83 0x00 IC refills system instruction cache refills from NB

0x7D 0x07 L2 requests L2 cache requests

0x7E 0x07 L2 misses L2 cache misses

0x7F 0x03 L2 fill write L2 cache fill/writeback

0x4E0 0xF7 L3 requests L3 cache requests

0x4E1 0xF7 L3 misses L3 cache misses

0x45 0x00 DTLB L1M L2H L1 DTLB miss and L2 DTLB hit

0x46 0x00 DTLB L1M L2M L1 DTLB and L2 DTLB miss

A list of all the formulas used for the computations:
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Instructions per cycle (IPC)

Instructions per cycle is a general measure of computational efficiency. Higher values of the IPC

indicate that a more useful work is done in a given amount of time unit.

Events gathered and formulas used

The computation of IPC requires collection of two basic events:

1. cpu clock unhalted

2. retired instructions

IPC is then calculated with the following formula:

IPC =
retired instructions

cpu clock unhalted
(C.1)

CPI (cycles per instruction) is calculated similarly with:

CPI =
cpu clock unhalted

retired instructions
(C.2)

Memory Bandwidth

These measurements help determine memory bandwidth utilization. Literature suggests that

we should apply these measurements especially when an application moves a large amount of

data between the memory and the processor.

Experiment theory: Events gathered and formulas used

The computation of memory bandwidth utilization requires collecting the following events:

1. cpu clocks unhalted

2. system read

3. system write

4. DRAM accesses
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Since the AMD SantaRosa processor perform 8-byte write transfers, for calculating the derived

measurements we were using the following formulas:

Read bytes transferred = (system read ∗ period) ∗ 64 (C.3)

Write bytes transferred = (system write ∗ period) ∗ 8 (C.4)

DRAM bytes transferred = (DRAM accesses ∗ period) ∗ 64 (C.5)

Furthermore we use the cpu clocks unhalted to measure the elapsed time. The formula that

gives us the elapsed time is the following:

Seconds =
(cpu clocks unhalted ∗ period)

clock frequency
(C.6)

Bandwidth is then calculated as the number of bytes that were transferred in a unit of time,

i.e. using the following formula:

Read bandwidth (B/s) =
Read bytes transferred

Seconds
(C.7)

Write bandwidth (B/s) =
Write bytes transferred

Seconds
(C.8)

DRAM bandwidth (B/s) =
DRAM bytes transferred

Seconds
(C.9)

Data cache misses and miss ratio

Good cache behavior is important for good performance. Data caches favor programs that have

good spatial and temporal locality for data access. Therefore it is recommended that we always

check for data cache behavior.

Events gathered and formulas used

The computation of data cache (DC) miss rate requires collection of the following events:

1. retired instructions

2. DC accesses

3. DC refills L2

4. DC refills system.
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The formulas that were used are the following:

DC request rate =
DC accesses

retired instructions
(C.10)

DC miss rate =
(DC refills L2 + DC refills system)

retired instructions
(C.11)

DC miss ratio =
(DC refills L2 + DC refills system)

DC accesses
(C.12)

Instruction cache misses and miss ratio

The instruction cache contains the most recently fetched x86 instructions and is able to provide

them quickly to the pipeline when needed. Having the critical parts of the code fitting in

the instruction cache and reusing it is crucial for getting a good performance. As always, low

instruction cache miss rate and ratio is desirable.

Events gathered and formulas used

The computation of instruction cache (IC) miss rate requires collection of the following events:

1. retired instructions

2. IC fetches

3. IC refills L2

4. IC refills system

The formulas that were used are the following:

IC request rate =
IC accesses

retired instructions
(C.13)

IC miss rate =
(IC refills L2 + IC refills system)

retired instructions
(C.14)

IC miss ratio =
(IC refills L2 + IC refills system)

IC accesses
(C.15)

L2 cache misses and miss ratio

Data and instructions are written to L2 when evicted from their respective L1 cache. Having an

L2 cache miss will result in either accessing a lower level cache or main memory, both causing

a more expensive retrieval of the requested data. Thus it is desirable to have low L2 cache miss

rate and ratio, and with it a better spatial and temporal locality for better performance.
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Events gathered and formulas used

The computation of L2 cache miss rate requires collection of the following events:

1. retired instructions

2. L2 requests

3. L2 misses

4. L2 fill write

The formulas that were used are the following:

L2 request rate =
(L2 requests + L2 fill write)

retired instructions
(C.16)

L2 miss rate =
L2 misses

retired instructions
(C.17)

L2 miss ratio =
L2 misses

(L2 requests + L2 fill write)
(C.18)

L3 cache misses and miss ratio

The L3 cache is a non-inclusive victim cache holding the cache lines evicted from L2 cache.

Good performance requires low L3 cache miss rate and miss ratio.

Events gathered and formulas used

The computation of L3 cache miss rate requires collection of the following events:

1. retired instructions

2. L3 requests

3. L3 misses

The formulas that were used are the following:

L3 request rate =
L3 requests

retired instructions
(C.19)

L3 miss rate =
L3 misses

retired instructions
(C.20)

L3 miss ratio =
L3 misses

L3 requests
(C.21)
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Data TLB misses and miss ratio

Translation lookaside buffers (TLB) help the processor with the translation of virtual to physical

addresses. They hold the most recently used page mappings to accelerate address translation.

TLB behavior favors programs with good spatial and temporal locality.

Events gathered and formulas used

The computation of Data TLB miss rate requires collection of the following events:

1. retired instructions

2. DC accesses

3. DTLB L1M L2H

4. DTLB L1M L2M

The formulas that were used for the L1 data TLB measurements are the following:

L1 DTLB request rate =
DC accesses

retired instructions
(C.22)

L1 DTLB miss rate =
(DTLB L1M L2H + DTLB L1M L2M)

retired instructions
(C.23)

L1 DTLB miss ratio =
(DTLB L1M L2H + DTLB L1M L2M)

retired instructions
(C.24)

Similarly, the formulas that were used for the L2 data TLB measurements are:

L2 DTLB request rate =
(DTLB L1M L2H + DTLB L1M L2M)

retired instructions
(C.25)

L2 DTLB miss rate =
DTLB L1M L2M

retired instructions
(C.26)

L2 DTLB miss ratio =
DTLB L1M L2M

(DTLB L1M L2H + DTLB L1M L2M)
(C.27)
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