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Abstract

We present a novel approach to investigate variations in upper mantle and transition zone (MTZ) water content based on the joint analysis of electromagnetic (EM) signals originating in the ionosphere and magnetosphere. We invert EM signals (period range 6 hours–85 days) to probe the electrical conductivity structure underneath 20 geomagnetic observatories, accounting for the complex spatial structure of the ionospheric and magnetospheric sources. The joint inversion of EM data for the daily and long-period bands lead to significantly improved resolution in the upper mantle and MTZ. The conductivity profiles reveal significant lateral variability, which we interpret in terms of mantle water content by coupling electrical conductivity with constraints on mantle thermo-chemical structure derived from the analysis of seismic data. Our results suggest the existence of a relatively dry MTZ beneath Europe and a water-enriched MTZ underneath North America and northern Asia.

Plain Language Summary

The amount of water (hydrogen) trapped in the Earth’s interior has a strong effect on the evolution and dynamics of the planet, which ultimately controls the occurrence of earthquakes and volcanic eruptions. However, the distribution of water inside the Earth is yet not well-understood. Deep electromagnetic induction techniques make use of changes in the Earth’s magnetic field to detect variations in electrical conductivity inside the planet. Electrical conductivity is a characteristic of a rock that varies with temperature and the amount of water in its interior. Here, we present a methodology that combines different deep electromagnetic induction techniques to estimate the amount of water in different regions of Earth’s mantle. Our analysis suggests the presence of small amounts of water in the mantle underneath Europe, whereas larger amounts are found beneath North America and northern Asia. These findings help revealing the complexity of the water cycle and can potentially be used to benchmark predictions from studies that simulate mantle dynamics.

1 Introduction

Constraining the water (hydrogen) distribution in Earth’s interior is important for understanding its evolution and dynamics since water has a profound effect on rheological properties and melting relationships [e.g., Hirschmann, 2006; Karato, 2011]. High-pressure mineral-physics studies have reported that mantle transition zone (MTZ) minerals can store large amounts of water (∼1–3 wt%), whereas much smaller amounts (∼0.1–0.2 wt%) can be stored in upper mantle minerals.
[e.g., Hirschmann et al., 2005; Bolfan-Casanova, 2005]. Supporting evidence for a relatively dry (∼0.02 wt%) upper mantle and a hydrous (∼1 wt%) MTZ has been provided by the analysis of mantle xenoliths [e.g., Peslier et al., 2010; Peslier and Bizimis, 2015] and ringwoodite inclusions found in a natural diamond that truly originated in the MTZ [Pearson et al., 2014], respectively. However, the present distribution of water in the Earth’s interior and the mechanisms for water exchange between different mantle reservoirs remain uncertain [e.g., Ohtani et al., 2004; Hirschmann, 2006; Bolfan-Casanova et al., 2006].

As electrical conductivity is a transport property that is highly sensitive to mantle temperature and the presence of water and melt [e.g., Karato, 2011; Katsura and Yoshino, 2015; Khan, 2016], deep electromagnetic (EM) sounding techniques play a fundamental role in mapping the distribution of water in the mantle by imaging variations in electrical conductivity [e.g., Koyama et al., 2006; Kelbert et al., 2009; Shimizu et al., 2010; Semenov and Kuvshinov, 2012; Koyama et al., 2014; Sun et al., 2015]. These techniques rely on the fact that primary magnetic fields (e.g., those that originate in the magnetosphere) penetrate into the deep Earth and induce secondary signals by virtue of EM induction. EM variations in the daily band (4–24 hours) are mainly dominated by the ionospheric current system, while variations with periods longer than one day are generated by magnetospheric currents [e.g., Finlay et al., 2017]. As penetration depth depends on frequency, analyzing these signals in as wide a range of periods as possible allows us to sense electrical conductivity variations in the widest depth range possible [e.g., Püthe et al., 2015a]. However, EM sounding studies often rely on single-source data analysis facing the problem of limited depth resolution due to a limited frequency range imposed by various source morphologies [cf., Kuvshinov, 2008].

Only a few studies have attempted to combine EM responses from different sources. For instance, Egbert and Booker [1992] and Bahr et al. [1993] combined signals from magnetospheric and ionospheric origin recorded at geomagnetic observatories to obtain regional conductivity models of the mantle underneath North America and Europe, respectively. These studies, however, invoked simplistic source assumptions, which is likely to increase the chance of introducing source related model biases. Alternatively, Olsen [1998] accounted for a more complex source geometry (in the period range 3–720 hr) by incorporating estimates of horizontal gradients of the horizontal magnetic field. Given that direct measurement of these gradients on a single site is challenging in practice, the author estimated gradients from horizontal magnetic field components measured at an array of nearby observatories, which is limited to regions with a dense network of geomagnetic observatories (e.g., Europe). More recently, Grayver et al. [2017] jointly inverted the magnetospheric global
response and ocean tidal signals from satellite magnetic field measurements, yielding a consistent global conductivity model of the oceanic upper mantle and transition zone.

Here, we perform inversions of daily (6–24 hours) and long-period (3–85 days) local responses recorded at a series of geomagnetic observatories to infer lateral variations in upper mantle and MTZ conductivity structure and water content. To isolate the influence of water on electrical conductivity from thermal effects, we follow Khan [2016] and combine phase equilibrium calculations, laboratory-measured electrical conductivity of mantle minerals, and estimates of mantle temperature and major element chemistry derived from the analysis of short- and long-period seismic data using the results of Munch et al. [2020, in press].

2 Methods

2.1 Multi-source EM global-to-local transfer functions

Signals due to the magnetospheric currents dominate natural geomagnetic variations at periods longer than one day [cf., Finlay et al., 2017; Olsen and Stolle, 2017]. The source of these signals is often described via a single – first zonal – spherical harmonic, leading to the widely-used local C-response [Banks, 1969]. This transfer function (TF) relates vertical and horizontal components of the magnetic variations at an observational site. However, it is known that the magnetospheric source has a more complex structure, especially during the main phase of geomagnetic storms [e.g., Daglis and Kozyra, 2002; Olsen and Kuvshinov, 2004; Balasis and Egbert, 2006], thus potentially introducing errors in the estimated responses, resulting in biases in the retrieved conductivity structure [e.g., Püthe et al., 2015b]. Furthermore, geomagnetic field variations in the period range between a few hours and one day are dominated by the ionospheric current systems which are characterized by a more complex morphology [e.g., Yamazaki and Maute, 2017]. This complexity invalidates simplistic source models that would allow the use of a TF similar to the C-response. To account for complex ionospheric and magnetospheric sources, we resort here to an alternative set of global-to-local transfer functions, \( T_n^m(\mathbf{r}_d, \omega) \), that relate the vertical component of the magnetic field \( Z(\mathbf{r}_d, \omega) \) at an observation site \( \mathbf{r}_d = (a, \theta, \phi) \) to a set of global spherical harmonic expansion (SHE) coefficients, \( \varepsilon_n^m(\omega) \), that describe the source structure [Püthe et al., 2015b]

\[
Z(\mathbf{r}_d, \omega) = \sum_{n=1}^{N_E} \sum_{m=-n}^{n} \varepsilon_n^m(\omega) T_n^m(\mathbf{r}_d, \omega),
\]

where \( N_E \) is the maximum (cut-off) degree for the external SHE coefficients, \( \omega \) is the angular frequency, \( a \) denotes the Earth’s mean radius, \( \theta \) is the colatitude, and \( \phi \) is the longitude.
The estimation of global-to-local TFs is a two-step procedure: (i) external SHE coefficients describing the source are determined from horizontal components of the magnetic field measured at a global network of geomagnetic observatories assuming an a priori three-dimensional (3-D) Earth model, which consists of a mantle with a one-dimensional (1-D) conductivity distribution overlaid by a laterally-varying surface conductance layer; the latter approximates the nonuniform distribution of oceans and continents (see Appendix A for details on estimating “magnetospheric” source coefficients); and (ii) TFs are estimated by relating the vertical component of the magnetic field measured at every site of interest with the source coefficients determined in the previous step. The data for estimating “magnetospheric” TFs consist of hourly mean values of geomagnetic field variations measured at 132 mid-latitude (geomagnetic latitudes between ±6° and ±56°) permanent geomagnetic observatories (see Figure S1) for the years 1998–2018 retrieved from the British Geological Survey (BGS) database [Macmillan and Olsen, 2013]. After removal of the main field and its secular variations using the CHAOS model [Olsen et al., 2006], source coefficients and global-to-local transfer functions for the long-period band (3–85 days) were determined following the procedures described in Püthe et al. [2015b], which includes section-averaging [e.g., Olsen, 1998] and Huber-weighted robust least-squares methods [e.g., Aster et al., 2005]. As for global-to-local TFs in the daily band (24, 12, 8, and 6 hours), we used those estimated by Guzavina et al. [2019] from the BGS database. Geographic and geomagnetic coordinate systems were used for estimating “daily” and “long-period” TFs, respectively.

2.2 Probabilistic inversion

We employed the probabilistic approach of Tarantola and Valette [1982] and the Metropolis algorithm [e.g., Metropolis et al., 1953; Hastings, 1970] to determine the conductivity structure underneath each station from the estimated global-to-local TFs. Building on previous experience [Munch et al., 2018], we reduced the burn-in stage of the Metropolis algorithm by using a global optimization technique [Covariance Matrix Adaptation Evolution Strategy; Hansen and Ostermeier, 2001] to obtain a good initial model \( m_0 \) for every inversion. The solution of the non-linear inverse problem is then given in terms of the posterior probability distribution

\[
\gamma(m|d) \propto \exp \left[ -\frac{1}{2} \left( \frac{\phi(m, d)}{\beta} \right) \right] \exp \left[ -\frac{\beta}{p_m} \sum_{i=1}^{M} |\nabla m_i|^{p_m} \right], \tag{2}
\]

where \( d \) denotes observed data and \( m = [\lambda(\sigma_1) \cdots \lambda(\sigma_N)] \) represents the unknown conductivity structure, with \( \lambda(\cdot) \) being a log-based transformation ensuring positivity of the argument. The subsurface was parametrized in terms of 25 layers ranging in thickness from 50 km in the upper mantle and MTZ to 400 km at the core-mantle boundary with a fixed core conductivity (\( \sigma = 10^5 \))
The regularization parameter $\beta$ was determined by means of an L-curve analysis [Hansen, 1999] performed on the models $m_0$ and the scalar $p_m$ was set to 1.5 which provides a good balance between sharp conductivity contrasts and smooth models [Grayver and Kuvshinov, 2016]. The data misfit term is given by

$$
\phi(m, d) = \sum_{k \in M} \left( \frac{1}{N_k} \sum_{i=1}^{N_k} \left| w^k_i (f^k_i(m) - d^k_i) \right|^2 \right),
$$

where $M$ denote the EM methods in the daily and long-period bands and $w^k_i$, $f^k_i(m)$, and $d^k_i$ are corresponding data weights (reciprocal of uncertainties), forward operator, and observed data, respectively. As discussed by Grayver et al. [2017], normalizing with the number of actual measurements $(N_k)$ is an important aspect that helps balance the contribution of each EM technique.

### 2.3 Inference of water content from retrieved conductivity profiles

We interpreted the obtained conductivity profiles in terms of upper mantle and transition zone water content by comparing the retrieved models with laboratory-based conductivity profiles computed using the approach of Khan [2016]. To isolate the influence of water on electrical conductivity from thermal effects, we constrained mantle temperature and major element chemistry underneath each geomagnetic observatory by incorporating into the inversion probability density functions independently derived from the inversion of short- (P-to-s receiver functions) and long-period (Rayleigh wave phase velocities) seismic data from a nearby seismic station [Munch et al., 2020, in press]. Mantle composition was parameterized in terms of a single variable that represents the amount of basalt in a basalt-harzburgite mixture, with the composition of basalt and harzburgite end-members described using the CFMASNa chemical model system comprising the oxides $\text{CaO}$-$\text{MgO}$-$\text{FeO}$-$\text{Al}_2\text{O}_3$-$\text{SiO}_2$-$\text{Na}_2\text{O}$. Mantle temperature was described in terms of an adiabat defined by the mantle potential temperature $T_p$, which represents the temperature that the mantle would have at the surface, if it ascended along an adiabat without undergoing melting [McKenzie and Bickle, 1988].

The laboratory-based conductivity profiles were computed from mineral phase equilibrium calculations and experimental measurements of mantle mineral conductivities. We employed the Gibbs free-energy minimization strategy of Connolly [2009] and the self-consistent thermodynamic formulation of Stixrude and Lithgow-Bertelloni [2005] with parameters given by Stixrude and Lithgow-Bertelloni [2011] to predict stable mineralogy (mineral modes) as a function of pressure, temperature, and composition. Several independent measurements of the electrical conductivity for major upper
mantle and MTZ minerals exist. To minimize subjectivity, we here considered two databases built on the measurements of (i) Yoshino, Katsura, and coworkers (referred to as YK) and (ii) Karato, Dai, and coworkers (referred to as KD). Table S2 provides the list of data sources used to build the YK and KD databases. The laboratory-measured databases account for the effect of water content on the following hydrous minerals: olivine, orthopyroxene, clinopyroxene, wadsleyite, ringwoodite, and garnet (only KD database). Building on previous experience [e.g., Khan, 2016], we parameterized the water content of the mantle in terms of the water contents in olivine (upper mantle) and wadsleyite (transition zone). Water contents in orthopyroxene, clinopyroxene, and ringwoodite were estimated using the water partition coefficients based on measurements from Inoue et al. [2010] and Ferot and Bolfan-Casanova [2012]. Water content in garnet (only relevant for KD database) was estimated using the water partition coefficients derived by Mookherjee and Karato [2010].

3 Results

3.1 Long-period transfer functions

As discussed above, we estimated global-to-local transfer functions in the period range 3–85 days from 21 years (1998–2018) of ground-based geomantic observatory data. In order to better account for the complexity of the source, magnetospheric time series were parameterized in terms of 13 SHE coefficients ($Y_0^1, Y_1^1, Y_{-1}^1, Y_0^2, Y_1^2, Y_{-1}^2, Y_2^2, Y_{-2}^2, Y_0^3, Y_1^3, Y_{-1}^3, Y_0^4, Y_1^4, Y_{-1}^4$). The choice of source coefficients aims at maximizing the coefficient of determination (i.e., measure of how well a proposed source geometry predicts the observed time series; see Figure S2), while minimizing the number of source terms that limits the maximum period for which multi-variate transfer functions can be estimated [Püthe and Kuvshinov, 2014] and that may result in over-fitting. All source terms were used to estimate long-period global-to-local transfer functions $T_n^m$, but only the dominant source term $T_n^0$ was considered in the inversion to retrieve the conductivity structure underneath each station because this TF is most sensitive to the radial structure of the Earth [Kuvshinov, 2008]. In the daily band, we also considered only TFs corresponding to dominant source terms, namely, $T_p^{m+1}$ at periods 24/$p$ hr ($p = 1 – 4$). As discussed in Section 2.1, the estimation of source coefficients requires the assumption of a mantle 1-D conductivity profile to separate the external (inducing) from the internal (induced) contributions in the measured geomagnetic variations. We find that differences in the long-period TFs introduced by the choice of the mantle conductivity profile are within data uncertainties (see Figure S3).
Figure 1a depicts estimated long-period responses $T^0_1$, uncertainties, and squared coherencies ($\text{coh}^2$) for four geomagnetic observatories: Boulder (BOU, USA), Niemegk (NGK, Germany), Belsk (BEL, Poland), and Irkutsk (IRT, Russia). For comparison, transfer functions $\hat{T}^0_1$ estimated assuming that the source is described by the first zonal spherical harmonic are also shown. In this case, the TFs were derived from the local C-response $C(r_0, \omega)$ estimated using the Z/H method of Banks [1969] as $\hat{T}^0_1(r_0, \omega) = \frac{3C(r_0, \omega)}{C(r_0, \omega) + 0} \cos \theta$. In agreement with previous studies [Püthe et al., 2015b], we find that the incorporation of additional source terms increases the squared coherency, especially at periods <10 days and geomagnetic latitudes >40°, thus decreasing the potential bias of the responses that could result from correlated noise and spatial aliasing [Olsen, 1998]. Figure 1b shows the average relative difference between $T^0_1$ and $\hat{T}^0_1$ as a function of geomagnetic colatitude. We observe that the use of simplistic source models results in significant differences of the estimated TFs, particularly for the imaginary part, which can potentially bias the inversion.

### 3.2 Data fit and recovered conductivity models

The transfer functions were individually inverted to determine the most probable set of conductivity profiles underneath 20 inland geomagnetic observatories (see Figure 2), for which synthetic TFs can be computed with low computational cost using analytical solutions for radial 1-D Earth models. Coastal and island geomagnetic observatories have been excluded from this analysis because calculation of synthetic TFs for these locations require the use of 3-D solvers to account for ocean induction effects [e.g., Kuvshinov et al., 2002], making the use of Markov chain Monte Carlo methods [e.g., Mosegaard and Tarantola, 1995] impracticable.

We succeed at explaining the observed daily and long-period EM variations for 13 geomagnetic observatories (see Figures S5–S7), indicated in Figure 2 by red stars surrounded by black circles. However, we find a cluster of 7 stations located in Europe (black circles in Figure S4) for which the fit of daily transfer functions is unsatisfactory under the 1-D assumption (see Figures S6–S8). One can speculate that this reflects: 1) the presence of anomalously shallow 3-D structure underneath central Europe and the Mediterranean linked to the subduction and ponding of slabs in the MTZ as suggested by seismic tomography [e.g., Zhu et al., 2015; Cottaar and Deuss, 2016]; or 2) artifacts due to the presence of noise (e.g., signals due to polar electrojet currents) that are not accounted for in the presently used source parameterization.

Figure S4 illustrates the posterior probability distributions obtained when inverting daily and long-period signals separately and jointly at a single station (Alice Spring in Australia). In agreement
Figure 1. Example of experimental global-to-local transfer functions. a) Real (positive) and imaginary (negative) parts of the experimental global-to-local (blue) transfer functions $T_{01}$ (bottom row) and squared coherencies $\text{coh}^2$ (top row) estimated in this study for Boulder (BOU), Niemegk (NGK), Belsk (BEL), and Irkutsk (IRT) geomagnetic observatories. Geographic location of the geomagnetic observatories are shown in Figure 2. Error bars indicate uncertainties of the experimental transfer functions. For comparison, transfer functions $\hat{T}_{01}$ obtained for a case when the source is described by the first zonal spherical harmonic are shown in red. b) Mean relative differences between the real (left) and imaginary (right) parts of $T_{01}$ and $\hat{T}_{01}$ as a function of geomagnetic colatitude.
Figure 2. Geographic location of mid-latitude observatories used in this study between geomagnetic latitudes $\phi_{GM} = -56^\circ$ – $-6^\circ$ and $6^\circ$ – $56^\circ$. Red stars and black circles denote stations at which the observed daily (6–24 hours) and long-period (3–85 days) transfer functions are successfully fitted in the inversion, respectively. Green triangles indicate seismic stations for which constraints on mantle temperature and composition were derived by Munch et al. [2020, in press] from analysis of short- and long-period seismic data. Station information is summarized in Table S1. Data fit for all stations is shown in Figures S5–S7.

with previous studies [e.g., Munch et al., 2018], long-period signals best constrain the conductivity structure in the depth range between 400 and 1400 km (see Figure S4b), while daily variations provide information on the conductivity structure between 200 and 500 km depth (see Figure S4a) [e.g., Koch and Kuvshinov, 2013]. The models obtained from the joint inversion of daily and long-period signals (see Figure S4c) manage to resolve the conductivity structure in the upper mantle (200–400 km depth), MTZ (400–660 km depth), and the uppermost lower mantle (660–1400 km depth).
3.3 Constraints on upper mantle and transition zone water content

We determined the range of water contents in olivine and wadsleyite that best explain the inverted conductivity profiles between 200 and 1200 km depth. This was achieved by comparing the inverted conductivity models with laboratory-based conductivity profiles (described in Section 2.3) using an L2–norm misfit function and the Metropolis algorithm. In particular, we focus on 8 geomagnetic observatories for which probability density functions of the mantle potential temperature and composition (basalt fraction) derived from the inversion of short- and long-period seismic data [Munch et al., 2020, in press] recorded at a nearby station (indicated by triangles in Figure 2) are available.

Figure 3 summarizes the conductivity models obtained from the joint inversion of long-period and daily signals (black) and best-fitting laboratory-based conductivity profiles (green). Laboratory-based conductivity profiles implicitly incorporate discontinuities across the major phase transitions (olivine → wadsleyite, wadsleyite → ringwoodite, and ringwoodite → bridgmanite+ferropericlase), whereas the conductivity models retrieved from the inversion of observed EM responses are smoother down to depths of ~1000 km. We find an overall agreement between the inverted conductivity models and laboratory-based conductivity profiles particularly in the upper mantle and MTZ. However, we observe that laboratory-based conductivity profiles are systematically more conductive in the lower mantle (800–1200 km depth) than the conductivity models derived from the observed data. This difference might reflect that 1) temperature estimates derived from the inversion of seismic data might be biased towards higher temperatures; or 2) the laboratory-based conductivity databases considered in this work tend to overestimate the electrical conductivity of lower mantle minerals.

Future work should aim at refining the laboratory-based mineral conductivity databases, particularly for lower-mantle minerals, as the degree to which hydrogen affects the electrical conductivity of lower mantle minerals remains uncertain. In this light, determining the influence of hydrogen on electrical conductivity in the lower mantle minerals is critical to improve the current understanding of the water distribution in the deep mantle and the circulation between the various reservoirs.

Figure 4 depicts inferences on water content in the upper mantle and MTZ minerals olivine ($C_{\text{ol}}$) and wadsleyite ($C_{\text{wad}}$) obtained using the YK and KD databases. The former database generally leads to a significantly more hydrated upper mantle and MTZ. As discussed by Khan and Shankland [2012], this difference arises from the fact that the KD database tends to result in higher electrical conductivities for a given water content. The use of the YK database results in anomalously high water contents ($C_{\text{ol}}$ ~0.3 wt% and $C_{\text{wad}}$ ~1.9 wt%) underneath stations located in northern Asia (NVS...
Figure 3. Posterior probability distributions of electrical conductivity ($\sigma$) retrieved from the joint inversion of daily and long-period transfer functions (black) and best-fitting laboratory-based conductivity profiles (green) for the KD database. The geographic location of each geomagnetic observatory is shown in Figure 2 and station acronyms are defined in Table S1. Best-fitting laboratory-based conductivity profiles obtained using the YK database are shown in Figure S8.

These estimates significantly exceed the experimentally-determined water storage capacity of mantle minerals [e.g., Hirschmann et al., 2005; Litasov et al., 2011], which would result in the accumulation of partial melt atop the MTZ [Bercovici and Karato, 2003]. However, no evidence for the existence of a melt layer (i.e., negative amplitudes on the receiver function waveforms due to a low shear-wave velocity anomaly) is observed in the seismic data and further analysis focuses on estimates derived with the KD database.

In agreement with previous studies [e.g., Karato, 2011; Fullea et al., 2011; Jones et al., 2012; Khan and Shankland, 2012], our results indicate a relatively dry upper mantle ($C_{\text{ol}}^{\text{w}} < 0.02$ wt%) underneath all stations, whereas significant lateral variability in MTZ water content is observed. We find relatively low MTZ water contents ($C_{\text{wad}}^{\text{w}} < 0.05$ wt%) in Australia (ASP) and Europe (BDV,
PAG, SUA, and KIV), whereas moderate ($C_{\text{wad}}^{w} \sim 0.15$ wt\%) and high water contents ($C_{\text{wad}}^{w} \sim 0.3$ wt\%) are required to explain the inverted conductivity profiles in Asia (IRT and NVS) and North America (BOU), respectively. A dry MTZ below Europe has already been suggested by Utada et al. [2009] from the joint analysis of seismic and electromagnetic models. In agreement with MTZ water contents experimentally determined by Freitas et al. [2017], our estimates suggest that the near-water saturated conditions implied by hydrous ringwoodite inclusions found in a natural diamond [Pearson et al., 2014] are not representative of the whole MTZ.

4 Conclusions

In this study, we combined EM responses in a wide period band to infer the electrical conductivity structure underneath a set of inland geomagnetic observatories, while accounting for complex spatial structure of the magnetospheric and ionospheric sources [Püthe et al., 2015b]. We found that simplistic source models are likely to introduce significant errors in the estimated transfer functions and therefore, bias the inferred conductivity models. Furthermore, the incorporation of daily-band responses (6–24 h) into the inversion leads to improved model resolution, especially in the upper mantle and transition zone.

The retrieved conductivity models were subsequently interpreted in terms of variations in upper mantle (olivine) and transition zone (wadsleyite) water content by combining mineral phase equilibria calculations, laboratory-based electrical conductivity measurements, and estimates on mantle temperature and major element chemistry derived independently from the inversion of short- and long-period seismic data. We find the existence of a relatively dry transition zone beneath Europe ($C_{\text{w}}^{w} < 0.05$ wt\%) and a water-enriched ($C_{\text{w}}^{w} \sim 0.3$ wt\%) transition zone underneath North America and northern Asia. These findings suggest that the near-water saturated conditions hinted at by hydrous ringwoodite inclusions found in a natural diamond [Pearson et al., 2014] are not likely to be representative of the entire MTZ.

The methodology presented here provides quantitative constraints on water content in the upper mantle and transition zone. To move beyond the current results and improve our understanding of the water distribution in the deep mantle and mantle water circulation, future work should aim at: 1) extending the geographical distribution of geomagnetic observatories to include data from coastal and island; and 2) inverting EM and seismic data jointly by means of an integrated approach [e.g., Khan, 2016]. The former demands the use of 3-D EM solvers to account for the ocean induction effect [e.g., Kuvshinov et al., 2002], which makes the implementation of Markov chain Monte
Carlo methods impracticable. The latter requires a refinement of the laboratory-based electrical conductivity databases to lower-mantle minerals, and the extension of the thermodynamic database employed for mineral phase equilibria calculations to account for effects related to oxygen fugacity, water content, and melt.
Figure 4. Sampled water content in (a) olivine and (b) wadsleyite retrieved using the Yoshino-Katsura (YK) and Karato-Dai (KD) electrical conductivity databases. Water contents are given in terms of $C_x = C_x^w / C_0^w$, where $x$ denotes either of the minerals olivine and wadsleyite, $C_x^w$ is in wt%, and $C_0^w = 1$ wt%. Constraints on the probability distribution of (c) mantle potential temperature ($T_p$) and (d) composition (basalt fraction) were obtained from the inversion of P-to-s receiver functions and Rayleigh wave phase velocities [Munch et al., 2020, in press]. Station acronyms are defined in Table S1 and geographic locations are depicted in Figure 2.
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Appendix A: Estimation of magnetospheric source coefficients

Maxwell’s equations describe the spatio-temporal behavior of electromagnetic fields and can be formulated in frequency domain as

\[
\frac{1}{\mu_0} \nabla \times \mathbf{B}(\mathbf{r}, \omega) = \sigma(\mathbf{r}) \mathbf{E}(\mathbf{r}, \omega) + j^{\text{ext}}(\mathbf{r}, \omega),
\]

\[
\nabla \times \mathbf{E}(\mathbf{r}, \omega) = i \omega \mathbf{B}(\mathbf{r}, \omega),
\]

where \( \mathbf{B} \) and \( \mathbf{E} \) represent the complex Fourier transforms of magnetic flux density and electric field at a location \( \mathbf{r} = (r, \vartheta, \varphi) \). The distance from the Earth’s center is denoted by \( r \), \( \vartheta \) is the colatitude, and \( \varphi \) is the longitude. Furthermore, \( j^{\text{ext}}(\mathbf{r}, \omega) \) is the complex Fourier transform of an impressed source current density, \( \sigma(\mathbf{r}) \) represents the electrical conductivity distribution in the media, \( \omega \) is the angular frequency, and \( \mu_0 \) is the magnetic permeability of free space. Given that deep electromagnetic (EM) studies consider induction due to natural current systems which vary on time scales between a few hours and a few months, displacement currents are here neglected.

Above the conducting Earth and below the region enclosed by the current \( j^{\text{ext}} \), Eq. (4) reduces to \( \nabla \times \mathbf{B} = 0 \), thus \( \mathbf{B} \) is a potential field that can described as a gradient of a scalar potential \( V \)

\[
\mathbf{B} = -\nabla V.
\]

Since \( \nabla \cdot \mathbf{B} = 0 \), then \( V \) satisfies Laplace’s equation \( (\nabla^2 V = 0) \) and hence, can be decomposed into external and internal parts such that \( V = V^{\text{ext}} + V^{\text{int}} \), where

\[
V^{\text{ext}} = a \sum_{n=1}^{N} \sum_{m=-n}^{n} c_n^m(\omega) \left( \frac{r}{a} \right)^n Y_n^m(\vartheta, \varphi),
\]

\[
V^{\text{int}} = a \sum_{k=1}^{K} \sum_{l=-k}^{k} d_k^l(\omega) \left( \frac{r}{a} \right)^{-(k+1)} Y_k^l(\vartheta, \varphi),
\]

\( (\omega, l, m, n, k, l) \)
where $e^m_n(\omega)$ and $i^l_k(\omega)$ are the spherical harmonic expansion (SHE) coefficients of the external (inducing) and internal (induced) parts of the potential, $N_x$ and $N_r$ are the maximum (cut-off) degrees for external and internal coefficients, respectively, and $Y^m_n$ is the spherical harmonic of degree $n$ and order $m$

$$Y^m_n(\theta, \varphi) = P^m_n(\cos \theta)e^{im\varphi}, \tag{9}$$

where $P^m_n(\cos \theta)$ corresponds to the Schmidt quasi-normalized associated Legendre function of degree $n$ and order $|m|$. Note that in Eqs. (7) and (8), we use different indices for external and internal coefficients to account for the 3-D conductivity distribution. In a 1-D Earth (in which conductivity is only a function of depth), every external coefficient only induces one internal coefficient of the same degree and order. They are linearly related by the (scalar) Q-response, which is defined as

$$i^l_k(\omega) = Q_{l}n(\omega) e^m_n(\omega). \tag{10}$$

Note that in 1-D case, $Q_n$ is independent of the order $m$ [e.g., Bailey, 1969] and $N_x = N_r$. In a 3-D Earth, however, every external coefficient $e^m_n$ induces a whole series of internal coefficients $i^l_k$ such that we can write

$$i^l_k(\omega) = \sum_{n=1}^{N_x} \sum_{m=-n}^{n} Q^m_{kn}(\omega) e^m_n(\omega), \tag{11}$$

where the $Q^m_{kn}$ form a 2-D array of transfer functions we refer to as Q-matrix. The diagonal elements of this matrix mostly describe the bulk conductivity and, in case of a layered (1-D) Earth, they are equivalent to the scalar Q-responses. The off-diagonal elements describe a transfer of energy to coefficients of different degree and order, which only occurs if the subsurface has a 3-D structure. Note that our a priori 3-D Earth’s model consists of a mantle with 1-D conductivity distribution overlaid by a surface layer of known laterally-variable conductance; the latter approximates nonuniform distribution of oceans and continents. Our numerical experiments shows that the diagonal elements of corresponding Q-matrix are dominant for the considered period range (3–85 days). Therefore, exploiting Eqs. (6)-(8) and (11), the magnetic field on the surface of the Earth, $\mathbf{r}_a = (\alpha, \theta, \varphi)$, can be written as

$$B_\tau (\mathbf{r}_a, \omega) = - \sum_{n=1}^{N_x} \sum_{m=-n}^{n} e^m_n(\omega) \left[ n - (n + 1) Q_{nn}^{mm}(\omega) \right] Y^m_n(\theta, \varphi), \tag{12}$$

$$B_\tau (\mathbf{r}_a, \omega) = - \sum_{n=1}^{N_x} \sum_{m=-n}^{n} e^m_n(\omega) \left[ 1 + Q_{nn}^{mm}(\omega) \right] \nabla Y^m_n(\theta, \varphi), \tag{13}$$

where subscript $\tau$ denotes the tangential part of $\mathbf{B}$ and $\nabla_\perp$ is the surface gradient. With the following denotation

$$\nu^m_n(\omega) = e^m_n(\omega) \left[ 1 + Q_{nn}^{mm}(\omega) \right], \tag{14}$$
time domain equivalent of Eq. (13) reads

$$B_g(r_0, C) = -\sum_{n=1}^{N_r} \sum_{m=-n}^{n} v_n^m(t) \nabla_\perp Y_n^m(\theta, \varphi).$$  

(15)

In this study, we estimated external source coefficients $e_n^m(t)$ following the procedure proposed by Püthe et al. [2015b]. This procedure can be summarized as follows:

1. Collection of hourly-mean time series of geomagnetic field components from mid-latitude permanent observatories (see Figure S1) from the British Geological Survey database [Macmillan and Olsen, 2013].
2. Removal of the main field and its secular variations using the CHAOS model [Olsen et al., 2006].
3. Detrend each magnetic field component using cubic B-splines.
4. Rotation of the horizontal magnetic field components from geographic to geomagnetic coordinates using geomagnetic north pole coordinates for the year 2010.
5. Estimation of $v_n^m$ for each time instant $t$ from the tangential components of the observed magnetic field in geomagnetic coordinates using Eq. (15) and a Huber-weighted robust least-squares method [e.g., Aster et al., 2005]. Weights are meant to counteract potential biases introduced by cluster of stations (e.g., the high concentrations of observatories in the Northern hemisphere). At each time instant $t$, we triangulate the spatial distribution of observatories (via calculating the convex hull). Weights are then estimated as the surface area of the spherical triangle that has a given observatory as its center.
6. Separation of internal and external contributions as follows:

A. Transformation of the unseparated coefficients $v_n^m(t)$ into frequency domain.
B. Computation of radial magnetic field $B_{n,r}^m(r_0, \omega)$ induced by unit amplitude spherical harmonic sources ($e_n^m = 1$) in frequency domain using a numerical solver based on integral equation approach [Kuvshinov, 2008]. As mentioned above, computations are performed in a priori 3-D Earth’s model consisting of a mantle with 1-D conductivity distribution overlaid by a surface layer of laterally-variable conductance.
C. Calculation of $Q_{nn}^{nm}(\omega)$ from the computed $B_{n,r}^m(r_0, \omega)$ as [Püthe and Kuvshinov, 2014]

$$Q_{nn}^{nm}(\omega) = \frac{1}{(n+1)||Y_n^m||^2} \int_{\Omega} \left[ B_{n,r}^m(r_0, \omega) - B_{n,r}^{m,ext}(r_0) \right] \hat{Y}_n^m(\theta, \varphi) ds. \quad (16)$$
Here $\hat{Y}_n^m$ denotes complex conjugation $Y_n^m$, $\Omega$ is the complete solid angle, $ds = \sin \theta \, d\theta \, d\phi$, and $||Y_n^m||^2$ is the squared norm of the spherical harmonic $Y_n^m$, and $B_{n,r}^{m,\text{ext}}$ is the external part of radial magnetic field, i.e.

$$B_{n,r}^{m,\text{ext}}(r, \omega) = -n Y_n^m(\theta, \phi). \quad (17)$$

Substituting Eq. (17) into Eq. (16) we have

$$Q_{nn}^{mn}(\omega) = \frac{1}{(n+1)||Y_n^m||^2} \int_{\Omega} B_{n,r}^{m}(r, \omega) \hat{Y}_n^m(\theta, \varphi) \, ds + \frac{n}{n+1}. \quad (18)$$

D. Separation of internal and external contributions using Eq. (14)

$$e_n^m(\omega) = y_n^m(\omega)/[1 + Q_{nn}^{mn}(\omega)].$$

E. Transformation of the external coefficients $e_n^m(\omega)$ into time domain.
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