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ABSTRACT

Many critical services, such as e-commerce, emergency response, or even remote
surgeries, rely on computer networks. �is strategic importance makes them a
mission-critical infrastructure that must operate reliably, with minimum downtime.
Achieving reliable operations is challenging, though, as con�rmed by the countless
major network downtimes that are frequently making the news.
In this dissertation, we develop techniques and tools to enable the reliable network

operations of the two main types of networks deployed today: (i) networks running
distributed routing protocols; and (ii) networks managed by a logically-centralized
controller, also known as So�ware-De�ned Networks (SDN). Each paradigm comes
with its own set of operational challenges. In networks running distributed routing
protocols, the main problem is con�guring each device correctly. Studies have indeed
shown that human-induced miscon�gurations, not physical failures, explain the
majority of network downtimes. In contrast, in SDN, the main problem is ensuring
the correctness of the controller so�ware. �erefore, we tackle two complementary
problems: (i) how to synthesize con�gurations for networks running distributed routing
protocols automatically?; and (ii) how to catch bugs in SDN networks?
To eliminate human-induced miscon�gurations, we propose two novel and

complementary techniques to synthesize con�gurations from high-level policies. �e
�rst technique aims at generality, while the second one aims at usability and scalability.
Speci�cally, the �rst technique enables the synthesis of correct con�gurations for
arbitrary protocols from operators’ intents and a formal speci�cation of the protocols’
behavior. While useful, we show that this technique is limited in its scalability and
can produce con�gurations that are far from what a human would write. �e second
set of techniques rely on autocompletion to address these problems. Here, we allow
the network operators to specify parts of the con�gurations and constraint the values
that the synthesizer is permitted to produce. We show that autocompletion enables
the synthesizer to scale to large networks and generates interpretable con�gurations.
To catch bugs in SDN controllers, we develop new techniques for detecting and

troubleshooting concurrency violations. As an event-based system, an SDN controller
is indeed particularly subject to concurrency issues. �us, we present a sound and
complete dynamic concurrency analyzer for SDN controllers. Furthermore, we
present techniques to assist the developers in identifying and troubleshooting the
source of the reported concurrency violations.
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ZUSAMMENFAS SUNG

Viele Dienstleistungen aus unserem Alltag, wie z.B. der elektronische Zahlungsver-
kehr, Alarmierungssysteme oder chirurgische Eingri�e mit ferngesteuerten Robotern
benötigen heutzutage Computer Netzwerke, um richtig zu funktionieren. Es ist des-
halb umso wichtiger, dass die verwendeten Netzwerke möglichst ohne Fehler und
Unterbrechungen arbeiten. Unzählige Berichte zu schwerwiegenden Netzwerk Aus-
fällen zeigen jedoch, wie schwierig es ist, Netzwerke zuverlässig zu betreiben.
In dieserDissertation erarbeitenwir neueVerfahren undHilfsmittel, umComputer

Netzwerke verlässlich und ohne Ausfälle zu betreiben. Dabei kann heutzutage zwi-
schen zwei Netzwerk-Architekturen unterschieden werden: Einerseits traditionelle
Netzwerke, die auf verteilten Routingprotokollen basieren; und andererseits soge-
nannte So�ware-De�ned Netzwerke (SDN), welche von einem zentralen Controller
gesteuert werden. Die beiden Netzwerk-Architekturen haben je ihr eigenen Probleme
und Schwierigkeiten. In traditionellen Netzwerken besteht die grösste Schwierigkeit
in der korrekten Kon�guration aller Geräte im Netzwerk, da jedes Gerät einzeln kon-
�guriert werden muss. Wie Studien zeigen, ist der Grund für die meisten Netzwerk
Unterbrüche nicht etwa ein Hardwarefehler, sondern menschliches Versagen bei
der Gerätekon�guration. SDN Netzwerke bringen ganz andere Herausforderungen
mit sich. In diesen Netzwerken müssen wir vor allem sicherstellen, dass der zentrale
Controller fehlerfrei läu�. Zusammenfassend gehen wir deshalb zwei Probleme an,
die sich gegenseitig ergänzen: Wie können wir automatisch Gerätekon�gurationen
für traditionelle Netzwerke generieren?; und wie können wir So�warefehler in SDN
Netzwerken �nden?
Ummenschliche Kon�gurationsfehler zu vermeiden, präsentieren wir zwei neue,

sich ergänzende Verfahren, um die Kon�guration aufgrund von abstrakten Richtli-
nien automatisch herzustellen. Das erste Verfahren generiert Kon�gurationen, die
möglichst allgemein einsetzbar sind, wobei der zweite Ansatz mehr darauf achtet,
dass die erzeugten Kon�guration für den Netzwerkbetreiber verständlich und skalier-
bar sind. Basierend auf den Zielen des Netzwerkbetreibers und auf einer formellen
Protokoll-Beschreibung, kann das erste Verfahren korrekte Kon�gurationen für be-
liebige Protokolle herstellen. Die so erzeugten Kon�guration sind jedoch o� schwer
verständlich und der Ansatz kommt an seine Grenzen mit zunehmender Grösse des
Netzwerkes. Anders sieht es beim zweiten Ansatz aus. Ein Netzwerkbetreiber kann
nun bereits wichtige Teile der Kon�guration vorgeben oder die Werte verschiedener
Parameter einschränken. Unser Verfahren vervollständigt dann automatisch die
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fehlenden Teile der Kon�guration. Wie wir in verschiedenen Auswertungen zeigen,
kann dieser Ansatz Kon�gurationen für sehr grosse Netzwerke generieren, die zudem
einfach zu verstehen sind.
Um So�warefehler in SDN Controller zu �nden, erarbeiten wir neue Ansätze, um

Probleme in nebenläu�gen Prozessen zu erkennen und zu lösen. Solche Probleme
treten in einem SDN Controller häu�g auf, da es sich um ein ereignisgesteuertes
System handelt. Deshalb präsentieren wir ein System, das SDNController dynamisch
analysieren kann und beweisen dessen Korrektheit und Vollständigkeit. Zudem be-
schreiben wir Verfahren, die es den Entwicklern ermöglichen, die zugrundeliegende
Ursache des Nebenläu�gkeitsproblems zu �nden und zu lösen.
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PREAMBLE

Many critical services such as teleconferencing, e-commerce, digital currencies,
emergency response, and remote surgeries rely on computer networks. �is strategic
importance makes them a mission-critical infrastructure that must operate reliably.
Achieving reliable operations is a challenging task, as con�rmed by the countless
major network downtimes that are frequently making the news [1–9].
To ensure reliable operations, network operators need to guarantee that the

network is operating correctly; i.e., it is forwarding data according to its business
and performance goals. �e forwarding paths along which the network devices
forward tra�c (i.e., the application data) are computed by the network’s control-plane.
Nowadays, two di�erent paradigms implement a network’s control-plane: distributed
using distributed routing protocols and logically centralized using So�ware-De�ned
Networking (SDN). �erefore, we address both paradigms’ open problems to ensure
that networks implement the operators’ intents correctly. Namely, we develop new
methods and techniques to (i) correctly con�gure distributed routing protocols using
synthesis, and (ii) verify that SDN networks are free from concurrency errors.
�e �rst problem we tackle in this dissertation is how to produce correct low-

level con�gurations automatically such that networks running distributed routing
protocols behave according to the operators’ intents. In such networks, a network
device (i.e., router) runs so�ware implementing the routing protocols. �is so�ware
operates by exchanging reachability information with the device’s neighbors and
then using this reachability information and local con�gurations (i.e., low-level
instructions that are the inputs to the routing protocols) to decide how to forward
tra�c. �e network operators derive (o�en manually) the low-level con�gurations
from high-level business and performance requirements. �ey have to derive the
local con�gurations for hundreds or even thousands of network devices. A single
miscon�guration (i.e., a con�guration under which the network does not meet the
expected behavior) not only can violate the business and performance requirements
but also can bring down the network infrastructure, or worse a piece of the Internet.
As an illustration, Facebook su�ered from widespread issues for about an hour due
to a miscon�guration [1], while a miscon�guration in Verizon’s network slowed
down the performance of the Internet for two hours [2]. Studies show that human-
induced miscon�gurations, not physical failures, explain the majority of network
downtimes [3, 10, 11].
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In this dissertation, we propose network-wide con�gurations synthesis as an
alternative to manually con�guring networks running distributed routing protocols.
Synthesizing con�gurations not only simpli�es the task of con�guring a network
but also reduces the chances of human-induced errors and increases the network’s
overall reliability. Designing a network-wide con�gurations synthesis framework that
is practical, expressive, and scalable to production-size networks is a challenging task.
�e synthesis framework needs to capture complex distributed routing protocols
computations and invert them to �nd inputs (con�guration parameters) that induce
speci�c forwarding paths. �en, the synthesis framework needs to e�ciently search
the large space of possible con�guration parameters and �nd con�gurations (for
every single device in the network) that meet the operators’ intents.
In this dissertation, we develop two novel techniques to synthesize network-wide

con�gurations. �e �rst technique is a general synthesis framework that is capable
of synthesizing con�gurations for any distributed routing protocol based on formal
speci�cations of the protocol’s behavior. In particular, our general synthesizer takes
two inputs: (i) the operators’ intents; and (ii) the formal speci�cations of the network
(i.e., how the distributed routing protocols computes the paths to forward tra�c).
However, the generality comes at the cost of interpretability and scalability. Speci�cally,
a general synthesizer cannot produce con�gurations that follow the best practices
for a given protocol to improve the interpretability of the synthesized con�gurations,
and cannot leverage protocol-speci�c optimizations to improve the scalability of
the synthesizer. We address the interpretability and scalability limitations in the
second technique we develop in this dissertation. �e second technique frames the
network-wide con�gurations synthesis problem as an autocompletion problem. In
particular, our autocompletion synthesizer takes two inputs: (i) the operators’ intents;
and (ii) a sketch of the desired output con�gurations. �e con�gurations sketch
enables the network operators to specify the parts of the existing con�gurations that
the synthesizer is permitted to change and to constrain the values that the synthesizer
is permitted to use. �is approach enables the synthesizer to scale to large networks
and produce con�gurations that are similar to what a human operator would write.
�e second problem we tackle in this dissertation is detecting and troubleshooting

concurrency bugs in SDN controllers. SDN argues for a (logical) centralization of
the control logic, which relies on standardized APIs, such as OpenFlow [12], to
directly program each network device as opposed to using per-device low-level
con�gurations and distributed routing protocols. SDN controllers abstract away
the complexities of low-level interfaces and allow the network operators to de�ne
the network-wide behavior as high-level programs (policies) [13–19]. Due to the
asynchronous nature of a network, SDN controllers are event-based systems in which
provisioning new policies as well as updating existing ones is communicated via
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asynchronous protocol over an unreliable network [20]. Meanwhile, the SDN switches
are simple devices that forward tra�c in the network according to the decisions made
by the controller. An SDN switch uses a �ow table (i.e., a look-up table) to forward
tra�c. Conceptually, SDN switches (in particular, the �ow table in each switch) can
indeed be seen asmemory locationswhich are read andmodi�ed by various events and
entities including the SDN controller. In practice, building such highly asynchronous
programs is known to be a very challenging problem, requiring developers to reason
about concurrent behavior. As a result, SDN controllers inadvertently introduce
harmful-concurrency errors. We demonstrate how these concurrency errors may
lead to policy violations or cause downtimes similar to miscon�gurations in networks
using distributed control planes.
In this dissertation, we produce new methods and techniques for detecting and

troubleshooting concurrency violations in production-grade SDN controllers. We
start tackling this problem by developing a model that formally captures the ordering
of events in an SDN network based on the potential causality relation between
them; i.e., happens-before (HB) model. We use this formal model to analyze SDN
controllers’ events and detect any potential data races in the �ow tables’ read/write
operations. As with standard concurrency analyzers, any SDN concurrency analyzer
could report many potential concurrency issues, including false-positive reports.
�us, our second step is to develop techniques to �lter out false-positive issues and
only report true-positive data races; i.e., harmful violations that can cause the tra�c to
be forwarded incorrectly or may bring the network down. While detecting data races
in �ow tables is important, we need to understand these races’ broader impact on the
network’s correctness �us, our third step is to develop techniques that analyze the
reported harmful-concurrency violations and report if of them any caused violations
of high-level correctness properties. Finally, we develop techniques to assist the
controller developers in troubleshooting and �xing the bugs causing the concurrency
violations. In particular, we develop new clustering techniques that use domain-
speci�c knowledge to cluster the harmful violation reports (potentially 1,000s) into
a handful of clusters; each cluster represents a bug in the controller. Further, our
framework identi�es the most representative concurrency violation for each cluster
(i.e., those that capture the cause of the violations in the cluster) to assist the SDN
controller developers in debugging the root cause of the concurrency issues.
�is dissertation is divided into three parts. �e �rst part highlights the necessary

background material. �e second part focuses on the network-wide con�gurations
synthesis problem. While the third part focuses on detecting and troubleshooting
concurrency bugs in SDN controllers.
We begin the second part by motivating the need for network con�gurations syn-

thesis and de�ning the network-wide con�gurations synthesis problem in Chapter 2.
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�en, we present the �rst general network-wide con�gurations synthesis framework
we developed in Chapter 3. In particular, we frame the network-wide con�gura-
tions synthesis problem as an instance of synthesizing inputs to Datalog program (a
declarative logic programming language). We remark that our contributions to input
synthesis for strati�ed Datalog programs extend beyond the domain of computer
networks. In Chapter 4, we frame the network-wide con�gurations synthesis prob-
lem as an autocompletion problem. We present techniques that not only allow the
network operators to synthesize con�gurations according to their intents but also
allow the network operators to constrain the shape of the output con�gurations.
We begin the third part by demonstrating the impact of concurrency issues on the

correctness and reliability of SDN networks and de�ning the problem of detecting
and troubleshooting such issues in Chapter 5. In Chapter 6, we present a sound
and complete dynamic concurrency analyzer for SDN controllers that can ensure
a network is free of concurrency violations. We demonstrate how our framework
reports harmful violations that could impact the network’s correctness and how our
framework analyzes the low-level violations to report these violations’ impact on
high-level correctness properties. Finally, we conclude and suggest future research
directions in Chapter 7.
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INTERNET ROUT ING

A computer network is a set of connected devices, called network nodes, exchanging
data with each other. Nowadays, network nodes exchange data using the Internet
Protocol (IP) [21, 22]; a connectionless and unreliable protocol whose goal is to relay
datagrams or IP packets across one or more networks. Network tra�c is a group of IP
packets moving across the network at a given point in time.
An end-system (the source) generates IP packets then sends them to another end-

system (the destination) via the network. Each end-system is assigned a numerical
label, called IP address, that is 32-bit long in IPv4 [21] or 128-bit long in IPv6 [22].
When an end-system generates a packet, it labels it with the source IP address (the
address of the end-system which generated the packet) and the destination IP address
(the address of the end-system to whom this packet is destined to). Related end-
systems (e.g., all students or all sta� members) are usually grouped and addressed
together using the concept of an IP pre�x. An IP pre�x (o�en denoted as IP/n)
identi�es a set of IP addresses whose �rst n bits are identical. �ese n bits identify
the “network” part of the IP address, while the remaining bits o�en identify the
end-system part of the address.
In this chapter, we introduce the main concepts of how IP networks work. First,

we present the IP router in Section 1.1; which is the primary device that is in charge
of computing in-network paths and forwarding tra�c. �en, we brie�y present, in
Section 1.2, the di�erent paradigms of how networks compute paths along which to
forward tra�c. �e following three sections, sections 1.3 to 1.5, highlight how inter-
domain routing, intra-domain routing, and So�ware-De�ned Networking (SDN)
implement IP routing. Finally, we de�ne network policies in Section 1.6.

1.1 ip router

End-systems belonging to the same IP pre�x can communicate with each other
directly or via devices such as network switches, while end-systems belonging to
di�erent pre�xes have to communicate via network gateways known as IP routers.
IP routers are composed of two logical planes: the control plane and the data plane;
see Figure 1.1. �e control plane decides how to forward packets (the path(s) each
packet takes in the network to reach its destination), while the data plane forwards
the tra�c accordingly.

3
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Figure 1.1: �e high-level architecture of an IP Router.

In the control plane, IP routing is the process of computing routing paths to
destination IP pre�xes in the network. A routing path is a set of network nodes that a
packet traverses to reach its destination. A router runs one or more routing protocols
to execute the IP routing task. Routing protocols compute the in-network routing
paths based on per-router local con�gurations, de�ned by the network operators,
and the information exchanged with other routers in the network (called peers or
neighbors). Each router stores the computed paths in a designated table called the
Routing Information Base (RIB) or the routing table.
By adapting the con�guration of each device, network operators can control their

routing behavior (e.g., which paths they prefer) and, by extension, their forwarding
behavior. To forward tra�c, each router stores for each destination the next hop
(i.e., a neighbor router that can reach the destination) in a designated table called
the Forwarding Information Base (FIB) or the forwarding table. �e union of all the
forwarding tables in the network is the network-wide forwarding state. Note that the
forwarding table is a subset of the routing table. �e network operators con�gure, as
local per-router con�gurations, how a router selects entries from the routing table as
forwarding table entries.



1.2 ip routing 5

In the data plane, packet forwarding is the act of sending packets along the selected
forwarding paths to the destination of each packet (the destination IP address in the
packet’s header).

1.2 ip routing

Traditionally, routers perform the IP routing task using one or more distributed
routing protocols. When using distributed routing protocols, each router runs an
instance of the protocol (in its control plane) and exchanges information (via protocol-
speci�c messages) about the network with the neighboring routers running the same
protocol. �en each router, locally, uses the information it learned about the network
and local parameters (i.e., per-router con�gurations de�ned by the network operator)
to compute the routing paths in the network.
A routing domain is a group of network routers managed by a single administrative

entity (e.g., one organization or team of network operators) [23]. In the context of the
Internet, an Autonomous System (AS) is a routing domain. We remark that network
operators may partition their network into multiple ASes to better enforce routing
requirements within the network. We refer to the internal ASes under the operators’
control as private and to the ASes visible on the Internet as public.
Nowadays, there are two families of distributed routing protocols: intra-domain

and inter-domain. Intra-domain routing protocols compute routing paths within one
routing domain, while inter-domain routing protocols compute routing paths across
multiple routing domains.
Routing protocols di�er by the type of routing paths that they are capable of

computing. For instance, routing protocols based on the Dijkstra algorithm (e.g., the
Open Shortest Path First protocol (OSPF)) can only compute routing paths that direct
tra�c along least-cost-paths. While policy-based protocols (e.g., the Border Gateway
Protocol (BGP)) can direct tra�c along non-shortest paths. In the meantime, OSPF
supports multi-path routing and is thus better suited for load-balancing tra�c (a
feature heavily used in practice), while BGP cannot forward tra�c along multiple
paths by default.

1.3 intra-domain routing

Intra-domain routing is concerned with computing routing paths within a single
administrative domain. Intra-domain protocols, also called Interior Gateway Protocols
(IGPs), provide optimal routing based on given criteria; e.g., link capacity or the
number of hops.
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�ere are two families of intra-domain routing protocols: distance-vector and
link-state protocols.

Distance-vector routing protocols. In this family, the distributed routing protocol
computes the best route based on the distance; i.e., a numerical metric (e.g., the
number of hops) to estimate the cost to reach the destination via this path. Generally,
this family of routing protocols works as follows: each router periodically exchanges,
with all its neighbors, the routing table (i.e., a table that lists network destinations
and how to reach them) and a distance to each destination in the network. �en,
upon receiving the updated routing table from its neighbor, each router updates the
distance of each destination and uses a distance-vector algorithm (e.g., Bellman-Ford
algorithm [24–26]) to compute the best route to each destination.�is family includes
routing protocols such as RIP [27], EIGRP [28], DSDV [29] and Babel [30].

Link-state routing protocols. Unlike the distance-vector routing protocols, the link-
state routing protocols do not share the distance vector to each destination. Instead,
each router advertises the state of each of its links to every other router. �en each
router builds an IGP adjacency graph (i.e., a weighted graph that represents the
connectivity of the network) and uses it to compute the routing table. Routers
construct the IGP adjacency graph in three steps. First, each router in the network
discovers its direct neighbors via periodically sending HELLO messages over
all its connected links. Second, each router �oods the network with a link-state
advertisement (LSA) containing: (i) the ID of the router that created the LSA; (ii) cost
of links to reach its directly connected neighbors; (iii) a sequence number identifying
the LSA version; and (iv) and a time-to-live (TTL) value for the LSA to prevent it from
in�nitely looping the network. Finally, every router constructs and IGP adjacency
map of the network based on the received LSAs and compute the best route(s) to each
destination in the network; generally, using a variant of the Dijkstra algorithm [31].
�is family includes protocols such as Open Shortest Path First (OSPF) [32, 33] and
Intermediate System to Intermediate System (IS-IS) [34].

1.4 inter-domain routing

Inter-domain routing is concerned with computing routing paths between di�erent
administrative domains. Path-vector protocols are commonly used for this purpose.
Generally, path-vector protocols work as follow: each router periodically exchanges,
with its neighbors, a path vector (i.e., a list of routers or ASes) to reach each network
destination. �en, each router uses a local policy to select the best route to use to
forward tra�c; for instance, the local policy might select the best route based on the
business agreement between two neighbors.
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Name Description

Prefix A value that represents a set of destination IP addresses
LocalPref A positive integer that indicates the degree of preference for one route over

the other routes
Origin �e origin of the announcement: IGP, EGP, or Incomplete
MED (Multi-Exit Discriminator) A positive integer that indicates which of the

multiple routes received from the same AS is preferred
ASPath �e AS path to reach the destination, we use ASPathLen to denote the

length of the AS path
NextHop �e router to which to forward packets
Communities A list of tags carried with the announcement

Figure 1.2: Commonly used attributes in BGP announcements.

In today’s Internet, the Border Gateway Protocol (BGP), a path-vector protocol, is
the only used inter-domain routing protocol [35]. �e network operators con�gure
each BGP-enabled router to establish peering sessions (a TCP connection) with other
BGP-enabled routers. �e BGP routers exchange routing information (i.e., BGP
announcements) via the peering sessions. �ere are two types of peering sessions;
eBGP and iBGP. eBGP peering sessions connect routers in di�erent ASes, while iBGP
peering sessions connect routers within a single AS.
Network operators may con�gure each BGP router with custom import and export

�lters; i.e., the BGP policies. A router processes each received announcement using
the import �lters, which may drop the announcement or modify its attributes;
see Figure 1.2 for the commonly used attributes. �en, the router selects one
announcement (of possibly many) for each IP pre�x as the best route. Finally,
the router processes best-routes using the export �lters, which may drop the
announcement or modify its attributes, then it forwards the result to its neighboring
routers. Note that a router propagates announcement it learns from its neighbors if
and only if the router selects the announcement as the best route, and the router’s
BGP export �lters do not drop the announcement.
BGP routers use a tie-breaking process when receiving (a�er applying the import

�lters) multiple announcements for the same destination pre�x. �is tie-breaking
process works in multiple steps until the process breaks the tie and selects only
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one announcement as the best route. �e following is the standard tie-breaking
process1 [35]:

1. Prefer higher LocalPref,

2. Prefer shorter ASPathLen,

3. Prefer lower origin type: IGP < EGP < Incomplete,

4. Prefer lower MED for announcements learned for the same peering AS,

5. Prefer announcements from external routers;

6. Prefer lower IGPCost, calculated by the network’s Internal Gateway Protocol
(IGP), such as OSPF,

7. Prefer lower BGP identi�er value (an unsigned integer value con�gured for
each BGP router),

8. Prefer the route received from the lowest peer address.

1.5 software-defined networking (sdn)

While distributed routing protocols have many advantages (e.g., scalability,
robustness), the physical coupling of the two logical planes in one device (the IP
router) has limited the innovation in computer networks. Commercial vendors
traditionally provide IP routers as closed boxes with limited access for researchers
and third parties [12]. Recently, So�ware-De�ned Networking (SDNs) has emerged as
an alternative paradigm to distributed routing protocols that couples the control and
data planes into IP routers. At its core, SDN is predicated around two key principles.
First, SDN argues for a physical separation between the control plane and the data
plane. Second, SDN argues for a (logical) centralization of the control logic, which
relies on standardized APIs, such as OpenFlow [12], to program forwarding state in
each network device (SDN switch).
In SDN, the network consists of multiple SDN-enabled switches and a logically-

centralized controller.�e switches communicate with the controller via standardized
APIs such as OpenFlow [12]. Each switch forwards packets based on the content
of its forwarding table. �e forwarding table of a switch is an ordered (by priority)
list of forwarding entries composed, among other things, of a match, actions, and
(optionally) a timeout value. �e match is a boolean predicate that identi�es a set

1 Some vendors extend the standard BGP tie-breaking process with additional steps, or give the option to
disable some of the steps.
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of packets to which the corresponding forwarding actions are applied. Forwarding
actions includemodifying the packet’s header (e.g., change the destination IP address)
or sending the packet to the controller or a given output port. �ere are two types of
forwarding entry timeout values set by the controller: so�-timeout or hard-timeout.
So�-timeout value purges the forwarding entry a�er a set time since the last packet
matched it. Hard-timeout value purges the forwarding entry a�er a �xed amount of
time has elapsed since the controller wrote the entry to the �ow table. Forwarding
entry timeouts usually trigger a subsequent noti�cation to the controller.
�e SDN controller is in charge of computing the forwarding state and populating

each switch’s forwarding table with the information necessary to forward packets; this
process is called a network update. A network update is triggered either proactively or
reactively. External events to the network such a manual change from the network
operator trigger proactive network updates, while internal network events such as
link failures trigger reactive network updates.

1.6 network policies

Although the primary job of a computer network is to deliver IP packets via the data
plane, networks usually have many additional requirements on which packets to
deliver and how to deliver them. We refer to the set of requirements speci�ed by the
network operators as the network policies or intents. More precisely, network policies
are a set of conditions and constraints that specify: (i)which packets the networkmust
deliver or which packets the network must drop (e.g., for security reasons); and (ii)
what path(s) the network should use to deliver each packet. In the context of network
policies, tra�c class is a set of IP pre�xes handled according to the same policy.
Network operators o�en derive the network policies from business, performance,
and security objectives. For instance, the network operators of an Internet service
provider (ISP) might de�ne the policies of how their network forwards tra�c other
networks based on their business peering agreements [36].
Traditionally, the high-level network policies are de�ned informally, and o�en

scattered across human-readable documents (e.g., network design, requirements, and
speci�cations documents). �is informal approach created ambiguity about what the
network should do and made it harder to automate network management. In recent
years, researchers developed formal languages to capture high-level policies [13, 14,
16, 17, 37–44]. �ese policy languages provide the network operators valuable tools to
unambiguously express the expected behavior of the network precisely and concisely.

Implementing network policies is the act of translating the high-level policies into a
compliant forwarding state; i.e., a forwarding state that forwards packets according
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to the intended policies. Implementing network policies di�ers widely based on the
network’s type.
In SDN networks, the controller directly compiles the high-level policy into a

compliant forwarding state. For instance, ONOS, a production-grade SDN controller,
provides an intent framework that allows the operators to express their intents (policy)
in high-level languages. �en ONOS automatically compiles a compliant forwarding
state and pushes it to switches [45].
On the other hand, implementing policies in traditional networks is not as direct

as SDN networks. In traditional networks, the network operators translate the high-
level policies to low-level con�gurations; low-level con�gurations are o�en vendor-
dependent. Note that the network operators have to derive low-level con�gurations
for every device in the network. For brevity, we say that con�gurations implement
a routing policy, while, in fact, the distributed routing protocol uses the given
con�gurations as an input to compute a forwarding state.
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2
NETWORK CONF IGURAT IONS SYNTHES I S PROBLEM
STATEMENT

Today’s computer networks are large dynamic distributed systems whose
requirements keep evolving with the business needs. �us, the network operators
keep changing the network policies to meet the ever-evolving requirements. To
implement network policies, network operators translate the high-level policies
into low-level, o�en vendor-dependent, con�gurations for every device in the
network; see Section 1.6.
However, translating the high-level policies into correct con�gurations is very

challenging and is prone to errors. �e network operators have to understand
potentially thousands of con�guration �les and complex-distributed protocols, then
decide on possible changes to parameters scattered across the con�guration �les
and predict the impact of these changes to the computed forwarding state. Errors
in translating the high-level policies into con�gurations lead to miscon�gurations.
More precisely,miscon�gurations are con�gurations that incorrectly implement the
intended high-level policies. Miscon�gurations violate the intended policies and
can cause network downtime. Ultimately, miscon�gurations can lead to substantial
�nancial and reputational losses. Every few months, downtimes involving major
players such as Verizon [2, 46], United Airlines [6], Google [4, 7, 47], NYSE [8], or
Facebook [1] make the news.
Several studies show that human-induced miscon�gurations, not physical failures,

explain the majority of downtimes [3, 10, 11]. To reduce miscon�gurations due to
human errors, network operators would write the network-wide policies as high-
level declarative speci�cations. �e high-level declarative speci�cations describe the
forwarding state they desire rather than the details of how the routing protocols would
converge to that state. �en they use a tool that automatically translates the network
policies into correct low-level con�gurations; we refer to this step as network-wide
con�gurations synthesis.
We start this chapter with amotivating example of hownetwork operatorsmanually

con�gure a network highlighting the key challenges and pitfalls in Section 2.1. �en,
we formally de�ne the network-wide con�gurations synthesis problem and present the
design space and the challenges for designing network con�gurations synthesis
frameworks in Section 2.2. In Section 2.3, we highlight our main contributions

13
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to address this problem. Finally, we review the related work of the network-wide
con�gurations synthesis problem in Section 2.4.

2.1 motivating example

A

B C

D

AS100 AS200

N1 N2
(a) Network Topology T

Router’s D con�gs
Router’s C con�gs
Router’s B con�gs
Router’s A con�gs
! Interface to D
interface Fa1/1/1
ip ospf cost 20
...

...
interface Fa1/1/2
ip ospf cost 12

...

(b) Con�gurations Col d

1. Traffic from A to N1 prefers:
A→ C → D.

2. Traffic from A to N2 prefers:
A→ D.

3. Traffic from A to E x t
prefers: A→ B → AS100.

4. Traffic from D to E x t
prefers: D → C → AS200.

(c) New Policy φRnew

Figure 2.1: To con�gure a network, the network operators consider the network topology
(2.1a), any existing con�gurations (2.1b) and the new routing policy to implement
(2.1c) as inputs.

In this section, we present a motivating example to showcase the need for network-
wide con�gurations synthesis. Speci�cally, we present a typical work�ow of manually
con�guring a network to implement new routing policies. We remark that the exact
work�ow of con�guring a network varies from one network to another. Here, we
focus on a generic work�ow to highlight the key challenges in manually con�guring
a network in order to motivate the need for automation.
In our example, the network operators are given new routing policies to implement

on an existing network; see Figure 2.1. �e new policies might re�ect security policies
ormight be generated by a tra�c engineering optimization tool [48, 49]. Furthermore,
the network operators may formally specify the new policy using a network policy
language; see Chapter 1. Additionally, we assume that existing routing policies
(implemented by the existing con�gurations) are known to the network operators, e.g.,
via documentation or tools such as Net2Text [50]. �e task of the network operators
is to change the existing con�gurations and produce new con�gurations compliant
with the new policy; see Figure 2.2.
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Figure 2.2: Network operators are presented with a network that is con�gured with Col d
(2.1b) and implements a known policy φRol d (2.2b). �e goal of the network
operators is to �nd a new con�guration Cnew that implements the required
new policy φRnew .
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2.1.1 Inputs

Now, we start describing the inputs that network operators typically consider before
con�guring a network; see Figure 2.1.

Input 1: Network Topology T. We consider a simple network topology, depicted
in Figure 2.1a, composed of 4 routers denoted A, B, C and D. Routers B and C
connect to two provider ASes; AS100 and AS200, respectively. Router D connects
two internal subnets N1 and N2.

Input 2: Existing Con�gurations Col d and Policy φRol d .�e existing routing policies
φRol d are as follow; see Figure 2.2b. For OSPF, the network prefers forwarding tra�c
entering the network at router A with a destination to either N1 or N2 along the
path A→ C → D. While for BGP, AS100 is the preferred provider to reach external
pre�xes; hence, each router uses the least-cost OSPF path to router B that is connected
to AS100.
�e network is running OSPF and BGP routing protocols. �e existing

con�gurations Col d are as follow. An iBGP mesh is running on all the routers in the
network. Additionally, the network is con�gured to peer with two ASes (AS100 and
AS200) to reach external pre�xes Ext. �e BGP con�gurations set the LocalPref to
100 for the pre�xes that router C learns from AS200, while it sets the LocalPref to
200 for all pre�xes that router B learns from AS100; making AS100 themost preferred
peer. For OSPF, we mark the cost of each link on the topology in Figure 2.2a. We
assume the link cost is symmetrical; i.e., the cost is the same in each direction.

Input 3: New Routing Policy φRnew . In this example, the network operators want to
implement new internal and peering routing policies φRnew ; see Figure 2.2d.
�e new internal routing policy load-balances tra�c entering the network through

router A as follows. �e network should prefer forwarding tra�c along the path
A → C → D if the destination of the tra�c is N1. While if the destination of the
tra�c is N2, then the network should prefer forwarding the tra�c along the direct
path A→ D. We remark that this policy only de�nes the �rst preference and other
available paths should be used in case the most-preferred path is not available, hence
guaranteeing reachability.
If tra�cwith a destination Ext is entering the network at routerA, then the network

should prefer forwarding that tra�c along the path A → B → AS100. While if the
tra�c with a destination Ext is entering the network at router D, then it should exit
via router C to AS200.
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2.1.2 Con�gurations Pitfalls

We show some of the common miscon�gurations pitfalls that network operators
might encounter while manually con�guring a network.

Pitfall 1: Not Considering Protocol Dependencies. Let us consider changing the BGP
import policies to comply with φRnew . Intuitively, the new policy requires using both
ASes (AS100 and AS200) as upstream providers. Considering Col d (Figure 2.2a), one
standing observation is that the LocalPref values are not equal in the BGP import
policies; hence, BGP selects only the AS with the highest LocalPref value. One
easy change is to recon�gure BGP import policies such that pre�xes learned from
either AS100 or AS200 have the same LocalPref values; see Figure 2.3a. However,
this solution is not su�cient to implement φRnew because it does not consider the
IGP cost. By just changing the LocalPref, iBGP is going to propagate routes from
AS100 and AS200 to router A. Router A is going to prefer routes learned from AS200
via path A → C because the path A → C → AS200 has a lower OSPF cost than
the path A → B → AS100 1; see Figure 2.3b. Such miscon�guration could have
catastrophic implications. For instance, this miscon�guration could congest the link
A→ C (i.e., the network sending more tra�c over this link than its capacity) or even
worse sending tra�c using the link A→ C might break some security policies; some
security policies might prevent using less secure links for speci�c tra�c classes.

Pitfall 2: Only Considering Local Values. To implement the new BGP policy in
φRnew , the network operators have to change both the BGP import policies and OSPF
link weights. A�er changing the LocalPref, one possible change to IGP paths is to
lower the link cost from A to B. However, if the network operators set the link cost to
a low value, see Figure 2.3c, tra�c destined to N1 and N2 will start �owing through
the path A→ B → C → D; see Figure 2.3b. In this example, the network operators
need to consider weights such that the cost of path A→ B is less than the cost of path
A→ C but greater than the cost of the path A→ C → D.

Pitfall 3: Protocols Expressiveness.Networks run one or more routing protocols that
are capable of expressing di�erent policies; i.e., di�erent protocols are capable of
computing di�erent forwarding paths. �e network operators need to consider if the
protocols running in the network are capable of implementing the intended policies
or not. For instance, in OSPF, the tra�c for all pre�xes between any two routers must
follow the same path (or paths in the case of ECMP). Hence, OSPF is not capable
of implementing the internal routing requirements in φRnew ; since it requires using
di�erent paths between routers A and D to forward tra�c destined for N1 and N2.
In this case, the network operator must use a di�erent protocol to implement this

1 For simplicity, we assume that the routers are con�gured to ignore AS path attribute.
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Figure 2.3: Common miscon�gurations pitfalls. Figures 2.3a and 2.3b show

a miscon�guration due to not considering the dependencies between routing
protocols. Figures 2.3c and 2.3d show a miscon�guration that is caused by only
considering local link costs. Figures 2.3c and 2.3d show that the routing policy
cannot be implementable by OSPF.
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Figure 2.4: Correct con�guratoins Cnew that implements the routing policies φRnew in
Figure 2.1c.

requirement. For instance, the network operators could keep the existing OSPF link
costs such that tra�c destined to N1 uses the path A→ C → D, but install a static
route at A to forward tra�c destined to N2 via the direct path A→ D.

2.1.3 Correct Con�gurations

Now, we present a correct con�guration Cnew that implements the routing policies for
our example.We remark that there aremultiple con�gurations to implement the given
routing policies; we only show one of them.�e changes to the old con�gurations
are as follow:

1. Set the LocalPref for announcements learned from AS200 to 200.

2. Set the link weight for the link A− B to 9.

3. Setup a static route on router A such that tra�c destined to pre�x N2 goes
directly to router D via the link A−D.

2.2 the network-wide configurations synthesis problem

Informally, a network-wide con�gurations synthesis framework takes as inputs
(see Figure 2.5): (i) a model of the network (also called network speci�cation); (ii)
any existing con�gurations; (iii) the network topology; and (iv) high-level routing
policies. �e network speci�cations capture the behavior of the various distributed
routing protocols running in the network and the interactions between them, allowing
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Figure 2.5: A network-wide con�gurations synthesis framework takes as input: network
topology, routing policies, any existing con�gurations, and a network model
of the routing protocols and the interactions between them, then produces
network-wide con�gurations that induce a forwarding state satisfying the
intended policies.

the synthesizer to predict the forwarding state of the network under given inputs.
Network operators o�en con�gure networks incrementally as the business needs
change. If a synthesizer accepts the existing con�gurations as input, the synthesizer
will be able to produce con�gurations with minimal changes and are similar in style
to the existing ones.�e network topology de�nes the devices in the network and the
links between them. �e high-level policies capture the network operators’ intents.
Formally, we de�ne the network-wide con�gurations synthesis problem as follows:

De�nition 2.2.1. Network-wide Con�gurations Synthesis Problem
Given a network speci�cationN , which de�nes the behavior of all routing protocols
run by the routers, a set of routing policies φR de�ned over the network-wide
forwarding state, and (optionally) any existing con�gurations Col d , �nd a new
con�gurations Cnew such that the routers converge to a network-wide forwarding
state satisfying φR .

2.2.1 Con�gurations Synthesis Design Space

To solve the network-wide con�gurations synthesis problem, one must ask three
essential questions: (i) which routing protocols to support?; (ii) how to deal with
existing con�gurations?; and (iii) how to build synthesis frameworks that can scale
to support large production networks?
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Supporting Multiple Routing Protocols

Network operators prefer to rely as much as possible on distributed routing protocols
(as opposed to using static routes) to compute the forwarding state to ensure network
reliability and scalability. For instance, a typical ISP runs IS-IS as the IGP protocol
and uses BGP to peer with other ISPs. While warehouse-scale data centers o�en
choose to run a single routing protocol (e.g., BGP) to simplify its operations.
A network-wide con�gurations synthesis framework might support one or more

routing protocols. �e choice of how many and which routing protocols a given
network-wide con�gurations synthesis framework supports a�ects the practicality,
expressivity, and scalability of the system. For instance, if a synthesis framework
supports a single routing protocol, it is only applicable to networks running one
protocol (e.g., data centers running only BGP). Additionally, these frameworks can
only support the policies that the given protocol can implement. While using more
routing protocols may allow the network operator to implement richer policies. A
practical con�gurations synthesizer should strike a balance between the number of
protocols running in the network and classes of network policies it can support. �is
balance should maximize the use of each routing protocol and avoid the complexities
of running unnecessary routing protocols. Ideally, the network operator should be
able to de�ne a preference over which routing protocols to be used to implement a
given policy.

Handling Existing Con�gurations

A network-wide con�gurations synthesis framework can choose to either generate
new con�gurations from scratch for every policy change or generate minimum
changes to the existing con�gurations.
Generating new con�gurations from scratch, whenever the policy or the network

topology changes, enables the synthesis framework to choose a con�gurations
style that is optimal for synthesis. While this choice allows for greater scalability,
operators rarely con�gure networks from scratch in practice; instead, they implement
small incremental policy changes during the lifetime of the network. Additionally,
generating entirely new con�gurations for every policy change creates additional
operational overhead. Namely, this approach creates complexities in con�gurations
management and potentially increases the convergence time of routing protocols; as
more routers are a�ected by the change.
A general synthesis framework should be able to accept the initial con�gurations

and to synthesize new con�gurations that only re�ect the policy change; i.e., the
changes in the con�gurations should be proportional to the changes in the policy. In
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general, the con�gurations generated and the subsequent changes should be small in
size such that a human operator or static analyzers can easily verify them.

Scalability

A practical con�gurations synthesis framework should be able to scale to handle
production-size networks in terms of the number of routers in the network and the
number of tra�c classes de�ned in the policy. As we described, the framework’s
choice of the supported routing protocols and the style of the output con�gurations
a�ects the scalability of the system.
Distinct routing protocols o�en depend on one another, making it challenging to

ensure that they collectively compute a compatible forwarding state. For instance,
BGP uses the path costs computed by the intra-domain protocol (e.g., OSPF) to
select the best route. �is dependency between protocols complicates the synthesis
process; the synthesizer, in some cases, cannot simply synthesize con�gurations
for each routing protocol independently, but rather need to consider them jointly.
Synthesis frameworks designed to support only one routing protocol can leverage
many protocol-speci�c optimizations without having to worry about interactions
between di�erent routing protocols. �is design choice enables such frameworks to
synthesize con�gurations for large network sizes (>1, 000 devices).
Regardless of how the synthesis framework handles any existing con�gurations,

the search space of con�guration parameters is massive, and it is thus di�cult to
�nd con�gurations that implement the intended policies. To make any synthesis
framework feasible to use, the synthesis framework needs to utilize intelligent search
heuristics to prune the search space of the possible con�gurations.

2.3 our contributions

We next summarize our main contributions to address the network-wide
con�gurations synthesis problem.

1. In Chapter 3, we present a general solution to the network-wide con�gurations
synthesis problem. In particular, we formulate the network-wide con�gurations
synthesis problem in terms of synthesizing inputs to a strati�ed Datalog
program.�e strati�ed Datalog program captures the behavior of the network;
i.e., the distributed protocols ran by routers together with any protocol
dependencies. Here, the output (the �xed point) of a Datalog program
represents the stable forwarding state of the network. �en we develop an
algorithm to �nd an input for a strati�ed Datalog programwhere the program’s
�xed point satis�es the given requirements. �is new approach allows us to
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build a general network con�gurations synthesis framework (called SyNET); i.e.,
it can synthesize con�gurations for any routing protocol that can be expressed
as strati�ed Datalog. However, as we show in our evaluation, the generality
comes at the cost of scalability.We note that this contribution solves the general
strati�ed Datalog input synthesis problem.

2. In Chapter 4, we describe a sketch-based con�guration synthesis approach
and the NetComplete system based on it. In this approach, the network
operators express the high-level policies in addition to constraints on the
output con�gurations. �e constraints on the output con�gurations are
expressed by sketching parts of the existing con�guration that should remain
intact (capturing a high-level insight) and “holes” represented with symbolic
values which the synthesizer should instantiate (e.g., OSPF weights, BGP
import/export policies). NetComplete then autocompletes these “holes” such
that the resulting con�guration leads to a network that exhibits the required
behavior. �is new approach allows us to build a system that supports multiple
routing protocols and yet scales to larger network sizes while supporting
existing con�gurations and producing changes that are understandable by
network operators.

2.4 related work

Intent-based Networking and SDN Languages. �e importance of relying on high-
level abstractions in network management has received considerable attention,
speci�cally in the context of So�ware-De�nedNetworking (SDN) [14, 16, 38, 39, 41–43,
51, 52].�is in�uence goes beyond academics with two of the largest production-grade
SDN controllers (ONOS and OpenDayLight) now providing declarative network
management [45, 53].
Our work brings programmability to traditional networks, by enabling operators

to enforce policies expressed in high-level SDN-like languages such as Genesis [38]
or Frenetic [14]. Our work, therefore, complements the above initiatives and enables
them to be used beyond OpenFlow or P4-enabled networks.

Network Con�guration Synthesis. Recently, multiple works have aimed at
synthesizing con�gurations out of high-level requirements [37, 54–58].
Con�gAssure [54] is a general system that accepts requirements in �rst-order

constraints as inputs and outputs a con�guration satisfying the requirements. For
example, Con�gAssure can be used to express requirements such as ”all interfaces
must have unique addresses,“ and it can automatically compute a compliant
con�guration that assigns addresses to interfaces. �e �xed point computation
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performed by routing protocols cannot be captured using the formalism used in
Con�gAssure. Additionally, as shown in our evaluation for NetComplete and SyNET,
a direct encoding of routing computations into constraints goes beyond what existing
solvers can handle. �erefore, Con�gAssure cannot be used to specify networks’
routing policies and, in turn, to synthesize protocol con�gurations for networks.
Route Shepherd [57, 58] takes a partial speci�cation of BGP preferences and derives

constraints over link costs that capture the absence of BGP instability. In contrast,
our work models the derivation of BGP preferences and also synthesizes the BGP
con�guration.
Propane [37] and PropaneAT [55] produce BGP con�gurations out of high-level

requirements. Having the freedom to output any con�guration enables these systems
to use templates and, in turn, to scale to large networks. In contrast, both techniques
we develop in this dissertation support partial con�gurations for multiple protocols
(OSPF, BGP, and static routes), which prevents us from leveraging speci�c protocol-
speci�c templates. While techniques pay for this �exibility in terms of scalability,
they are still fast, synthesizing con�gurations for practical network-sizes within a
reasonable time (seconds for NetComplete and less than 24h for SyNET).
Zeppelin [56] synthesizes con�gurations for traditional control planes (i.e., using

BGP, OSPF, and static routes). Zeppelin uses a two-phase approach. First, Zeppelin
uses Genesis [38] to synthesize a set of forwarding paths compliant with the given
policy (note, there are zero or more sets of forwarding paths compliant with a given
policy). Second, Zeppelin tries to synthesize control-plane con�gurations such that
the control plane converges to the synthesized forwarding paths in the �rst step. If
Zeppelin fails to �nd con�gurations to implement the given forwarding paths, it
retries again using Genesis to generate a new set of policy-complaint forwarding
paths. In our work, we assume a front-end that accepts SDN-like policy language
(e.g., Genesis [38], Propane [37]) but we did not implement a full loop to retry
with di�erent forwarding paths as in Zeppelin. Zeppelin encodes the notation of
hierarchical control planes; e.g., it groups the routers into domains running OSPF
and connects them via BGP and static routes. Zeppelin uses a greedy stochastic
search algorithm, Markov Chain Monte Carlo (MCMC) sampling method [59], to
�nd a domain assignment that minimizes BGP con�gurations overhead (i.e., the
number of local preference entries) and the need for static routes.While SyNET has no
notation of domains, NetComplete allows the operator to encode the OSPF domains
directly in the con�gurations sketch. �e domain assignment can be done manually
or automatically using the Zeppelin engine. To synthesis OSPF con�gurations,
Zeppelin uses an LP-solver making it 2-3 orders of magnitude faster than the direct
SMT encoding used in SyNET. However, the CEGIS algorithm we developed in
NetComplete achieves similar speedups. Moreover, Zeppelin directly encodes the
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notation of resiliency (only, 1-link failures). In our work, we encode resiliency as any-
path requirements. In which, the operator provides multiple paths as a requirement
allowing, potentially, support for more than 1-link failure. Zeppelin gives the network
operators coarse-grained control over the output con�gurations (e.g., the number
of domains), while NetComplete gives the operator �ne-grained control of the
synthesized con�gurations.
CPR [60] uses high-level abstraction to represent the network’s control plane

as graphs. �en it poses the synthesis problem as �nding the minimal changes
on the computed graphs to re�ect the new policy. �is problem formulation
allows CPR to be very e�cient in implementing small policy changes on existing
con�gurations; however, unlike SyNET, it is not able to synthesize con�gurations
from scratch. CPR can only synthesize con�gurations that are slightly di�erent than
the input con�gurations, while in NetComplete, the network operator can use both
�ne-grained and coarse-grained con�guration sketches allowing NetComplete to
synthesize con�gurations for policies that are widely di�erent.
Synthesizers such as NetEgg [40, 61], NetGen [62], and Genesis [38] target SDN

environments and aim to derive controller programs (instead of con�gurations) out
of requirements. While their goal is similar to ours, our target is di�erent (distributed
protocols vs. centralized controller).

Network Veri�cation. Network veri�cation approaches are used to check if the
con�gurations correctly implement the high-level policies. In contrast, our work
in NetComplete and SyNET focuses on synthesizing correct con�gurations, which
subsumes veri�cation; e.g., NetComplete can verify policies given the con�guration
sketch is concrete (with no holes).
For networks running distributed routing protocols, researchers introduced two

main approaches to check if a given con�guration is correct. �e �rst approach is to
use static analysis tools to verify the correctness of the con�guration �les [63–66].
However, the existing con�guration analysis tools handle con�gurations complexity
by restricting the scope of application; i.e., considering only speci�c protocols or
network properties. �e second approach is to model the entire control plane [64, 67–
72]. In this approach, the tools designers have tomake a trade-o� regarding the �delity
of the control-plane model; i.e., the level of details included in the model. Using a
high-�delity model (i.e., modeling everything) results in a slow veri�cation tool [67].
In contrast, using a more abstract model a�ects the accuracy of the model and may
prevent the network operator from checking the correctness of certain properties [64,
68]. Further, to make use of such tools, the network operators need to provide the
intended high-level policy as invariants over the network-wide forwarding state. Next,
we summarize the closely related veri�cation tools.
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FSR [72] encodes BGP preferences using routing algebra [58] and veri�es safety
properties (e.g., BGP stability) using SMT solvers. Bagpipe [69] formalizes BGP
and presents an analyzer for BGP con�gurations. While our work focuses on the
multi-protocol case.
ARC [68] uses a novel graph-based high-level abstraction to verify the correctness

of a network’s control plane under arbitrary link failures. �e key to ARC’s scalability
is that ARC can verify a large set of correctness properties without the need to generate
the network-wide forwarding state from the given con�gurations.
Bat�sh [67] encodes routing protocols in Datalog and uses a Datalog solver to

check conformance with routing requirements. In Bat�sh’s encoding, the input to the
Datalog program is the network con�gurations and the Datalog solver computes a
�xed-point for this program. �e �xed-point of the Datalog program is the network-
wide forwarding state. �en, Bat�sh reasons over the �xed-point of the Datalog
program to verify various network properties. In SyNET we use strati�ed Datalog
to model the network, however, SyNET does not use a Datalog solver to compute a
�xed-point of the strati�ed Datalog. Instead, SyNET takes an input the �xed-point
(i.e., the requirements) and uses SMT solver to synthesize inputs to the strati�ed
Datalog program such that if a Datalog solver runs the Datalog program, then it
produces the given requirements.
Minesweeper [73] encodes the network as SMT formulas similar to our work in

NetComplete. However, the purpose of the two systems is di�erent. Minesweeper
can only verify existing con�gurations, while NetComplete can synthesize new
con�gurations and verify existing ones (if the user provides concrete con�gurations).
Both systems build a model of the networkN . One of the di�erences in the encoding
is that Minesweeper is more concrete since the con�gurations are concrete, while
NetComplete’s model has more free variables that correspond to the holes in the
con�gurations sketch. Given the larger number of free variables, our model can be
slower to solve using an SMT solver. �us, we developed optimization techniques
(e.g., CEGIS algorithm and BGP Propagation graphs) to reduce the search time.
Without optimizations to reduce the search space, using Minesweeper to synthesize
con�gurations would be very slow for any practical application. Given a Policy φR
and network modelN (as encoded by Minesweeper or NetComplete ), we ask the
SMT solver slightly di�erent questions. Minesweeper asks ifN ∧¬φR is unsat (that
the policy is not violated).While NetComplete asksN ∧φR is sat and read the values
assigned free variables ofN (those are the holes in the con�guration sketch).
Analysis of Datalog Programs. Datalog has been successfully used to declaratively
specify a variety of static analyzers such as points-to analysis and race detection [74,
75] . It has also been used to verify network-wide con�gurations for protocols such as
OSPF and BGP [67]. Recent work [76] has extended Datalog to operate with richer
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classes of lattice structures. Further, the µZ tool [77] extends the Z3 SMT solver with
support for �xed points. �e focus of all these works is on computing the �xed point
of a program P for a given input I and then checking a property φ on the �xed point.
�at is, they check whether [[P]]I ⊧ φ. All of these works assume that the input is
provided a priori. In contrast, SyNET discovers an input that produces a �xed point
satisfying a user-provided property.
�e algorithm presented in Zhang et al. [75] can be used to check whether certain

tuples are not derived for a given set of inputs. Given a Datalog program P (without
negation in the literals), a set Q of tuples, and a set I of inputs, then the algorithm
computes the set Q ∖⋂{[[P]]I ∣ I ∈ I}. �is algorithm cannot address our problem
because it does not support strati�ed Datalog programs, which are not monotone.
While their encoding can be used to synthesize inputs for each stratum of a strati�ed
Datalog program, it supports only negative properties, which require that certain
tuples are not derived. Our approach in SyNET is thus more general than [75] and
can be used in their application domain.
�e FORMULA system [78, 79] can synthesize inputs for non-recursive Datalog

programs, as it supports non-recursive Horn clauses with strati�ed negation (even
though [80] which uses FORMULA shows examples of recursive Horn clauses w/o
negation). Handling recursion with strati�ed negation is nontrivial as bounded
unrolling is unsound if applied to all strata together. Note that virtually all network
speci�cations require recursive rules, which our system supports.

Symbolic Analysis and Program Synthesis. Our SyNET’s synthesis algorithm is
similar in spirit to symbolic (or concolic) execution, which is used to generate inputs
for programs that violate a given assertion automatically (e.g., division by zero);
see [81–83] for an overview. �ese approaches unroll loops up to a bound and �nd
inputs by calling an SMT solver on the symbolic path. While we also �nd inputs for
a symbolic formula, the entire setting, techniques, and algorithms are all di�erent
from the standard symbolic execution setting.
Counter-example guided synthesis approaches are also related [84]. Typically,

the goal of program synthesis is to discover a program, while in our case the
program is given and we synthesize an input for it. In NetComplete, we showed a
novel instantiation of counter-example guided inductive synthesis (CEGIS) [84] for
synthesizing weights in OSPF. CEGIS is a general concept that has become popular
in the program synthesis community. A key challenge in using it is �nding e�ective
ways to specialize it (e.g., e�cient representation of the hypothesis space, interaction
with the SMT solver) to the particular application domain (e.g., networking and the
OSPF protocol in our case).
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GENERAL NETWORK -WIDE CONF IGURAT IONS SYNTHES I S

In this chapter, we present the �rst general solution to the network-wide
con�gurations synthesis problem. Our solution accepts (i) the network speci�cation
and (ii) the routing requirements as inputs and outputs real network con�gurations.
Considering the network speci�cation as input to our solution allows us to develop
a synthesizer that not only works for a limited set of hard-coded protocols but also
works for any existing or future protocol(s) speci�ed in the network speci�cation as
an input. We remark that the speci�cation is de�ned once for each protocol; one can
imagine a library of protocol speci�cations available for reuse.
Our approach to solve this problem is based on two steps.
First, we use strati�ed Datalog to capture the behavior of the network, i.e., the

distributed routing protocols ran by the routers in the network and the dependencies
between protocols. We refer to this Datalog program as the network speci�cationN .
Here, the input to the Datalog program represents the network-wide con�gurations,
while the �xed point of a Datalog program represents the stable forwarding state of
the network. Datalog is indeed particularly well-suited for describing distributed
routing protocols in a declarative way [67, 85].

Second, and a key insight of our work, we pose the network-wide con�gurations
synthesis problem as an instance of �nding an input for a strati�ed Datalog program
where the program’s �xed point satis�es a given property. In this problem formation,
the network operators provide merely the high-level requirements on the forwarding
state (i.e., which is the same as requiring the Datalog program’s �xed point to satisfy
those requirements), and our synthesizer automatically �nds an input I to the Datalog
program (i.e., which identi�es the wanted network-wide con�gurations). We remark
that our Datalog input synthesis algorithm is a general, independent contribution,
and is applicable beyond networks.
We start this chapter with a brief introduction to strati�ed Datalog programs

in Section 3.1. �en, in Section 3.2, we show how to express network speci�cationN ,
the routing requirements φR and the network-wide con�gurations C declaratively.
A�erward, we formulate the network-wide synthesis problem in terms of input
synthesis for strati�ed Datalog in Section 3.3, and we present the �rst input synthesis
algorithm for strati�ed Datalog in Section 3.4. �is algorithm is of broader interest
and is applicable beyond networks. In Section 3.5 we describe how to use the Datalog’s
input synthesis algorithm to synthesis network-wide con�gurations. In Section 3.6,

29
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(Values) v ∈ Vals (Atom) a ∶∶= p(t)
(Variables) X,Y ∈ Vars (Literal) l ∶∶= a ∣ ¬a

(Term) t ∶∶= X ∣ v (Rule) r ∶∶= a ← l
(Predicates) p, q ∈ Preds (Program) P ∶∶= r

Figure 3.1: Syntax of strati�ed Datalog.

we present an instantiation and an end-to-end implementation of our input synthesis
algorithm along with network-speci�c optimizations in a system called SyNET.
Finally, Section 3.7 concludes this chapter.

3.1 background: stratified datalog

We brie�y overview the syntax and semantics of strati�ed Datalog.

Syntax. Datalog’s syntax is given in Figure 3.1. We use r, l , and t to denote zero or
more rules, literals, and terms separated by commas, respectively. A Datalog program
is well-formed if for any rule a ← l , we have vars(a) ⊆ vars(l), where vars(l) returns
the set of variables in l .
A predicate is called extensional if it appears only in the bodies of rules (right

side of the rule), otherwise (if it appears at least once in a rule head) it is called
intensional. We denote the sets of extensional and intensional predicates of a program
P by edb(P) and idb(P), respectively.
ADatalog program P is strati�ed if its rules can be partitioned into strata P1, . . . , Pn

such that if a predicate p occurs in a positive literal in the body of a rule in Pi , then
all rules with p in their heads are in a stratum Pj with j ≤ i. While, if a predicate q
occurs in a negative literal in the body of a rule in Pi , then all rules with q in their
heads are in a stratum Pj with j < i. Strati�cation ensures that predicates that appear
in negative literals are fully de�ned in lower strata.
We syntactically extend strati�ed Datalog with aggregate functions such as min and

max. �is extension is possible as strati�ed Datalog is equally expressive to Datalog
with strati�ed aggregate functions [86].

Semantics. Strati�ed Datalog’s semantics is given in Figure 3.2. LetA = {p(t) ∣ t ⊆
Vals} denote the set of all ground (i.e., variable-free) atoms. �e complete lattice
(P(A),⊆,∩,∪,∅,A) partially orders the set of interpretations P(A).
Given a substitution σ ∈ Vars→ Valsmapping variables to values. Given an atom a,

we write σ(a) for the ground atom obtained by replacing the variables in a according
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(Substitutions) σ ∈ Vars→ Vals
(Ground atoms) A = {p(t) ∣ t ⊆ Vals}

(Consequence TP ∈ P(A) → P(A)
operator) TP(A) = A∪ {σ(a) ∣ a ← l1 . . . ln ∈ P,∀l i ∈ l . A ⊢ σ(l i)},

where A ⊢ σ(a) if σ(a) ∈ A
and A ⊢ σ(¬a) if σ(a) /∈ A

(Input) I ⊆ {p(t) ∣ p(t) ∈ A, p ∈ edb(P)))}
(Model) [[P]]I = Mn ,

where M0 = I andM i = ⋂{A ∈ fp TPi ∣ A ⊆ M i−1}

Figure 3.2: Semantics for a Datalog program P with strata P1 ∪⋯∪ Pn .

to σ ; e.g., σ(p(X)) returns the ground atom p(σ(X)). �e consequence operator
TP ∈ P(A) → P(A) for a program P:

TP(A) = A∪ {σ(a) ∣ a ← l1 . . . ln ∈ P,∀l i ∈ l . A ⊢ σ(l i)}

where A ⊢ σ(a) if σ(a) ∈ A and A ⊢ σ(¬a) if σ(a) /∈ A.
An input for P is a set of ground atoms constructed using P’s extensional predicates.

Let P be a program with strata P1, . . . , Pn and I be an input for P. �e model of P for
I, denoted by [[P]]I , isMn , whereM0 = I andM i = ⋂{A ∈ fp TPi ∣ A ⊆ M i−1} is the
smallest �xed point of TPi that is greater than the lower stratum’s modelM i−1.

3.2 declarative network specification

We �rst describe how to declaratively specify the behavior of the network as a
Datalog program.�en, we discuss how to specify routing requirements as constraints
over the �xed point of a Datalog program. Finally, we describe how network-wide
con�gurations are expressed as inputs to Datalog programs.

3.2.1 Specifying Networks

To capture a network’s behavior, we model (i) the behavior of the routing protocols
and their interactions, and (ii) the topology of the network.

Expressing Network Speci�cation in Strati�ed Datalog.We formalize the network
speci�cationN as a strati�ed Datalog program P. �e Datalog program P derives the
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1 OSPFRoute (TC , Router , NextHop , Cost ) ←
Se tNetwork ( Router , TC) ,
SetOSPFEdgeCost ( Router , NextHop=� , Cos t =0)

2 OSPFRoute (TC , Router , NextHop , Cost ) ←
Cost=Cos t 1 +Cost2 ,
SetOSPFEdgeCost ( Router , NextHop , Co s t 1 ) ,
OSPFRoute (TC , NextHop , R ’ , Cos t2 )

3 minOSPF (TC , Router , min<Cost >) ←
OSPFRoute (TC , Router , NextHop , Cost )

4 BestOSPFRoute (TC , Router , NextHop ) ←
minOSPF (TC , Router , Cos t ) ,
OSPFRoute (TC , Router , NextHop , Cost )

5 Route (TC , Router , Next , " s t a t i c " ) ←
S e t S t a t i c (TC , Router , NextHop )

6 Route (TC , Router , NextHop , " o s p f " ) ←
BestOSPFRoute (TC , Router , NextHop )

7 minAD(TC , Router , min<Cost >) ←
Route (TC , Router , NextHop , Pro to ) ,
SetAD ( Proto , Router , Cos t )

8 Fwd (TC , Router , NextHop ) ←
Route (TC , Router , NextHop , Pro to ) ,
SetAD ( Proto , Router , Cos t ) ,
minAD(TC , Router , Cos t )

Figure 3.3: Partial network speci�cationN expressed as Datalog program. �is program
speci�cs OSPF, static routes, and selecting the best route to be the forwarding
entry based on the Administrative Distance (AD).

predicate Fwd(TC, Router, NextHop) for each tra�c class TC at each router Router.
�e union of all Fwd predicates represents the network’s global forwarding state.
As an example, we show (a subset of) of our OSPF formalization in strati�ed

Datalog in Figure 3.3. Furthermore, we show the relevant rules that de�ne how the
routing entries computed by OSPF are combined with those de�ned via static routes
to derive the Fwd predicates. We do not show the formalization of BGP for brevity.
In the OSPF model, speci�ed in Figure 3.3, there are two extensional (edb)

predicates SetOSPFEdgeCost and SetNetwork that are given by the network
con�gurations as input (or to be synthesized by our system). In more details, the
edb predicate SetOSPFEdgeCost(R1, R2, Cost) represents that the routers R1 and
R2 are neighbors connected by a link with cost Cost, while, the edb predicate
SetNetwork(Router, TC) represents that Router is directly connected (i.e., advertise)
tra�c class TC. In our example, a tra�c class is a set of one or more pre�xes.
�e �rst four lines, in Figure 3.3, concisely implement the shortest-path

computation performed by the routers running OSPF. More speci�cally, the �rst rule
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drives the predicate OSPFRoute for directly connected tra�c classes TC; i.e., OSPF can
forward tra�c to pre�xes directly attached to a router with zero cost. �e second rule
transitively computes multi-hop routing paths by summing up the costs associated
along all OSPF routes. �ese two rules combined derive the values for the intensional
predict OSPFRoute.�e third rule, minOSPF, derives the minimum cost OSPF route for
each router and each destination network by aggregating over all possibleOSPF routes.
�e predicate BestOSPFRoute(TC, Router, NextHop) represents the best OSPF route
selected by the router Router for the tra�c class TC to be the next hop NextHop.
At lines 5 and 6 in Figure 3.3, the predicate Route(TC, Router, NextHop, Proto)

captures the routing table. In our example, it captures static routes and the best OSPF
routes (we do not show BGP). It derives the next hops Next for a given tra�c class TC
on a given router Router and de�nes through which protocol Proto this route has
been learned.
Finally, lines 7 and 8 captures the forwarding state of the network.�eDatalog rule

in line 7 states that routers select, for each tra�c class TC, the forwarding entry with
the minimal administrative cost minAD calculated over all protocols via the Datalog
rule in line 8.
For more details on specifying routing protocols in Datalog, see works related to

declarative networking [85] and Datalog-based network veri�cation [67].

Network Topology. �e network topology T is also captured via Datalog rules (we
do not show this in Figure 3.3 for brevity). We model each router as a constant and
use predicates to represent the topology. For example, the predicate SetLink(R1,
R2) represents that two routers R1 and R2 are connected via a link, and we add the
Datalog rule SetLink(R1, R2)← true to de�ne such a link.

3.2.2 Specifying Requirements

We specify the requirements as function-free �rst-order constraints over the predicate
Fwd(TC, Router, NextHop), which de�nes the network’s forwarding state. We write
A ⊧ φ to denote that aDatalog interpretationA (i.e., inputs) satis�es φ. For illustration,
we describe how common routing requirements can be speci�ed:

Path(TC, R1, [R1, R2, .., Rn]) : �e path requirement requirement
stipulates that packets for tra�c class TC must follow the path R1, .., Rn.
�ese requirements are speci�ed as a conjunction over the predicate Fwd; i.e.,
Fwd(TC, R1, R2)∧⋯∧ Fwd(TC, Rn-1, Rn).

∀R1,R2 . Fwd(TC1, R1, R2)⇒ ¬Fwd(TC2, R1, R2) : �e tra�c isolation
requirement stipulates that the paths for two distinct tra�c classes TC1 and
TC2 do not share links in the same direction.
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Reach(TC, R1, R2) : �e reachability requirements stipulates that packets for
tra�c class TC can reach router R2 from router R1. �e predicate Reach is
the transitive closure over the predicate Fwd that is de�ned via Datalog rules.

∀TC , R . (¬Reach(TC, R, R)): �e loop-freeness is
a generic requirement stipulating that the forwarding plane has no loops.
�is requirement can be speci�ed as follow: ∀TC, R. (¬Reach(TC, R, R)).

More complex requirements, such as way pointing, can be speci�ed based on the
core function-free �rst-order constraints provided by SyNET. Further, SyNET can be
used as a backend for a high-level requirements language that is easier to use by a
network operator.

3.2.3 Network-wide Con�gurations

We represent the input (con�gurations) to the protocols deployed in the network as
edb predicates. Note, the Datalog program P that formalizes the protocols takes the
edb predicates as input. For instance, the edb predicate SetOSPFEdgeCost speci�es the
OSPF weights associated with the links connected to router in the network. Further,
a static route in the router’s con�guration is represented with the edb predicate
SetStatic(TC, Router, NextHop). We refer to all local router con�gurations as the
network-wide con�gurations C.
We remark that network-wide con�gurations must satisfy well-formedness

constraints φC , which can be directly speci�ed as constraints over the edb predicates
that represent con�gurations. For example, the costs in OSPF con�gurations must be
positive integers with a value less than 216. �is is formalized as:

∀R1, R2, Cost. (SetOSPFEdgeCost(R1, R2, Cost)⇒ Cost > 0)
∧ ∀R1, R2, Cost. (SetOSPFEdgeCost(R1, R2, Cost)⇒ Cost < 216)

To show how the network speci�cationN accepts the con�gurations as an input,
let us consider the Cnew in Figure 2.4 as example. We show the encoding of Cnew as
edb predicts in Figure 3.4. Here,N takes the predicate SetStatic(N2, A, D), which
represents static routes, de�nes a static route for N2 from A to D. Additionally, SetAD
de�nes the administrative cost of static routes to be lower than that of OSPF (so
static routes are preferred over forwarding entries computed by OSPF). Moreover,
the predict SetOSPFEdgeCost de�nes the link cost for every internal link the topology.
Similarly, BGP con�gurations, not shown in the example, can be speci�ed as edb
predicts. Note, in synthesis C is not known.
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1 Se tNetwork (D, N1 )
2 Se tNetwork (D, N2 )
3 S e t S t a t i c (N2 ,A ,D)
4 SetAD (A , 5 , " s t a t i c " )
5 SetAD (A, 1 0 , " o s p f " )
6 SetOSPFEdgeCost (A , B , 9 )
7 SetOSPFEdgeCost (A , C , 1 0 )
8 SetOSPFEdgeCost (A ,D, 2 0 )
9 SetOSPFEdgeCost (B , C , 5 )
10 SetOSPFEdgeCost (B ,D, 7 )
11 SetOSPFEdgeCost (C ,D, 5 )

Figure 3.4: Example con�gurations input to the network speci�cation N de�ned
in Figure 3.3 based on Cnew de�ned in Figure 2.4.

�e goal of a network-wide con�gurations synthesis framework to �nd edb
predicates that then transformed (via simple rewrite rules) to vendor-speci�c routers
con�gurations.

3.3 reducing network-wide configurations synthesis problem
to stratified datalog input synthesis problem

In this section, we pose the network-wide synthesis problem as the problem of input
synthesis for strati�ed Datalog.
Formally, the network-wide con�gurations synthesis problem that we consider

in this chapter is as follow. Given the two inputs a declarative network speci�cation
N and a high-level routing requirements φR , �nd a complaint con�gurations C
such that using the new con�gurations, the distributed routing protocols converge
to a network-wide forwarding state that satis�es the input requirements. We write
[[N]]C ⊧ φR to denote that a network speci�ed byN converges to a forwarding state
complaint with φR given a con�guration C, for short we write this as C ⊧ φR .
To reduce the network-wide con�gurations synthesis [[N]]C ⊧ φR to input

synthesis for strati�ed Datalog, we express the network speci�cationN as a strati�ed
Datalog program P. �e semantics of P is given by a �xed point, which is computed
by �rst partitioning P’s rules into strata P1, . . . , Pn and the iteratively computing, for
each startum Pi , the least �xed point that contains the least �xed point of the previous
stratum. We denote the resulting �xed point by [[P]].
An input I for P is a set of tuples constructed using P’s edb predicate symbols;

i.e., those that do not appear in the heads of P’s rules. We denote the �xed point
obtained when evaluating P using I by [[P]]I . In Section 3.2.3, we present how a
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network con�gurations C is expressed as edb predicates. Likewise, using simple
transformations, the synthesized Datalog input I can be directly used to derive
vendor-speci�c router con�gurations.
A property φ speci�es both which tuplesmust be contained in P’s �xed point as

well as which tuplesmust not be contained in the �xed point. Given a property φ, a
strati�ed Datalog program P, and an input I for P, we write [[P]]I ⊧ φ to denote that
[[P]]I satis�es φ. In Section 3.2.2, we show how to derive φ from φR by expressing
φR as function-free �rst-order constraints over the predicate Fwd.

De�nition 3.3.1. Input Synthesis for Strati�ed Datalog
Input: A strati�ed Datalog program P and a property φ.
Output: An input I such that [[P]]I ⊧ φ or unsat if no such input exists.

Note that while some Datalog inputs produce a �xed point compatible with the
requirements, they are not valid network con�gurations. For instance, a synthesized
input that contains negative OSPF link weights cannot produce a valid network
con�gurations. A synthesized input is well-formed if it derives valid network
con�gurations. In our synthesizer, we add additional constraints φC to ensure that I
is always well-formed (I ⊧ φC ). For our synthesis problem we use: φ = φR ∧ φC ∧ T .
�ese conditions guarantee that: (i) the synthesized con�guration is well-formed
(I ⊧ φC), (ii) they are compatible with the network topology (I ⊧ T), and (iii) the
network’s forwarding state satis�es the requirements ([[N]]C ⊧ φR).
We remark on several key points. First, for any edb atom a, we have a ∈ I

i� a ∈ [[P]]I . �erefore, [[P]]I ⊧ T ∧ φC implies I ⊧ T ∧ φC , and it is thus
equivalent to �nd an input I such that [[P]]I ⊧ φR ∧T ∧ φC . Second, the conjunction
φR ∧T ∧ φC can be encoded through Datalog rules, such that an atom aS AT ∈ [[N]]I
i� [[N]]I ⊧ φR ∧ T ∧ φC . We remark that the satis�ability of network con�guration
synthesis can thus be reduced to query satis�ability in strati�ed Datalog [87], and
vice versa, which means that our synthesis problem is undecidable. �e problem is,
however, decidable if we �x a �nite set of values to bound the set of inputs. �is is
a reasonable assumption in the context of networks where values represent �nitely
many routers and con�guration parameters.

3.4 input synthesis for stratified datalog

We present a new iterative algorithm for synthesizing inputs for strati�ed Datalog.
We �rst describe the high-level �ow of the algorithm before presenting the details.

High-Level Flow. Consider the strati�ed Datalog program P with strata P1, P2, and
P3, depicted in Figure 3.5. Incoming and outgoing edges of a stratum Pi indicate the
edb predicates and, respectively, the idb predicates of that stratum. For example, the
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I P1 P2 P3
p(t) q(t)

q(t)p(t)

r(t)
s(t)

Figure 3.5: A Datalog program P with strata P1 , P2 , and P3 , and the �ow of predicates
between the strata.

stratum P3 takes as input predicates q(t) and r(t) and derives the predicate s(t).
Our iterative algorithm �rst synthesizes an input I3 for P3 which determines the
predicates q(t) and r(t) that P1 ∪ P2 must output. To synthesize such an input for
a single stratum, we present an algorithm, called SSemiPos, that addresses the input
synthesis problem for semi-positive Datalog programs [88]; i.e., Datalog programs
where negation is restricted to edb predicates. Note that each stratum of a strati�ed
Datalog program is a semi-positive Datalog program. A�er synthesizing an input I3
for P3, our iterative algorithm synthesizes an input I2 for P2 such that the �xed-point
[[P2]]I2 produces the predicates r(t) that are contained in the already synthesized
input I3 for P3. We note that this iterative process may require backtracking, in case
no input for P2 can produce the desired predicates r(t) contained in I3.�e algorithm
terminates when it synthesizes inputs for all three strata.
Next, we �rst present the algorithm SSemiPos that is used to synthesize an input

for a single stratum (a semi-positive Datalog program). �en, we present the general
algorithm, calledSStrat, that iteratively appliesSSemiPos for each stratum to synthesize
inputs for strati�ed Datalog programs.

3.4.1 Input Synthesis for Semi-positive Datalog with SMT

�e key idea of our approach is to reduce the input synthesis problem to satis�ability
of SMT constraints: Given a semi-positive Datalog program P and a constraint φ, we
encode the question ∃I. [[P]]I ⊧ φ into an SMT constraint ψ. If ψ is satis�able, then
from a model of ψ we can derive an input I such that [[P]]I ⊧ φ.

SMT Encoding Challenges.Given aDatalog program P and a constraint φ, encoding
the question ∃I. [[P]]I ⊧ φ with SMT constraints is non-trivial due to the mismatch
between Datalog’s program �xed point semantics and the classical semantics of �rst-
order logic.�is means that simply taking the conjunction of all Datalog rules into an
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SMT solver does not solve our problem. For example, consider the following Datalog
program Ptc :

tc(X,Y) ← e(X,Y)
tc(X,Y) ← tc(X, Z), tc(Z,Y)

which computes the transitive closure of the predicate e(X,Y). A naive way of
encoding these Datalog rules with SMT constraints:

∀X,Y . (e(X,Y) ⇒ tc(X,Y))
∀X,Y . ((∃Z. tc(X, Z) ∧ tc(Z,Y)) ⇒ tc(X,Y))

and we denote the conjunction of these two SMT constraints as [Ptc]. Now, suppose
we have the �xed point constraint φtc = (¬e(v0, v2)) ∧ tc(v0, v2) and we want to
generate an input I so that [[Ptc]]I ⊧ φtc . A model that satis�es [Ptc] ∧ φtc is

M= {e(v0, v1), tc(v0, v1), tc(v0, v2)}

�e input derived from thismodel, obtained by projectingM over the edb predicate e,
is IM = {e(v0, v1)}. If we run Ptc with inputs IM, we get

[[Ptc]]IM = {e(v0, v1), tc(v0, v1)}

and so [[Ptc]]IM /⊧ φtc , which is clearly not what is intended.

SMT Encoding. Our key insight for encoding is to split the constraint φ into a
conjunction of positive and negative clauses, where a clause φ is positive (respectively,
negative) if A ⊧ φ implies that A′ ⊧ φ for any interpretation A′ ⊇ A (respectively,
A′ ⊆ A). We can then unroll recursive predicates to obtain a sound encoding for
positive constraints, and we do not unroll them to get a sound encoding for negative
constraints.
�e encoding of a Datalog program P into an SMT constraint is de�ned

in Figure 3.6.�e resulting SMT constraint is denoted by [P]k , where the parameter k
de�nes the number of unroll steps. In the encoding we assume that (i) all terms in
rules’ heads are variables and (ii) rules’ heads with the same predicate have identical
variable names. Note, Datalog programs can be converted into this form using
recti�cation [89] and variable renaming.

Function Encode. �e constraint returned by Encode(p, P) states that an atom
p(X) is derived if P has a rule that derives p(X) and whose body evaluates to true.
To capture Datalog’s semantics, the variables, X, in p(X) are universally quanti�ed,
while those in the rules’ bodie, Y = vars(l) ∖ X, are existentially quanti�ed. �is
constraint Encode(p, P) is sound for negative requirements, but not for positive
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[P]k = ⋀
p∈idb(P)

Encode(P, p) ∧Unroll(P, p, k)

Encode(P, p) = ⋀
p(X)←l∈P

∀X. ((∃Y . ⋀ l) ⇒ p(X)),

where Y = vars(l) ∖ X
Unroll(P, p, k) = ⋀

0<i≤k
Step(P, p, i)

Step(P, p, i) = ∀X. (p i(X) ⇔ ( ⋁
p(X)←l∈P

∃Y . τ(l , i − 1))),

where Y = vars(l) ∖ X

τ(l , k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

τ(l1 , k) ∧⋯∧ τ(ln , k) if l = l1 ∧⋯∧ ln

¬τ(p(t), k) if l = ¬p(t)
false if l = p(t), p ∈ idb(P), k = 0
pk(t) if l = p(t), p ∈ idb(P), k > 0
p(t) if l = p(t), p ∈ edb(p)

Figure 3.6: Encoding a Datalog program P into SMT constraints [P]k .

ones as it does not state that p(X) is derived only if a rule body with p(X) in the
head evaluates to true.

Functions Unroll and Step. �e SMT constraint returned by Step(P, p, i)
encodes whether an atom p(X) is derived a�er i applications of P’s rules; e.g., p(X)’s
truth value a�er 3 steps is represented with the atom p3(X). Intuitively, p(X) is true
i� there is a rule that derives p(X) and whose body evaluates to true using the atoms
derived in previous iterations. Which atoms are derived in previous iterations is
captured by the literal renaming function τ. Note that τ(l , 0) returns false for any idb
literal l since all intensional predicates are initially false. Further, τ(l , k) returns l
for any extensional literal l (the last case in Figure 3.6) since their truth values do not
change. Finally, the constraint returned by Unroll(P, p, k) conjoins Step(P, p, 0),
. . . , Step(P, p, k) to capture the derivation of p(X) a�er k steps. �is is sound for
positive requirements, but not for negative ones since more p(X) atoms may be
derived a�er k steps.

Example. To illustrate the encoding, we translate the Datalog program:

tc(X,Y) ← e(X,Y)
tc(X,Y) ← tc(X, Z), tc(Z,Y)
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Algorithm 1: Algorithm SSemiPos for semi-positive Datalog
Input: Semi-positive Datalog program P and a constraint φ
Output: An input I such that [[P]]I ⊧ φ or �

1 begin
2 φ′ ← Simplify(φ)
3 for k ∈ [1..boundk] do
4 φk ← Rewrite(φ′, k)
5 ψ ← [P]k ∧ φk
6 if ∃J. J ⊧ ψ then
7 I ← {p(t) ∈ J ∣ p ∈ edb(P)}
8 return I

9 return �

which computes the transitive closure of the predicate e(X,Y). �is program has
one idb predicate, tc. �e function Encode(P, tc) returns

(∀X,Y . e(X,Y) ⇒ tc(X,Y))
∧(∀X,Y . (∃Z. tc(X, Z) ∧ tc(Z,Y)) ⇒ tc(X,Y))

We apply function Unroll(P, tc, 2) for k = 2, which a�er simpli�cations returns

∀X,Y . (tc1(X,Y) ⇔ e(X,Y))
∀X,Y . (tc2(X,Y) ⇔ e(X,Y) ∨ (∃Z. tc1(X, Z) ∧ tc1(Z,Y))

In the constraints, the predicates tc1 and tc2 encode the derived predicates tc a�er 1
and, respectively, 2, derivation steps.

Algorithm. SSemiPos(P,φ), see Algorithm 1, �rst calls function Simplify(φ) that (i)
instantiates any quanti�ers in φ and (ii) transforms the result into a conjunction of
clauses, where each clause is a disjunction of literals.
A�erward, the algorithm iteratively unrolls the Datalog rules, up to a pre-de�ned

bound boundk . In each step of the for-loop, the algorithm SSemiPos(P,φ) generates
an SMT constraint that captures (i) which atoms are derived a�er k applications of
P’s rules and (ii) which atoms are never derived by P. �e resulting SMT constraint
is denoted by [P]k . �e algorithm also rewrites the simpli�ed constraint φ′ using the
function Rewrite(φ′, k) which recursively traverses conjunctions and disjunctions
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in the simpli�ed constraint φ′ and maps positive literals to the k-unrolled predicate
pk(t) and negative literals to ¬p(t):

Rewrite(φ, k)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

pk(t) if φ= p(t)
¬p(t) if φ=¬p(t)
Rewrite(φ1 , k) ∨⋯∨Rewrite(φn , k) if φ=φ1 ∨ ..∨ φn

Rewrite(φ1 , k) ∧⋯∧Rewrite(φn , k) if φ=φ1 ∧ ..∧ φn

Note that since∨ and∧ aremonotone, negative literals constitute negative constraints
and positive literals constitute positive constraints.
If the resulting constraint [P]k ∧ ψk is satis�able, then an input is derived by

projecting the interpretation I that satis�es the constraint over all edb predicates.
Note that if there is an input I such that [[P]]I ⊧ φ and for which the �xed point [[P]]I
is reached in less than boundk steps, then SSemiPos(P,φ) is guaranteed to return an
input.

�eorem 3.4.1. Let P be a semi-positive Datalog program, φ a constraint.
If SSemiPos(P,φ) = I then [[P]]I ⊧ φ.

Next, we prove the correctness of the semi-positive algorithm.

Semi-positive Algorithm Proof

Given a program P and an interpretation J, we denote by inp(P, J) the set of all
ground atoms contained in J that are constructed with edb predicate symbols of the
program P.
First, we remark that any semi-positive Datalog program can be strati�ed into a

single partition P. �e model [[P]]I of P for a given input I is given by the least �xed
point of the consequence operator TP that contains I. �e �xed point [[P]]I can be
iteratively computed as T∞P ,I where T0P ,I = I and T i+1

P ,I = TP(T i
P ,I) ∪ T i

P ,I . Note that
T i

P ,I ⊆ T j
P ,I for any i ≤ j.

Negative Constraints. We �rst show that any interpretation J that satis�es the
constraint [P]k is an over-approximation of the ground atoms p(t) derived by
program P for the input inp(P, J).

Lemma 3.4.2. Let P be a semi-positive Datalog program. For any k ≥ 0 and any
interpretation J such that J ⊧ [P]k , we have [[P]]inp(P ,J) ⊆ J.

Proof. By induction on the iterative computation of [[P]]inp(P ,J), we show that for
any i ≥ 0 we have T i

P ,inp(P ,J) ⊆ J.
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Base Case: For the base case, we have i = 0. �en, T0P ,inp(P ,J) = inp(P, J). Since
inp(P, J) = {p(t) ∈ J ∣ p ∈ edb(P)}, it is immediate that inp(P, J) ⊆ J, and thus
T0P ,inp(P ,J) ⊆ J.

Inductive Step: For our inductive step, assume that T j
P ,inp(P ,J) ⊆ J holds for

0 ≤ j ≤ i, for some i ≥ 0. We show that T i+1
P ,inp(P ,J) ⊆ J.

By de�nition, we have T i+1
P ,inp(P ,J) = TP(T i

P ,inp(P ,J)) ∪ T i
P ,inp(P ,J). By induction,

we know that T j
P ,inp(P ,J) ⊆ J. It remains to prove that TP(T i

P ,inp(P ,J)) ⊆ J. Suppose
p(t) ∈ TP(T i

P ,inp(P ,J)). We need to show that p(t) ∈ J. Since p(t) ∈ TP(T i
P ,inp(P ,J)),

we know that there is a rule p(X) ← l1, . . . , ln in P such that for some substitution σ
we have σ(p(X)) = p(t) and for all l i we have T i

P ,inp(P ,J) ⊢ σ(l i). We can conclude
that T i

P ,inp(P ,J) ⊧ ∃Y .l1 ∧⋯∧ ln . By induction hypothesis, we have T j
P ,inp(P ,J) ⊆ J.

Since P is semi-positive, we know that all negative literals in l1, . . . , ln are constructed
using edb predicates. Moreover, both TP ,inp(P ,J) and J contain the same set of edb
literals, and we can thus conclude that J ⊧ ∃Y .l1 ∧⋯ ∧ ln . By de�nition of [P]k ,
we know that [P]k contains the constraint ∀X. ((∃Y .l1 ∧⋯∧ ln) ⇒ p(X)). Since
J ⊧ [P]k , we get that J ⊧ p(t). �erefore, p(t) ∈ J.

We can now prove that SSemiPos is sound for negative constraints.

Lemma 3.4.3. Let P be a semi-positive Datalog program and ¬p(t) a negative
constraint. If SSemiPos(P,¬p(t)) = I, then [[P]]I ⊧ ¬p(t).

Proof. Suppose SSemiPos returns an input I for some k ∈ [1..boundk]. �e input I is
derived from an interpretation J such that J ⊧ [P]k ∧¬p(t) and inp(P, J) = I. From
J ⊧ ¬p(t), we get p(t) /∈ J. Furthermore, from J ⊧ [P]k , by Lemma 3.4.2, we get
[[P]]I ⊆ J. We conclude that p(t) /∈ [[P]]I and thus [[P]]I ⊧ ¬p(t).

Positive Constraints. We now prove that any interpretation J that satis�es the
constraint [P]k contains a ground atom pk(t) then the ground atom p(t) is derived
by P for input inp(P, J).

Lemma 3.4.4. Let P be a semi-positive Datalog program. For any k ≥ 1 and any
interpretation J such that J ⊧ [P]k , if pk(t) ∈ J then p(t) ∈ [[P]]inp(P ,J).

Proof. By induction on the iterative computation of [[P]]I , we show that p i(t) ∈ J
implies that p(t) ∈ T i

P ,inp(P ,J), for any i ≥ 1. Since T i
P ,inp(P ,J) ⊆ [[P]]inp(P ,J) for any

i, this also implies that p(t) ∈ [[P]]inp(P ,J).
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Base Case: For the base case, we have i = 1. Assume p1(t) ∈ J. By de�nition of
[P]1, the constraint

∀X.(p1(X) ⇔ ( ⋁
p(X)←l∈P

∃Y . τ(l , 0))),

where Y = vars(l) ∖ X, is conjoined to the constraint [P]1. Since J ⊧ p1(t), we
conclude that there is a rule p(X) ← l1, . . . , ln in P such that for some substitution
σ we have σ(p(X)) = p(t) and J ⊧ σ(τ(l i , 0)) for 1 ≤ i ≤ n. By de�nition of
τ, all literals l i must be constructed using edb predicates (since τ(l i , 0) maps any
idb literal l i to false and J′ /⊧ false for any J′). Note that for edb literals we have
τ(l i , 0) = l i . Since J and inp(P, J) contain the same set of edb ground atoms, we get
inp(P, J) ⊢ σ(l i) for all 1 ≤ i ≤ n. By de�nition of TP and T 1P ,inp(P ,J), it is immediate
that p(t) ∈ T 1P ,inp(P ,J).

Inductive Step: For our inductive step, assume that p j(t) ∈ J implies that
p(t) ∈ T j

P ,inp(P ,J), for 1 ≤ j ≤ i, for some i ≥ 1. We show that p i+1(t) ∈ J implies that
p(t) ∈ T i+1

P ,inp(P ,J).
Assume p i+1(t) ∈ J. By de�nition of [P]i+1, the constraint

∀X.(p i+1(X) ⇔ ( ⋁
p(X)←l∈P

∃Y .τ(l , i))),

where Y = vars(l) ∖ X, is conjoined to the constraint [P]i+1. Since p i+1(t) ∈ J and
J ⊧ [P]i+1, we know there is a rule p(X) ← l1, . . . , ln in P such that for some
substitution σ we have σ(p(X)) = p(t) and J ⊧ σ(τ(l1, i)) ∧ ⋯ ∧ σ(τ(ln , i)).
For any edb literal l in the body of this rule, we have τ(l , i) = l and σ(l) ∈ J i�
σ(l) ∈ T i

P ,inp(P ,J), simply because J and T i
P ,inp(P ,J) contain the same edb ground

atoms. Furthermore, for any positive idb literal σ(l) = q(t′) ∈ J in the body of
this rule, we have τ(q(t′), i) = q i(t′) and using our inductive hypothesis we get
q(t) ∈ T i

P ,inp(P ,J). We conclude for all literals l that appear in the body of this rule
we have T i

P ,inp(P ,J) ⊢ σ(l). By de�nition of T i+1
P ,inp(P ,J) and TP we conclude that

p(t) ∈ T i+1
P ,inp(P ,J).

We can now prove that SSemiPos is sound for positive constraints.

Lemma 3.4.5. Let P be a semi-positive Datalog program and p(t) a positive
constraint. If SSemiPos(P, p(t)) = I then [[P]]I ⊧ p(t).

Proof. Suppose SSemiPos returns an input I for some k ∈ [1..boundk]. �e input I
is derived from an interpretation J such that inp(P, J) = I and J ⊧ [P]k ∧ pk(t).
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From J ⊧ pk(t), we know that pk(t) ∈ J. From J ⊧ [P]k , by Lemma 3.4.4, we get
p(t) ∈ [[P]]inp(P ,J). It is immediate that [[P]]I ⊧ p(t).

We can now prove the correctness of SSemiPos �eorem 3.4.1.

Proof. �e algorithm SSemiPos transforms the constraint φ into a constraint that uses
conjunction and disjunction over positive and negative constraints. Since conjunction
and disjunction and monotone, the proof of [[P]]I ⊧ φ follows from Lemma 3.4.3
and Lemma 3.4.5.

3.4.2 Iterative Input Synthesis for Strati�ed Datalog

Our iterative input synthesis algorithm for strati�ed Datalog SStrat is given
in Algorithm 2.We assume that the �xed point constraint φ is de�ned over predicates
that appear in the highest stratum Pn ; this is without any loss of generality, as
any constraint can be expressed using Datalog rules in the highest stratum, using
a standard reduction to query satis�ability; see [87]. Starting with the highest
stratum Pn , SStrat generates an input In for Pn such that [[Pn]]In ⊧ φ. �en, it
iteratively synthesizes an input for the lower strata Pn−1, . . . , P1 using the algorithm
SSemiPos. Finally, to construct an input for P, the algorithm combines the inputs
synthesized for all strata and returns this.
Recall that the �xed point of a stratum Pi is given as input to the higher strata Pi+1,

. . . , Pn . A key step when synthesizing an input I i for Pi is to ensure that the idb
predicates derived by Pi are identical to the edb predicates synthesized for the
inputs I i+1, . . . , In of the higher strata. Formally, let

∆ i = (edb(Pi) ∪ idb(Pi)) ∩ (edb(Pi+1) ∪⋯∪ edb(Pn))

Wemust ensure that

{p(t) ∈ [[Pi]]I i ∣ p ∈ ∆ i} = {p(t) ∈ I i+1 ∪⋯∪ In ∣ p ∈ ∆ i}

Key Steps. �e algorithm �rst partitions P into strata P1, . . . Pn . �e strata can be
computed using the predicates’ dependency graph; see [88]. For each stratum Pi , it
maintains a set of inputs Fi , which contains inputs for Pi for which the algorithm
failed to synthesize inputs for the lower strata P1, . . . , Pi−1. We call the sets Fi failed
inputs. All Fi are initially empty.
In each iteration of the while loop, the algorithm attempts to generate an input I i

for stratum Pi . At line 4, the algorithm checks whetherFi has exceeded a pre-de�ned
bound boundF . If the bound is exceeded, it adds I i+1 to the failed inputs Fi+1, re-
initializes Fi to the empty set, and backtracks to a higher stratum by incrementing
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Algorithm 2: Strati�ed Datalog input synthesis algorithm SStrat
Input: Strati�ed Datalog program P = P1 ∪⋯∪ Pn , constraint φ over Pn
Output: An input I such that [[P]]I ⊧ φ or �

1 begin
2 F1 ← ∅, . . . ,Fn ← ∅; I1 ← �, . . . , In ← �; i ← n
3 while i > 0 do
4 if ∣Fi ∣ > boundF then
5 Fi ← ∅; Fi+1 ← Fi+1 ∪ {I i+1}
6 i ← i + 1; // backtrack to higher stratum

7 continue
8 ψF ← ⋀

I′∈Fi

(¬ ⋀
p∈edb(Pi)

EncodePred(I′, p))

9 if i = n then
10 ψ i ← φ

11 else
12 ψ i ← ⋀

p∈∆ i
EncodePred(I i+1 ∪⋯∪ In , p)

13 where ∆ i = (edb(Pi) ∪ idb(Pi)) ∩ (edb(Pi+1) ∪⋯∪ edb(Pn))

14 I i = SSemiPos(Pi ,ψ i ∧ψF)

15 if I i ≠ � then
16 i ← i − 1

17 else
18 if i < n then
19 Fi ← ∅; Fi+1 ← Fi+1 ∪ {I i+1}
20 i ← i + 1 // backtrack to higher stratum

21 else
22 return �

23 return I = {p(t) ∈ I1 ∪⋯∪ In ∣ p ∈ edb(P)}

i. �is avoids exhaustively searching through all inputs to �nd an input compatible
with those synthesized for the higher strata.
At line 8, the algorithmuses the helper function EncodePred(I′, p).�is function

returns the constraint ∀X. (⋁p(t)∈I′ X = t) ⇔ p(X), which is satis�ed by an
interpretation I i� I contains identical p(t) predicates as those in I′. �at is, if
I ⊧ EncodePred(I′, p) then for any p(t) we have p(t) ∈ I i� p(t) ∈ I′. �erefore,
the constraint ψF constructed at line 8 is satis�ed by an input I i i� I i /∈ Fi , which
avoids synthesizing inputs from the set of failed inputs.
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�e constraint ψ i in the algorithm constrains the �xed point of Pi . For the highest
stratum Pn , ψ i is set to the constraint φ given as input to the algorithm. For the
remaining strata Pi , ψ i is satis�ed i� the �xed point of Pi is compatible with the
synthesized inputs for the higher strata Pi+1, . . . , Pn . In addition to constraining Pi ’s
idb predicates, we also constraint the input edb predicates.�is is necessary to eagerly
constrain the inputs.
At line 14, the algorithm invokes SSemiPos to generate an input I i such that

[[Pi]]I i ⊧ φ i ∧ψF . �e algorithm proceeds to the lower stratum if such an input is
found (I ≠ �); otherwise, if i < n the algorithm backtracks to the higher stratum by
increasing i and updating the sets Fi+1, and if i = n if returns �.
Finally, the while-loop terminates when the inputs of all strata have been generated.

�e algorithm constructs and returns the input I for P.

�eorem 3.4.6. Let P be a strati�ed Datalog program with strata P1, . . . , Pn , and φ a
constraint over predicates in Pn . If SStrat(P,φ) = I then [[P]]I ⊧ φ.

Next, we prove the correctness of the strati�ed Datalog input synthesis
algorithm SStrat, which uses the SSemiPos algorithm as a building block.

Proof. By induction on the computation of the inputs In , In−1, . . . , I1, we show that
[[Pi ∪⋯∪ Pn]]inp(Pi∪⋯∪Pn ,I i∪⋯∪In) ⊧ φ holds for 1 ≤ i ≤ n. Note that the case for
i = 1 proves the theorem.

Base Case: For the base case, we have i = n. �en In = SSemiPos(Pn ,φ). We have
inp(Pn , In) = In , and by�eorem 1, we get [[Pn]]In ⊧ φ.

Inductive Step: For our inductive step, assume that
[[Pj ∪ ⋯ ∪ Pn]]inp(P j∪⋯∪Pn ,I j∪⋯∪In) ⊧ φ holds for i ≤ j ≤ n, for some 1 < i ≤
n. We need to show that [[Pi−1 ∪ ⋯ ∪ Pn]]inp(Pi−1∪⋯∪Pn ,I i−1∪⋯∪In) ⊧ φ. Recall
that according to the semantics of strati�ed Datalog, the model [[Pi−1 ∪ ⋯ ∪
Pn]]inp(Pi−1∪⋯∪Pn ,I i−1∪⋯∪In) is computed by �rst computing [[Pi−1]]I i−1 and then
computing [[Pi ∪⋯∪ Pn]]I where I contains all ground atoms in [[Pi−1]]I i−1 together
with ground atoms in I′ = inp(Pi−1 ∪⋯∪ Pn , I i ∪⋯∪ In). �e only di�erence
between I and inp(Pi ∪⋯∪ Pn , I i ∪⋯∪ In) therefore is that edb atoms of Pi ∪⋯∪Pn
that are contained in I i ∪ . . . In and are constructed using idb predicates of Pi−1
are now derived by the the program Pi−1 for the input I i−1. �e constraint φ i−1
constructed at line 12 of Algorithm 2 ensures that these two sets of ground atoms are
identical. We can thus conclude that [[Pi−1 ∪ Pi⋯∪ Pn]]inp(Pi−1∪⋯∪Pn ,I i−1∪⋯∪In) ⊧
φ.
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3.5 network synthesis algorithm

We now show how we use the algorithm SStrat to synthesize network-wide
con�gurations.
�e main steps of our algorithm for synthesizing network con�gurations is

given in Algorithm 3. Given a network speci�cationN , requirements φR , network
topology T , and con�guration constraints φC , we need to generate an input C
(con�guration) forN such that the con�guration is well-formed C ⊧ T ∧ φC and the
network converges to a forwarding state compliant with the requirements [[N]]C ⊧
φR . �is is equivalent to synthesizing an input C such that [[N]]C ⊧ T ∧ φC ∧ φR .
SinceSStrat requires that the input constraint is de�ned over predicates in N ’s highest
stratum, andN and Cmay refer to predicates in lower strata, as a �rst step we translate
the constraint T ∧ φC ∧ φR into a set Q of Datalog rules that contains a designated
predicate a✓ such that for any input C for Q, we have [[Q]]C ⊧ T ∧ φC ∧ φR if and
only if a✓ ∈ [[Q]]C . �is translation is denoted by

a✓↪ in Algorithm 3. We remark
that the translation

a✓↪ is analogous to a standard query satis�ability reduction for
Datalog.

Algorithm 3: �e algorithm SNet for synthesizing correct network-wide
con�gurations.

Input: Network speci�cationN , global requirements φR , network topology T , and
protocol con�guration constraints φC

Output: An input C such that C ⊧ T ∧ φC and [[N]]C ⊧ φR , or �
1 begin
2 Compute Q such that T ∧ φC ∧ φR

a✓
↪ Q

3 StratifyN ∪Q into P with partitions P1 , . . . , Pn such that a✓ ∈ idb(Pn)
4 I ← SStrat(P, a✓)

5 return I

Second, the algorithm extend the network speci�cationN with the setQ ofDatalog
rules, which is obtained a�er translating φR ∧T ∧φC , and strati�es the rules inN ∪Q
into strati�ed Datalog program P with the stratra P1, . . . , Pn . Note that since the atom
a✓ does not appear in the body of a rule in P, the rule with the head a✓ can be placed
in the highest stratum Pn . Note that edb(N) = edb(P), and therefore extendingN
with Q does not change the signature ofN ’s inputs.
Finally, we invoke the algorithm SStrat for the inputs P and the constraint a✓ and

the algorithm returns the answer output by the algorithm SStrat.
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3.6 implementation and evaluation

In this section we �rst describe SyNET, and end-to-end implementation of our
Datalog’s input synthesis algorithm applied to the network-wide con�gurations
synthesis problem. We then turn to our evaluation of SyNET on practical topologies
and requirements. Our results highlight the feasibility of network-wide con�gurations
synthesis.

3.6.1 Implementation

Our system SyNET is implemented in Python and automatically encodes strati�ed
Datalog programs speci�ed in the LogicBlox language [90] into SMT constraints
speci�ed in the SMT-LIB v2 format [91]. It uses the Python API of Z3 [92] to check
whether the generated SMT constraints are satis�able and to obtain a model.

SyNET supports routers that run both, OSPF and BGP protocols, and that can be
con�gured with static routes. SyNET can support additional protocols if the strati�ed
Datalog speci�cations of the protocols is supplied as input. SyNET uses natural
splitting for routing protocols: external routes are handled by BGP, while internal
routes are handled by IGPprotocols (OSPF and static, where static routes are preferred
over OSPF). We have partitioned the Datalog rules that capture these protocols and
their dependencies into 8 strata. SyNET relies on additional SMT constraints to
ensure the well-formedness of the OSPF, BGP, and static route con�gurations output
by our synthesizer. For most topologies and requirements, the Datalog program
reaches a �xed point within 20 iterations, and so we �xed the unroll and backtracking
bounds (boundk and boundF ) to 20.
SyNET is vendor agnostic with respect to the synthesized con�gurations. A

simple script can be used to convert the output of SyNET into any vendor speci�c
con�guration format and then deploy them in production routers. Indeed, to test the
correctness of SyNET, we implemented a small script to convert the input synthesized
by SyNET to Cisco router con�gurations.
SyNET supports two key optimizations that improve its performance and are

vital in making the synthesis algorithm applicable to practical network-wide
con�gurations synthesis problems. �e �rst optimization is partial evaluation: SyNET
partially-evaluates Datalog rules with predicates whose truth values are known
apriori. For example, all SetLink predicates are known and can be eliminated. �is
optimization reduces the number of variables in the rules and, in turn, in the generated
SMT constraints. �e second optimization is network-speci�c constraints: we have
con�gured SyNET with generic constraints, which are true for all forwarding states,
and with protocol-speci�c constraints, i.e., constraints that hold for any input to a
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Figure 3.7: Internet2 topology.

particular protocol. An example constraint is: “No packet is forwarded out of the router
if the destination network is directly connected to the router”. �ese constraints are not
speci�c to particular requirements or topology. �ey are thus de�ned one time and
can be used to synthesize con�gurations for any requirements and networks.

3.6.2 Experiments

To investigate SyNET’s performance and scalability, we experimented with di�erent:
(i) topologies, (ii) requirements; and (iii) protocol combinations. Further to test
correctness, we ran all synthesized con�gurations on an emulated environment of
Cisco routers [93] and we veri�ed that the forwarding paths computed match the
requirements for each experiment.

Network Topologies. We used network topologies that have between 4 and 64
routers.�e 4-router network is our overview example where we considered the same
requirements as those described in Section 2.1. �e 9-router network is Internet2
(see Figure 3.7), a US-based network that connects several major universities and
research institutes. �e remaining networks are n × n grids.

Routing Requirements. For each router and each tra�c class, we generate a routing
requirement that de�nes where the packets for that tra�c class must be forwarded to.
We consider 1, 5, and 10 tra�c classes. For a topology with n routers and m tra�c
classes, we thus generate n ×m requirements.
For topologieswithmultiple tra�c classes, we add one external network announced

by two randomly selected routers. We add requirements to enforce that all packets
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1 Tra�c Class 5 Tra�c Classes 10 Tra�c Classes

Protocol # Routers Avg Std Avg Std Avg Std

Static 9 1.3s (0.5) 2.0s (0.1) 2.8s (0.4)
9 (Internet2) 1.3s (0.5) 2.0s (0.0) 4.0s (0.8)
16 5.9s (0.3) 7.8s (0.4) 11.2s (0.4)
25 32.0s (0.6) 37.0s (0.6) 46.1s (0.9)
36 2m49.7s (3.0) 3m1.5s (4.5) 3m27.0s (4.4)
49 12m29.2s (7.0) 13m02.3s (10.6) 14m10.7s (15.0)
64 46m36.2s (49.0) 47m23.8s (27.2) 49m22.2s (39.3)

OSPF+Static 9 9.4s (0.5) 19.8s (0.4) 39.9s (0.5)
9 (Internet2) 9.0s (1.4) 21.3s (1.2) 49.3s (0.5)
16 43.5s (0.7) 1m19.8s (0.6) 4m5.8s (1.6)
25 2m55.2s (6.1) 7m3.8s (9.9) 15m56.4s (38.1)
36 10m00.5s (9.5) 23m58.9s (22.5) 1h11m38.2s (127.5)
49 24m11.6s (43.5) 1h30m00.3s (89.6) 5h22m55.8s (421.2)
64 2h22m13.2s (209.9) 5h42m58.9s (619.4) 21h13m16.0s (1986.7)

BGP+OSPF+Static 9 15.3s (0.5) 27.7s (0.5) 1m0.5s (2.6)
9 (Internet2) 13.3s (0.9) 22.7s (0.9) 1m19.7s (0.5)
16 56.0s (1.6) 2m24.7s (0.9) 8m29.0s (10.7)
25 3m56.3s (3.1) 8m46.3s (5.3) 40m09.3s (99.2)
36 14m14.0s (15.0) 43m38.0s (5.7) 2h35m11.7s (197.7)
49 1h23m20.7s (211.1) 2h15m18.0s (12.8) timeout (> 24h)
64 1h46m35.0s (165.8) 7h24m51.3s (519.2) timeout (> 24h)

Table 3.1: SyNET’s synthesis times (averaged over 10 runs) for di�erent number of routers,
protocol combinations, and tra�c classes.

destined to the external networks are forwarded to one of the two routers.�ismodels
a scenario where the operator is planning maintenance downtime for one of the two
routers. Further, to show that SyNET synthesizes con�gurations with partially de�ned
input and protocol dependencies, we assume the local BGP preferences are �xed by
the network operator and thus SyNET has to synthesize correct OSPF costs to meet
the BGP requirements.

Protocols.We consider three di�erent combinations of protocols: (i) static routes;
(ii) OSPF and static routes; and (iii) OSPF, BGP, and static routes. �e protocol
combinations (i) and (ii) ignore requirements for external networks since only BGP
computes routes for them.
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Experimental Setup.We run SyNET on amachinewith 128GB of RAMand amodern
12-core dual-processors running at 2.3GHz.

Results. �e synthesis times for the di�erent networks and protocol combinations
are shown in Table 3.1. Additionally, SyNET synthesizes the overview example’s
con�guration described in Section 2.1 in 10 seconds. For the largest network (64
routers) and number of tra�c classes (10 classes), SyNET synthesizes a con�guration
for static routes (protocol combination (i)) in less than 1h, and for the combination
of static routes and OSPF, SyNET takes less than 22h. When using both OSPF and
BGP protocols along with static routes, for all network topologies SyNET synthesizes
con�gurations for 1 and 5 tra�c classes within 8h; for 10 tra�c classes, SyNET times
out a�er 24h for the largest topologies with 49 and 64 routers.

Interpretation. Our results show that SyNET scales to real-world networks. Indeed,
a longitudinal analysis of more than 260 production networks [94] revealed that 56%
of them have less than 32 routers. SyNET would synthesize con�gurations for such
networks within one hour. SyNET also already supports a reasonable amount of tra�c
classes. According to a study on real-world enterprise and WAN networks [95], even
large networks with 100,000s of IP pre�xes in their forwarding tables usually see less
than 15 tra�c classes in total.
While SyNET can take more than 24 hours to synthesize a con�guration for the

largest networks (with all protocols activated and 10 tra�c classes), we believe
that this time can be reduced through divide-and-conquer. Real networks tend
to be hierarchically organized around few regions (to ensure the scalability of the
protocols [96]) whose con�gurations can be synthesized independently. We plan to
explore the synthesis of such hierarchical con�gurations in future work.

3.7 summary

We formulated the network-wide con�gurations synthesis problem as a problem
of �nding inputs of a strati�ed Datalog program and presented a new strati�ed
Datalog input synthesis algorithm to solve this challenge. Our algorithm is based
on decomposing the Datalog rules into strata and iteratively synthesizing inputs
for the individual strata using o�-the-shelf SMT solvers. �is problem formulation
allowed us to solve a more general problem and our contributions apply to domains
other than networks. However, this generalization, while powerful, prevented our
algorithm from using more e�cient network-speci�c optimizations. �us, limiting
the synthesis speed of our implementation.
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Furthermore, we implemented our approach in a system called SyNET and showed
that it scales to realistic network size using any combination of OSPF, BGP and static
routes. Network operators can now express their global routing requirements and
use SyNET to automatically obtain network-wide con�gurations which ensure that
routers compute a compliant forwarding state.



4
NETWORK -WIDE CONF IGURAT IONS SYNTHES I S W ITH
AUTOCOMPLET ION

While SyNET is capable of synthesizing network-wide con�gurations from routing
high-level requirements, network operators o�en need to adapt the existing
con�gurations of a network to comply with changing routing policies. Evolving
existing con�gurations, however, is a complex task as local router-level con�guration
changes can have unforeseen global e�ects. Not surprisingly, recon�guring the
network o�en leads to mistakes that result in network downtimes.
Network con�gurations synthesis frameworks promise to alleviate most of the

operator’s burdens by deriving correct con�gurations from high-level objectives.
While promising, network operators can be still reluctant to use existing synthesis
systems for at least three reasons: (i) interpretability: the synthesizer can produce
con�gurations that di�er wildly from manually provided ones, making it hard to
understand what the resulting con�gurations do. Moreover, small policy changes
can cause the synthesized con�gurations (or con�guration templates in the case of
PropaneAT [55]) to change radically; (ii) protocol coverage: existing systems [37, 55]
are restricted to producing BGP-only con�gurations, while most networks rely on
multiple routing protocols (e.g., to leverage OSPF’s fast-convergence capabilities);
and (iii) scalability: today’s networks are growing in both the number of psychical
nodes and the number of tra�c classes and policies they implement. Any practical
con�gurations synthesis framework should be able to meet the scalability of realistic
networks.
In this chapter, we present a system, NetComplete, which addresses the above

challenges with partial synthesis. Rather than synthesizing new con�gurations from
scratch, NetComplete allows network operators to express their intents by sketching
the parts of the existing con�gurations that should remain intact (capturing high-level
insights) and “holes” represented with symbolic values which the synthesizer should
instantiate (e.g., OSPF link weights and BGP import/export policies). NetComplete
then autocompletes these “holes” such that the resulting con�gurations lead to a
network that exhibits the required behavior. Our approach supports a practical and
relevant scenarios as few network operators ever start from scratch but rather modify
their existing con�gurations (e.g., OSPFweights) to handle new routing requirements.
�is evolving approach also has the bene�t of better explainability as large parts of the
existing con�gurations are preserved in the newly synthesized con�gurations. Further,

53
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because we focus on synthesizing parts of the con�gurations, there is an opportunity
to scale the synthesizer to realistic networks. �is opportunity arises even though
NetComplete is quite expressive: it handles static routes, OSPF, and BGP as well as
a variety of essential routing requirements such as waypointing, failure-resilience,
load-balancing, and tra�c isolation.
NetComplete reduces the autocompletion problem to a constraint satisfaction

problem that it solves with o�-the-shelf SMT solvers (e.g., Z3 [92]). �e main
challenge is that a naive encoding of the problem leads to complex constraints that
cannot be solved in reasonable time (e.g., within a day). To scale, NetComplete
relies on two key insights: (i) partial evaluation along with (ii) network-speci�c
heuristics to e�ciently navigate the search space. Speci�cally, it speeds up BGP
synthesis by propagating symbolic announcements through partial BGP policies
allowing it to eliminate many variables. For OSPF, NetComplete is 100x faster than
a naive encoding via a new counter-example guided inductive synthesis algorithm.
Our evaluation shows that NetComplete autocompletes con�gurations for networks
with up to 200 routers in a few minutes.
In this chapter, we start by motivating the need for partial con�gurations synthesis

through practical scenarios in Section 4.1. �en, in Section 4.2, we present a
motivating example of how a network operator would use a partial con�gurations
synthesis framework, before diving into the details of our BGP and OSPF synthesis
procedures in Section 4.3 and Section 4.4 respectively. Finally, we present our
NetComplete’s implementation and experimental evaluation in Section 4.5.

4.1 motivating scenarios

In this section, we motivate the need for NetComplete through three practical use
cases rooted within existing network management practices. �ese use cases are
di�cult or practically impossible to solve today.

Scenario 1: Evolving con�gurations preserving existing semantics
Existing con�gurations typically embed deep knowledge of semantics and design

guidelines. For instance, network operators o�en use speci�c OSPF weights to
identify primary/backup links, and speci�c BGP local-preferences or communities
to identify their peers. �is (o�en unwritten) semantic helps them reason about the
network-wide con�gurations. At the same time, these rules also reduce the operators’
�exibility as it can complexify the implementation of new routing requirements, e.g.,
by requiring the modi�cation of multiple weights instead of one.
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NetComplete allows operators to communicate such semantics as constraints
on the con�gurations sketch and let the synthesizer �nd a valid network-wide
con�gurations that adheres to the operators’ style.

Scenario 2: Simplifying federated or constrained management
Network con�gurations are o�en maintained by multiple teams of operators [97,

98], each responsible for some parts (e.g., edge vs core) or functionalities.
Coordinating changes in these federated con�gurations tends to be challenging
as multiple teams need to come together. With NetComplete, the operators can
easily explore whether there is a way to implement the policy locally, for instance,
without adapting the BGP con�guration (i.e., by restricting changes to the OSPF
con�guration). Similar requirements appear in heterogeneous networks where not
all routers support all protocols (e.g., due to licensing issues or device capabilities).
NetComplete allows operators to simply communicate such constraints as part of

the sketch and let the synthesizer �nd a multi-protocol con�guration.

Scenario 3: Con�guration Refactoring and Network Merging
Network con�gurations evolve over time and this increases their complexity.

Design decisions that made sense in the past may no longer do, requiring refactoring.
Other examples calling for large refactoring include merging and acquisitions; e.g.,
when a company buys another one and wishes to integrate their networks [99].

NetComplete helps operators to refactor con�gurations by enabling them to
morph entire pieces of their existing con�gurations, e.g., to adopt the con�guration
guidelines of one network and let the synthesizer compute and propagate the changes
network-wide.

4.2 overview

In this section, show how given a network topology, high-level routing requirements,
and partial con�gurations, NetComplete autocompletes the partial con�gurations
to correct network-wide con�gurations. First, we present a small running example
and de�ne NetComplete’s inputs. We then present the key synthesis steps to produce
the output con�guration before explaining the more complex steps in detail in the
following sections.

4.2.1 Running Example

In Figure 4.2, we show how a network operator would use NetComplete to synthesize
a network-wide con�guration that enforces routing requirements. We consider that
the AS number of the operator’s network is AS500 and consists of four routers: A, B,
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C, and D. Furthermore, this network is connected to one customer peer AS100 and
three external peers: AS200, AS300, and AS400.

High-level Routing Policy. �e policy for our example is given in Figure 4.1. �is
policy speci�es the following routing behavior. Rule (1) disallows transit tra�c
between external peers; e.g., AS200 cannot send tra�c to AS300 through the network.
Rule (2) de�nes how the customer peer accesses pre�xes announced by external peers:
AS300 is most preferred, followed by AS400, and then AS200. Tra�c to AS200 may
exit via B or C, where B is preferred. Rules (3) and (4) capture tra�c engineering
requirements. Note that this policy can be formalized in a high-level network policy
language language, such as Propane [37], Genesis [38], Frenetic [14], or SyNET
(presented in Chapter 3).

4.2.2 NetComplete Inputs

NetComplete takes three inputs: (i) network topology, (ii) routing requirements, and
(iii) con�gurations sketch.

(1) Network Topology. �e network topology is given via a graph over the set of
routers (A, B, C, and D) and external peers (AS100, AS200, AS300, and AS400). An
edge represents a physical link that connects two nodes.

(2) Routing Requirements.We now describe the type of requirements supported
by NetComplete. We start with some basic notation. A routing path is of the form:
P ∶∶= Src → R1 → ⋯ → Rn → Dst, where Src and Dst are source and destination
routers, respectively, and R1, . . . ,Rn are router identi�ers. We use a wildcard notation
to denote sets of simple paths, i.e., paths without repeated nodes. For example,
Src→ ∗ → Dst denotes all simple paths from Src to Dst.

NetComplete supports positive and negative requirements. Positive requirements
have the form:

Req ∶∶= (P,⋯, P) ∣ (P = ⋯ = P) ∣ Req ≫ Req

where P is a routing path. All routing paths that appear in a requirement must have
identical source and destination. �e semantics of requirements is as follows:

• An any-path requirement {P1, . . . , Pk} is satis�ed if the tra�c from the source
to the destination is forwarded along any available path in the given set. �e
requirement is not-applicable if all paths P1, . . . , Pk are unavailable. We denote
any-path requirement that includes all the paths between Src and Dst as
Src → ∗ → Dst. A simple requirement is an any-path requirement consisting
of a single path. We remark that any-path requirements are used to ensure
failure-resilience.
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Rule 1 No transit between AS200, AS300, and AS400;
Rule 2 Tra�c from the customer peerAS100 to the external peers prefers exit routers

in order: AS300, AS400, AS200 via B, AS200 via C;
Rule 3 Tra�c from AS100 to AS300 is load-balanced along A→ C and A→ D → C;

if both paths are unavailable, then the path A→ B → C is used;
Rule 4 Tra�c from AS100 to AS400 must follow the path A→ B → C.

Figure 4.1: High-level policy for our running example.

• An ECMP requirement (P1 = ⋯ = Pk) is satis�ed if the tra�c from Src to Dst
is load-balanced among all available paths in the set {P1, . . . , Pk}. Note, this
requirement is not-applicable if all paths P1, . . . , Pk are unavailable. We remark
that ECMP requirements are useful to capture load-balancing.

• An ordered requirement Req1 ≫ Req2 de�nes a preference over requirements.
�is requirement is satis�ed if the most preferred applicable requirement is
satis�ed, and it is not-applicable if both requirements are not-applicable. For
example:

(AS100→ A→ B → C → AS300) ≫ (AS100→ A→ C → AS300)

is satis�ed if tra�c from AS100 to AS300 is forwarded along this path if it is
available: AS100 → A → B → C → AS300. Otherwise, tra�c is forwarded
along the path: AS100→ A→ C → AS300.

• Negative requirements of the form !{P1, . . . , Pk}, where {P1, . . . , Pk} is a set of
routing paths. �is requirement is satis�ed if tra�c is not forwarded along any
path in this set. Negative requirements are useful to express tra�c isolation.

�e requirements for our example are given in Figure 4.2b. Policy rules 1, 2, 3, and
4, given in Figure 4.1, are speci�ed as requirements 1, 2− 7, 8, and 9, respectively. We
use a natural assignment of requirements to protocols. Speci�cally, requirements 1− 7
pertain to external peers and they are assigned to BGP. Requirement 8 pertains to
tra�c engineering within the network and is assigned to OSPF, which forwards tra�c
along the shortest path. Note that requirements 8 and 9 cannot be both enforced by
OSPF. To enforce requirement 9, the cost of A→ B → C must be lower than that of
A→ C and A→ D → C. However, this would also divert tra�c from AS100 to AS300
to be forwarded along routers A→ B → C, which would violate requirement 8. To
this end, requirement 9 is enforced using a static route.
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(a) Network topology

! B Configuration Sketch
! 10G interface to C
interface TenGigabitEthernet1/1/1
  ip address  ?
  ip ospf cost 
router ospf 100 

  ...
router bgp 6500
...
  neighbor AS200 import route-map imp-p1       
  neighbor AS200 export route-map exp-p1   
  ...
ip community-list C1 permit
ip community-list C2 permit
route-map imp-p1 permit 10
  set 
  set 
route-map exp-p1     10 
  match community C2
route-map exp-p2     20
  match community C1 
...

(c) Con�guration sketch for router B (e) Synthesized con�guration for router B
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  2. !AS200→*→AS300  4. !AS300→*→AS200  6. !AS400→*→AS200
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! B Configuration Sketch
! 10G interface to C
interface TenGigabitEthernet1/1/1
  ip address 10.0.0.0 255.255.255.254
  ip ospf cost 15
router ospf 100
  network 10.0.0.1 0.0.0.1 area 0.0.0.0
  ...
router bgp 6500
...
  neighbor AS200 import route-map imp-p1       
  neighbor AS200 export route-map exp-p1   
  ...
ip community-list C1 permit 6500:1
ip community-list C2 permit 6500:2
route-map imp-p1 permit 10
  set community  6500:1
  set local-pref 50 
route-map exp-p1 permit 10 
  match community C2
route-map exp-p1 deny 20
  match community C1 
...

B C

A D

AS200

AS300

AS400

AS100

AS500

?

?

Figure 4.2: Overview of NetComplete. �e inputs are: (a) network topology, (b) routing
requirements, and (c) con�gurations sketch. �e output is a con�guration for
each router; one example is shown in (e).

We remark that the requirements above can be speci�ed manually by the operator,
or using existing systems [14, 37, 38, 55] that compile high-level policies to forwarding
paths.

(3) Con�gurations Sketch.Con�gurations sketches are normal router con�gurations
where some of the parameters are le� symbolic. To specify symbolic values, the
operator tags parts of the con�gurations with a question mark symbol ? (instead of
writing concrete values). �e symbol ? represents: (i) speci�c attributes (e.g., OSPF
link cost, BGP local preferences1); or (ii) entire import/export policies, e.g., match
? , action ? .
As an example, we depict the sketch of router B’s con�guration in Figure 4.2c. We

remark that operators can write additional constraints to restrict how NetComplete

instantiates symbolic parameters. For example, the symbolic OSPF link cost in the
sketch of router B is constrained to values between 10 and 100.

1 Except BGP AS numbers, which are assigned based on higher-level considerations that are not captured
in the requirements.
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�is sketching language enables NetComplete to be used in di�erent scenarios.
For example, changes can be restricted to certain parts of the network [Scenario 2].
By leaving most of the con�gurations symbolic, an operator can explore a large range
of possible con�gurations that implement a given set of requirements [Scenarios 1
and 3]. Moreover, an operator can also provide a fully concrete con�guration to verify
its correctness.

4.2.3 Con�gurations Synthesis

NetComplete synthesizes a network-wide con�gurations that enforces the
requirements in three steps.

First, it synthesizes the sessions between routers that have a physical link between
them andmay be necessary to enforce the routing requirements. Further, it con�gures
any static routes de�ned in the requirements. For example, for requirement AS100→
A→ B → C → AS400, NetComplete establishes a session between A− B and B −C,
and con�gures static routes at A and B.

Second, NetComplete synthesizes router-level BGP con�gurations based on the
BGP routing requirements. To this end, NetComplete computes a propagation graph
that captures which BGP announcements are exchanged between the routers and in
what order theymust be selected. NetComplete then synthesizes BGP con�gurations
that enforce the constructed propagation graph. We explain this step in detail in
Section 4.3. Note that BGP may select routes based on path costs (computed by
OSPF). �erefore, whenever this is necessary to enforce the requirements, the BGP
synthesizer outputs additional OSPF requirements to be enforced by the OSPF
synthesizer.
�ird, NetComplete synthesizes OSPF costs that enforce all OSPF requirements.

�is is a well-known hard problem that is di�cult to scale to large networks. We solve
the problem in Section 4.4 via a novel counter-example guided inductive synthesis
algorithm.
If all synthesis steps succeed, NetComplete outputs a con�guration that is

guaranteed to enforce the requirements. Otherwise, a counter-example is returned
to indicate that the requirements cannot be enforced for the given inputs. Based on
this counter-example, the network operator can modify the partial con�guration
(by making more parameters symbolic) or adapt the requirements. We present a
detailed evaluation of NetComplete with practical topologies and requirements in
Section 4.5.
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4.3 bgp synthesis

We now present NetComplete’s BGP synthesizer which takes as input BGP
requirements and a sketch of the desired output BGP con�gurations then computes
router-level BGP policies. It also outputs a set of OSPF requirements (to be fed to
NetComplete’s OSPF synthesizer) if the BGP requirements cannot be enforced by
BGP policies alone.
To synthesize BGP con�gurations, NetComplete uses a two-step approach.

First, NetComplete computes a BGP propagation graph which de�nes a correct
propagation of BGP announcements. Second, NetComplete uses a user-provided
con�gurations sketch in addition to the knowledge of how BGP protocol propagates
announcements and the BGP route selection process to synthesize BGP policies that
enforce the BGP propagation graph.
In this chapter, we present the construction of the BGP propagation graph

which de�nes a correct propagation of BGP announcements in Section 4.3.1. We
illustrate NetComplete’s BGP sketches in Section 4.3.2 and propagation of (symbolic)
announcements over them in Section 4.3.3. �en, we present the encoding of the
BGP route selection process in Section 4.3.4. Finally, in Section 4.3.5, we describe our
BGP synthesis procedure.

4.3.1 BGP Propagation Graph

We present how NetComplete builds, for each pre�x, a propagation graph that
de�nes correct enforcement of the BGP routing requirements for that pre�x. In
more details, NetComplete �rst constructs a graph Gebgp that only considers
announcements learned over eBGP. �en, it re�nes Gebgp into Gbgp, which also
de�nes how announcements are propagated internally (using iBGP). In Figure 4.3,
we illustrate the steps of constructing a BGP propagation graph using our running
example.

Construct eBGP Propagation Graph. �e graph Geb g p contains one node for each
private/public AS. For our example, Geb g p has one AS, AS500, that is managed by
the network operator using NetComplete and four public ones AS100, . . . ,AS400;
see Figure 4.3.
�e graphGeb g p has two kinds of labeled edges: propagate and block edges, labeled

with the preference order over announcements and, respectively, announcements
that must be dropped.
While the requirements de�ne how the tra�c should �ow from the source

to the destination (a destination router or AS), BGP propagates announcements
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AS100→∗→AS300≫ AS100→∗→AS400
≫ AS100→∗→B→AS200
≫ AS100→∗→C→AS200

(a) Positive BGP requirements.

!AS200→∗→AS300 !AS300→∗→AS200 !AS400→∗→AS200
!AS200→∗→AS400 !AS300→∗→AS400 !AS400→∗→AS300

(b) Negative BGP requirements.
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(c) Step-by-step derivation of the BGP propagation graph.
Figure 4.3: Deriving a BGP propagation graph from BGP requirements and a network

topology.

in the opposite direction. �us, to add propagate edges, NetComplete traverses
each positive BGP requirement backward and appends edges along the traversed
ASes. For example, for the requirement AS100 → ∗ → AS300 (see Figure 4.3a),
NetComplete traverses three ASes and adds the propagate edges AS300 → AS500
and AS500 → AS100. While adding these edges, NetComplete tracks the set of
symbolic announcements that must be propagated along them and labels the edges
with the preference order based on the requirements.
To add block edges, NetComplete traverses each negative requirement and adds

block edges to enforce it. For example, given the requirement !AS200 → ∗ →
AS300, NetComplete adds the block edge AS500 → AS200, labeled with !AS300
in Figure 4.3c, to enforce this requirement.
Once Geb g p is entirely constructed, NetComplete checks if preferences over

announcements are consistent. To illustrate, suppose AS1 must select announcements
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from AS2, and AS2 must select from AS3.�en, the preferences over announcements
labeled along the edges AS3→ AS2 and AS2→ AS1 must match.

Construct iBGP Propagation Graph. Next, NetComplete re�nes Geb g p into a
detailed propagation graph, Gb g p , that also accounts for iBGP (only in the ASes
managed by the operators using NetComplete).
First, for each private AS in Geb g p , NetComplete adds to Gb g p all BGP-enabled

routers within that AS. For our example, NetComplete adds the routers A, B, C, and
D.
Second, NetComplete connects the neighbor routers between ASes that have an

edge in Geb g p . For example, for edge AS200→AS500 in Geb g p , NetComplete adds
the edges AS200→B and AS200→C to Gb g p .
Finally, NetComplete extends the paths learned via eBGP. Note that in iBGP

routers will not export routes learned from another iBGP router. Similar to
Geb g p , nodes in Gb g p are labeled with the preferences over announcements and
NetComplete check if the preferences over announcements are consistent.

4.3.2 BGP Policies

We, �rst, present the semantics of BGP policies then we show how an operator
would provide a sketch of BGP policies in NetComplete. Finally, we show how
NetComplete encodes BGP policy sketches into SMT formulas.
A BGP policy applies on a set of announcements and has a match expression

followed by zero or more actions.�ematch expression is a boolean formula over the
announcement’s attributes. If thematch expression holds for the input announcement,
then the actions are executed which modify the announcement’s attributes or drop
the announcement. For example, the following policy:
1 BGPPol icy
2 match next −hop AS200
3 s e t l o c a l − p r e f 10

matches an announcement whose NextHop attribute is set to AS200 and sets the value
of attribute LocalPref to 10.

Sketching BGP Policies. NetComplete allows network operators to de�ne the policy
sketch at three levels of details; (i) everything is concrete (no holes), (ii) de�ne the
types of matches and actions but leave the speci�c values empty (see Figure 4.4a),
(iii) or leave the matches and actions as holes (see Figure 4.4b).

Encoding BGP Policy Sketches.We illustrate the encoding of BGP sketches using
SMT constraints. Consider the following BGP sketch:
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1 A t t r i b u t e s S k e t c h
2 match next −hop AS200
3 s e t l o c a l − p r e f ? < 50

�is sketch would match any announcement that has the value AS200 set for
the next hop attribute. If an announcement is matched, this policy sets the local
preference of the output announcement to a value that is yet to be synthesized by
the BGP synthesizer. As de�ned by the sketch, this local preference value must be
smaller than 50. Note that this BGP policy does not change the remaining attributes
(as there are no further actions).
We encode this BGP sketch as follows:

if NextHopAin = AS200
then ((LocalPrefAout = Var1) ∧ (0 < Var1 < 50)

∧(∀X ∈ Attrs∖ {LocalPref}. XAout = XAin))
else ∀X ∈ Attrs. XAout = XAin

where Attrs = {NextHop, . . .} and Var1 are fresh variables

Here, the variable Var1 represents the local preference value that will be set by the
BGP policy. Ain represents the input announcement (before the BGP policy processes
it) and Aout the output one.�e constraint formalizes that only input announcements
with next hop equal to AS200 are matched. For matched announcements, the then
constraint encodes that the output announcement has a local preference set to Var1,
which is a value smaller than 50, and all remaining attributes are identical to those in
the input announcement (and thus remain unchanged). Finally, the else constraint
ensures that if an announcement is not matched (its local preference is not AS200),
then all attributes remain unchanged.
In Section 4.3.5, we show how NetComplete synthesizes BGP policy and

instantiates the symbolic values in the given sketch to enforce the BGP propagation
graph.

4.3.3 Processing Symbolic Announcements

We present how NetComplete processes symbolic BGP announcements that
are passing through the various BGP policy sketches in the network. Given an
announcement A, we write attrA to denote the attribute attr of A. For instance,
LocalPrefA returns A’s local preference. Each announcement attribute either has a
concrete value, if its value is �xed by the partial con�gurations, or a symbolic value,
if a correct concrete value is yet to be discovered by the BGP synthesizer.



64 network-wide configurations synthesis with autocompletion

1 A t t r i b u t e s S k e t c h
2 match next −hop AS200
3 s e t l o c a l − p r e f ? < 50

(a) Attributes sketch Sattr

1 A b s t r a c t S k e t c h
2 match ?
3 s e t ?

(b) Abstract sketch Sabs
Figure 4.4: Example of two BGP policy sketches.

We represent announcements symbolically as their attributes’ values
are constrained by the BGP policies, which are yet to be synthesized. In
NetComplete, each announcement A is represented with a set of symbolic variables
PrefixA, . . . , NextHopA. �e set of possible attribute values of A is captured by a
conjunction of constraints over these variables. For example, the constraint:

(NextHopA = AS200) ∧ (0 < LocalPrefA < 50)

captures all announcementswhose next hop isAS200 and local preference is a positive
integer smaller than 50.
In addition to the standard BGP attributes that are listed in Figure 1.2 we introduce

two boolean variables: PermittedA, which indicates whether the announcement A is
dropped, and eBGPA, which indicates whether A is sent via eBGP or iBGP.

Processing Announcements with Policy Sketches. A BGP policy sketch takes as
input a symbolic announcement Ain (a set of constraints over Ain’s attributes) and
outputs another symbolic announcement Aout. To compute the set of possible output
announcements for a given input announcement, we take the conjunction of the
BGP sketch constraints with the constraint that captures the set of possible concrete
input announcements.
To illustrate this step, consider the input announcement NextHopAin = AS200 and

the BGP sketch in Figure 4.4a. Since the NextHop attribute is concrete and equal to
AS200, NetComplete knows that the input announcement would match this policy.
�erefore, NetComplete captures the set of possible output announcements with the
constraint:

(LocalPrefAout = Var1) ∧ (0 < Var1 < 50) ∧ (NextHopAout = NextHopAin) ∧ ⋯

Namely, the local preference of the output announcement is set to the value of Var1,
which is constrained to positive values below 50 (to be synthesized by NetComplete),
and all remaining attributes are identical to those in the input announcement
(captured with equality constraints, such as NextHopAout = NextHopAin ).
As another example, consider the input announcement NextHopAin = Var1

where the NextHop attribute is symbolic. When evaluating this announcement with
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PrefNoIGP(A1 ,A2) ⇔

// 0) A1 is received and A2 is dropped

(permittedA1 ∧ ¬permittedA2)

// 1) Higher local preference

∨(permittedA1 ∧ permittedA2 ∧ (LocalPrefA1 > LocalPrefA2))

// 2) Lower AS path length

∨(permittedA1 ∧ permittedA2 ∧ (LocalPrefA1 = LocalPrefA2)

∧ (AsPathLenA1 > AsPathLenA2))

⋮

// 5) Prefer routes learned over eBGP

∨(permittedA1 ∧ permittedA2 ∧ (LocalPrefA1 = LocalPrefA2)

⋯∧ (eBGPA1 ∧¬eBGPA2))

Pref(A1 ,A2) ⇔ PrefNoIGP(A1 ,A2)∨
// 6) Lower IGP cost

(permittedA1 ∧ permittedA2 ∧ (LocalPrefA1 = LocalPrefA2)

⋯∧ (IGPCostA1 < IGPCostA2))

Figure 4.5: SMT encoding of the BGP tie-breaking process of announcements carrying
same pre�x.

the BGP sketch in Figure 4.4a, NetComplete captures the set of possible output
announcements with the following constraint:

if Var1 = AS200
then (LocalPrefAout = Var2) ∧ (0 < Var2 < 50)

∧ (NextHopAout = NextHopAin) ∧ ⋯
else (NextHopAout = NextHopAin) ∧ ⋯

�is constraint is more complex because the result of the match expression depends
on the symbolic next hop (Var1). If the next hop is AS200, then the local preference is
set to Var2 and all remaining attributes remain unchanged. Otherwise, all attributes
in the output announcement Aout are identical to those in the input announcement
Ain.
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4.3.4 SMT Encoding of the BGP Selection Process

When a BGP router receives di�erent announcements for the same pre�x, it uses the
BGP’s tie-breaking process to select the best route; see Section 1.4. We encode the
selection process into two SMT predicates: PrefNoIGP(A1,A2) and Pref(A1,A2). For
any two symbolic announcements A1 and A2 carrying the same pre�x, the predicate
PrefNoIGP(A1,A2) holds if and only if A1 is preferred over A2 without considering
the IGP costs of A1 and A2. In other words, steps 1 through 5 in the BGP tie-breaking
process, de�ned in Section 1.4, are su�cient to break the tie break between A1 and
A2. While the predicate Pref(A1,A2) holds if and only if A1 is preferred over A2 with
considering the IGP costs of the paths that A1 and A2 are learned over.
Both Pref(A1,A2) and PrefNoIGP(A1,A2) are de�ned as a disjunction over the

di�erent cases de�ned by the BGP selection process. First, if A2 is dropped, then A1
is selected as a best route. Second, if both announcements are permitted, the router
selects A1 over A2 if A1’s local preference is lower than that of A2. Analogously, the
constraint encodes cases 3− 5 described in Section 1.4. Note, for the SMT encoding
to be correct, the disjunction formula checks for each step that the previous step was
a tie.

4.3.5 BGP Policy Synthesis

We now describe how NetComplete synthesizes BGP policies from requirements
and policy sketches.

Encoding Requirements. Suppose that a router receives multiple announcements
A1, . . . ,An to the same pre�x. �e BGP propagation graph identi�es a preference
with which the announcements must be selected by the router. Suppose the router
must select announcements A1,A2, and A3 in the order A1 ≫ A2 ≫ A3. We encode
this requirement with the following constraint:

Pref(A1,A2) ∧ Pref(A2,A3) ∧ (∀i ∈ [4, .., n].Pref(A3,A i))

Note that simpler requirements that do not stipulate a particular order are a special
case. For example, if a requirement stipulates that an announcement Ak is selected
as the best route, the above constraint becomes:

∀i ∈ [1, n]. k ≠ i Ô⇒ Pref(Ak ,A i)

Overall Synthesis Algorithm Putting all pieces together, the complete algorithm
employed by NetComplete to synthesize concrete BGP policies is as follows:
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Step 1 (Section 4.3.1): Construct a BGP propagation graph Gbgp from the given
requirements and the network topology.

Step 2 (Section 4.3.2): Encode the routers’ BGP policy sketches. �e result is a
constraint φS over variables S. Each concrete instantiation of the variables S
identi�es concrete BGP policies.

Step 3 (Section 4.3.3): Declare symbolic variables A to represent all the
announcements propagated through the BGP propagation graph. Propagate
all symbolic announcements through the policy sketches. �e result is an SMT
constraint φannouncements over the variables S and A.

Step 4 (Synthesis without additional IGP requirements): Encode the route selection
process and the requirements with the BGP selection predicate PrefNoIGP,
resulting in SMT constraints φselect and φreq over the variables A. If a model of
φselect ∧ φreq exists, then derive concrete BGP policies and return; otherwise,
go to Step 5.

Step 5 (Synthesis with additional IGP requirements): Find the unsatis�able core of
φselect ∧φreq and derive a set S of pairs (A1,A2) of announcements that cannot
be correctly selected without considering their IGP costs.Modify the constraint
to:

( ⋀
(A1 ,A2)∈S

IGPCostA1 < IGPCostA2) ⇒ φselect ∧ φreq

If a model of this constraint exists, then derive BGP policies, create
IGP requirements from the set S, and return; otherwise, return that the
requirements cannot be satis�ed.

4.4 ospf synthesis

We now present NetComplete’s OSPF synthesizer. OSPF is a Dijskstra-based routing
protocol that forwards tra�c along the shortest path, where path costs are computed
based on the OSPF cost (positive integer) attached to each link [32, 33]. NetComplete
features a new counter-example guided inductive synthesis (CEGIS) [84] algorithm for
OSPF that, given a set of OSPF requirements and a network topology, outputs OSPF
link costs that enforce the requirements. Our algorithm can be tailored to support
other Dijkstra-based routing protocols, such as IS-IS [34].

4.4.1 SMT Encoding

We phrase the OSPF synthesis problem as a constraint solving problem as follows:
For any link that connects two nodes R to R′ we introduce an integer variable CR ,R′

to represent the cost of link R → R′. �e cost of a path is given by the sum of the
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(AS100→ A→ C → AS300
= AS100→ A→ D → C → AS300)

≫ AS100→ A→ B → C → AS300

(a) OSPF Requirements.

B C

A D
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20
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(b) Link costs.
Figure 4.6: Example of OSPF requirements and a correct link costs assignment.

link costs along that path. For example, the cost of AS100→ A→ B → C → AS300,
denoted by Cost(A → B → C), is CA,B + CB,C . Note, the links AS100 → A and
C → AS300 are eBGP links and, hence, not included in the OSPF path cost. We also
denote the �nite set of all simple paths between two nodes R and R′ with Paths(R,R′).
We can encode that the path P = AS100 → A → C → AS300 has the lowest cost
among all other simple paths from AS100 to AS300 via:

∀x ∈ Paths(AS100,AS300)∖{P}. Cost(A→ C)<Cost(x)

We can directly use this method to encode the enforcement of OSPF requirements;
see Figure 4.6. For our example requirements, we obtain:

Cost(A→ C) = Cost(A→ D → C)
∧(Cost(A→ C) < Cost(A→ B → C))
∧(∀x ∈ Paths(AS100,AS300) ∖ Reqs. Cost(A→ C) < Cost(x)),

where Reqs = {A→ C,A→ D → C,A→ B → C}

�is constraint captures that: (i) AS100→ A→ C → AS300 and AS100→ A→ D →
C → AS300must have equal costs, (ii) path AS100→ A→ C → AS300 has lower cost
than AS100→ A→ B → C → AS300, and (iii) all other paths have higher cost than
AS100 → A → B → C → AS300. Note, in this example, Paths(AS100,AS300) = S.
�erefore, we have Paths(AS100,AS300) ∖ S = ∅ and condition (iii) vacuously holds.

Naive OSPF Synthesis. A naive synthesis solution is to encode all requirements with
constraints, as described above, and to then use a constraint solver to discover a
model that identi�es correct link costs. Unfortunately, phrasing the OSPF synthesis
problem directly into SMT does not scale to large networks. �e main issue is the
for-all (∀) quanti�er in the constraints used to encode that a path has a lower cost
among all other simple paths with the same source and destination. Note, counting
all paths in a graph is ♯P-complete [100].
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4.4.2 Counter-Example Guided Inductive Synthesis for OSPF

In this section, present our new counter-example guided inductive synthesis (CEGIS)
algorithm for OSPF. CEGIS is a contemporary approach to synthesis, where a correct
solution is iteratively learned from counter-examples [84]. CEGIS algorithms tend to
work quite well in practice because o�en a small number of counter-examples (that
is, few iterations) is su�cient to discover a correct solution.
�e OSPF synthesis problem amounts to �nding a model of logical constraints of

the form:
∃C. EncodeOSPF(C, r,Paths(r))

where C is the set of variables that represent link costs, r is an OSPF requirement,
Paths(r) is the set of all paths from the source Src and destination Dst provided in
the requirement r, and EncodeOSPF(C, r,Paths(r)) returns a logical formula that
encodes the requirement’s satisfaction (as described in Section 4.4.1). Finding amodel
of this formula directly using a constraint solver is di�cult due to the large number of
paths in Paths(r). To avoid this quanti�er, CEGIS restricts the constraint to a (small)
set of paths S = {P1, . . . , Pn} ⊆ Paths(r). �e resulting constraint is:

∃C. EncodeOSPF(C, r, S)

which is easier to solve by existing constraint solvers. A model of this constraint
identi�es link costs that imply that the requirement holds over the paths in S.
However, it may not hold over all paths in Paths(r). �e idea of CEGIS is to check
the requirement over all paths and to obtain a concrete counter-example that violates
it, if one exists; we remark that the step of checking is usually e�cient. �e set S is
then iteratively expanded with counter-examples until a correct solution is found.

Algorithm We show the main steps of our CEGIS algorithm in Alg. 4. For each
requirement r ∈ Reqs, the algorithm declares a set Sr (line 3). �e algorithm then
iteratively repeats the following steps. For each requirement r ∈ Reqs, the algorithm
samples b paths from the source to the destination of the requirement r and adds these
to Sr (line 7). It then encodes the requirement’s satisfaction with respect to Sr (line 8)
and conjoins the result to φ (line 9). If the resulting constraint φ is unsatis�able, it
means the requirements cannot be satis�ed and the algorithm returns � to indicate
this. Otherwise, it obtains a modelM of the constraints φ (line 12), which de�nes a
concrete value for each link cost variable.
�e algorithm then checks whether these costs de�ned by M enforce the

requirements Reqs (over all paths). If the requirements are satis�ed, the algorithm
returnsM(C) (line 14), i.e. it returns the values associated to the link cost variables
C. Otherwise, it obtains a concrete counter-example as a pair (r, path) of a path path
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Algorithm 4: CEGIS algorithm for synthesizing OSPF link costs with
respect to OSPF requirements.

Input: OSPF requirements Reqs = ⋃i r i , link cost variables C, bound b
Output: OSPF link costs

1 begin
2 for r ∈ Reqs do
3 Sr = ∅

4 while true do
5 φ = true
6 for r ∈ Reqs do
7 Sr ← Sr ∪ SamplePaths(r, b)
8 φr ← EncodeOSPF(C, r, Sr)
9 φ ← φ ∧ φr

10 if Unsat(φ) then
11 return �
12 M ←Model(φ)
13 if CheckReqs(M,Reqs) then
14 return M(C)

15 (r, path) ← CounterExample(M,Reqs)
16 Sr ← Sr ∪ {path}

that violates a requirement r, and expands the set Sr with path (line 16). �is ensures
that the counter-example is avoided in the next iteraion. Further, to reach a solution
faster, the algorithm samples additional b paths for each requirement r and adds
them to Sr . �ese steps are repeated until a solution is found or the requirements are
deemed unsatis�able.

4.5 implementation and evaluation

We implemented NetComplete in about 10K lines of Python code using SMT-
LIB v2 [91] and Z3 [92]. NetComplete’s SMT formulas use the theories of linear
integer arithmetic and quanti�er-free uninterpreted functions. Our prototype takes
as input partial con�gurations (combining OSPF, BGP, and static routes) and outputs
completed ones. We support standard Cisco commands for setting OSPF costs and
BGP policies and can easily extend our code base to support other languages.
In this section, we show that NetComplete’s implementation is practical and

scales to realistic networks. Speci�cally, we measure: (i) NetComplete OSPF and
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BGP synthesis times in growing network topologies; (ii) the impact of having more or
less symbolic variables in the sketches; and (iii) how NetComplete compares against
competing approaches such as SyNET.

4.5.1 Methodology and Datasets

We evaluate NetComplete on real-world network topologies from the well-known
dataset Topology Zoo [94]. However, this dataset provides only topologies without
any high-level policies and routers con�gurations. In this section, we show our
methodology of how we select our evaluation topologies from Topology Zoo and
how we generate high-level routing requirements and con�gurations sketches for the
selected topologies.

Topologies.We sample 15 network topologies from Topology Zoo that we classify
according to the number of routers in the topology: small (from 32 to 34 routers),
medium (from 68 to 74 routers), and large (from 145 to 197 routers). We select 5
topologies per category.

Requirements. For each chosen topology, we generate a set of routing requirements
to evaluate our implementation. We generate four types of routing requirements
(simple, any-path, ECMP, and ordered). For each requirement, we randomly select
a source-destination pair (Src,Dst) from the routers in the topology. For simple
path requirements, we choose a random feasible path to forward tra�c from Src to
Dst. For the other requirements, we �rst choose two paths P1 and P2 from Src to Dst
and then we construct (P1, P2) for any-path requirements, (P1 = P2) for ECMP, or
P1 ≫ P2 for ordered requirements. For each topology, we generate multiple sets of
requirements of size 2, 8, and 16. We generate all four types of requirements for the
OSPF evaluation, and only generate simple and ordered path requirements for the
BGP evaluation. Indeed, any-path and ECMP requirements are typically internal
requirements and are therefore typically enforced by IGP protocols.

Sketches. We construct con�guration sketches for each topology from a fully
concrete con�guration (which we synthesize using NetComplete) for which we
randomlymake a given percentage of the variables symbolic. For instance, to generate
partial OSPF (resp. BGP) con�gurations that are 50% symbolic, we randomly make
50% of the edges (resp. BGP import/export policies) in the synthesized concrete
con�gurations symbolic.

Validation. We validate that our synthesized con�gurations comply with the
corresponding requirements in an emulated environment composed of Cisco
routers [93].
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4.5.2 Results

We now present our experimental-evaluation results focusing �rst on OSPF synthesis,
before then BGP synthesis, and �nishing with a comparison with SyNET. We run
all our experiments on a server with 128GB of RAM and a 12-core dual-processors
running at 2.3GHz. Unless indicated, we report averaged results over 5 runs and
across topologies of the same class.

OSPF Synthesis. We �rst illustrate the e�ectiveness of synthesizing OSPF
con�guration using our CEGIS algorithm versus a naive algorithm in which the
entire ∃∀φ constraint, i.e., exploring all the paths between the source and destination
in one shot, is directly fed to the solver. We then evaluate how sketches a�ect the
overall synthesis time.
We report our results in Table 4.1 and convey four important insights. First, CEGIS

signi�cantly outperforms naive OSPF synthesis, especially in large networks where
naive synthesis does not even terminate within a day. Second, we see that the synthesis
time is proportional to both the topology size and the number of requirements.
Indeed, the number of symbolic variables is equal to the number of symbolic edge
costs, while the number of constraints is proportional to the requirements size and
the number of available paths.�ird, ordered path requirements take more time
to synthesize than the other requirements. �is is expected as such requirements
specify a strict sequence of paths making the search space more sparse. Fourth, the
use of more concrete values signi�cantly reduces the synthesis time, especially for
ordered path requirements with reductions up to 70%. We further illustrate this
behavior in Figure 4.7 which depicts the times required to synthesize 16 ordered
path requirements for the large networks as a function of the percentage of symbolic
values. We see that NetComplete indeed leverages the concrete variables and the
reduced search space to synthesize con�gurations faster.
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Figure 4.7: NetComplete synthesizes ordered path requirements faster when the
con�guration sketch provides more concrete values for edge costs.
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2 requirements 8 requirements 16 requirements
Network Req. 50% symbolic 100% symbolic 50% symbolic 100% symbolic 50% symbolic 100% symbolic
size type CEGIS Naive CEGIS Naive CEGIS Naive CEGIS Naive CEGIS Naive CEGIS Naive

Small Simple 0.41 0.93 0.43 1.04 1.66 2.42 1.67 2.73 3.33 6.95 3.39 8.02
Any-path 0.62 2.00 0.67 2.38 2.31 12.27 2.38 14.48 4.63 7.22 4.76 8.58
ECMP 0.48 0.84 0.53 0.94 1.72 5.02 1.77 5.76 3.44 3.16 3.48 3.61
Ordered 0.55 0.54 0.68 0.64 2.90 2.93 5.49 3.50 4.76 5.07 7.93 6.05

Medium Simple 0.79 790.04 0.81 1554.81 3.06 19613.55 3.10 20.60 6.17 3238.46 6.18 6039.24
Any-path 1.27 1677.30 1.28 4208.68 4.89 18758.02 4.94 66.10 9.70 107.13 9.83 122.68
ECMP 0.85 567.02 0.86 1370.70 3.16 5643.60 3.24 22272.88 6.34 45.32 6.39 51.61
Ordered 1.76 450.64 2.81 732.60 30.83 2942.83 33.60 8636.21 31.08 49.43 43.63 58.54

Large Simple 1.78 > 24h 1.85 > 24h 7.35 > 24h 7.40 > 24h 13.90 > 24h 14.03 > 24h
Any-path 4.23 > 24h 4.33 > 24h 16.59 > 24h 16.89 > 24h 32.61 > 24h 33.01 > 24h
ECMP 1.83 > 24h 1.89 > 24h 7.07 > 24h 7.14 > 24h 13.37 > 24h 13.52 > 24h
Ordered 6.90 > 24h 15.00 > 24h 33.81 > 24h 44.72 > 24h 249.48 > 24h 1155.19 > 24h

Table 4.1: Using Counter-Example Guided Inductive Synthesis (CEGIS) to synthesize OSPF weights is considerably faster than a naive
OSPF algorithm which aims to solve all constraints at once.
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BGP Synthesis.We now evaluate the e�ectiveness of our BGP synthesizer and how
it leverages partial evaluation to concretize up to 25% of the symbolic variables and
therefore speed up the overall synthesis time.

Topo Req. Total # 16 reqs.
type of vars Min% Eval Max% Eval

Small Simple 58578 9.62% 18.76%
Ordered 37662 16.75% 18.76%

Medium Simple 98683 7.27% 13.54%
Ordered 58924 10.02% 22.81%

Large Simple 83832 11.93% 14.57%
Ordered 29565 22.56% 25.07%

Table 4.2: Number of generated symbolic variables. �anks to partial evaluation,
NetComplete is able to evaluate between 7% and 25% of the symbolic variables—
making BGP synthesis signi�cantly faster.

In Table 4.2, we show the average number of generated symbolic variables for each
group. We see that the number of generated symbolic variables is not directly related
to the topology size and the number of requirements: the number of variables for
medium topologies can exceed the ones of larger topologies. For BGP, the number
of variables indeed depends on: (i) the number of routers (and their connectivity)
in the computed BGP propagation graph; (ii) the complexity of the con�guration
sketch; and (iii) the e�ectiveness of partial evaluation.
Regarding partial evaluation, we observe that NetCompletemanages to evaluate

between 7% and 25% of the generated symbolic variables (see Table 4.2), whichmakes
BGP synthesis proportionally faster. Indeed, in Figure 4.8, we show how the BGP
synthesis time evolves linearly as a function of the number of symbolic variables. We
also see that NetComplete always manages to synthesize BGP con�gurations in less
than 14min.

Comparison to SyNET We now compare the synthesis time of NetComplete to
SyNET. Speci�cally, we compare NetComplete and SyNET running times for the
worst-case scenario reported in [101] involving 10 requirements de�ned in topologies
with 49 and 64 routers. Since SyNETde�nes requirements in terms of the number of
tra�c classes and not forwarding paths as NetComplete, we �rst translate each tra�c
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Figure 4.8: BGP synthesis time grows linearly with respect to the number of symbolic
variables.

class to a set of simple path requirements. To ensure a fair comparison, we provide
NetComplete with entirely symbolic sketch since SyNETdoes not accept sketches.

# Rtrs Protocol SyNET NetComplete

49 Static 14m11s 0.05s
Static + OSPF 5h22m56s 2m1s
Static + OSPF + BGP timeout (> 24h) 44m2s

64 Static 49m22s 0.06s
Static + OSPF 21h13m16s 2m22s
Static + OSPF + BGP timeout (> 24h) 6h6m30s

Figure 4.9: NetComplete is > 600× faster than [101].

Our results, in Figure 4.9, shows that NetComplete is at least 600× faster than
SyNET and is able to synthesize con�gurations for larger topologies that SyNET timed
out on. �is speed up stems from two factors. First, NetComplete does not use
an SMT solver for the requirements that it can solve directly (such as synthesizing
static routes). Second, NetComplete relies on domain-speci�c heuristics (CEGIS
and partial evaluation) to reduce the search space, while SyNET relies on the generic
optimizations of the underlying SMT solver.
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4.6 summary

We presented NetComplete, the �rst scalable network-wide con�guration
synthesizer to support multiple protocols and a partial sketch of the desired
con�guration. While SyNET presented a general network-wide synthesis framework,
NetComplete focused on the practical aspects of this problem.Namely, unlike SyNET,
NetCompleteis capable of synthesizing con�gurations for a limited set of built-in
protocols. However, this design choice enables NetCompleteto use more e�cient
optimization strategies that enables it to scale to support networks larger in size and
to evolve existing con�gurations rather than synthesizing new ones.
NetComplete features a new BGP synthesis procedure that supports BGP

con�guration sketches and partial computations over symbolic announcements.
It also introduces an e�cient synthesis procedure for the widely-used OSPF protocol.
�is procedure is based on counter-example guided inductive synthesis and achieves
signi�cant speedups (> 100x) over existing solutions.
Finally, we presented a comprehensive set of experimental results, which

demonstrate that NetComplete can autocomplete con�gurations for large networks
with up to 200 routers within few minutes.
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5
SDN PROGRAMMING AND CONCURRENCY I S SUE S

In the past few years, So�ware-De�ned Networking (SDN) managed to establish
itself as a promising approach for designing and operating computer networks. SDN’s
vision focuses on two fundamental premises: separating the control and data planes
and centralizing the controller; see Section 1.5. However, realizing this vision in
practice requires developers to build highly sophisticated and reliable SDN controllers
(i.e., control so�ware operating on top of a network). An SDN controller, at its core,
is an event-driven program whose goal is to compute, maintain, and populate the
forwarding table of each SDN switch in the network. SDN controllers operate in
highly asynchronous environments where events such as packets arriving at a switch,
link or node failures, or expiring �ows can be dispatched to the controller at any time,
all non-deterministically. �e controller can request synchronously other events such
as statistics from the switches. Building such highly asynchronous programs is known
to be a challenging problem due to inadvertently introducing harmful concurrency
errors.
In the context of SDN, there are two places where concurrent interference can

occur: (i) within the SDN control so�ware itself (e.g., if it is multi-threaded or
distributed); and (ii) at the interface between the control so�ware and the SDN
switches. SDN switches can indeed be seen as memory locations which are read and
modi�ed by various events and entities. While the �rst kind of interference can be
detected with standard approaches [102], the second kind of interference is harder
to detect as it o�en depends on a particular ordering of speci�c, but unpredictable
events. Yet, detecting these interferences is crucial as they are typically at the root of
deeper semantic problems such as black holes, forwarding loops or non-deterministic
forwarding.
In the following, we say that a concurrency issue arises when there are two

unordered accesses to the switch �ow table, one of which is a write produced by the
controller. A harmful concurrency violation is a bug that a�ects the correctness of the
SDN controller’s execution [103].
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(b) Basic load-balancing application

Figure 5.1: An example of a simple load-balancing application and a sequence of events,
which leads a concurrency violation that triggers a forwarding loop.

5.1 a non-deterministic forwarding loop in a load balancer

We start this section by introducing the example application showing a sequence of
events that leads to a concurrency violation.�en, demonstrate how the concurrency
violations leads to violations in high-level correctness properties.
Consider a simple SDN controller programwhich runs a load-balancer application

(see Figure 5.1) that directs external requests to a chosen replica in a round-robin
fashion. For this basic program, we show that a data race can happen; i.e., two
unordered operations on a �ow table, one of which is a �ow table write event. A race
condition can cause the tra�c to be trapped in a forwarding loop or be delivered to
di�erent replicas.
Now, consider the following sequence of events: an external host, Host #1, sends

a request directed to a farm of web server replicas identi�ed by the IP address
198.51.100.1. �at request hits the �rst switch in the network, S1 1©; since it is
a new request, S1 sends the request to the controller 2© in an OpenFlow message
called PACKET_IN. �e controller (i) elects Replica #1 to serve the new request; (ii)
computes the shortest-path between S1 and Replica #1 (as well as the return path)
according to the load-balancing application de�ned in Figure 5.1b; (iii) pushes down
two �ow table write events (called FLOW_MODs), one for each tra�c direction, on
S1 3©– 4© and similarly on S2 9©– 10© to forward the packets fromHost #1 to Replica #1
(as well as the return path); and (iv) sends the request back to S1 in a PACKET_OUT
5©. S1 sends the request to S2 6©. In this trace, the packet hits S2 7© before the
corresponding �ow rules 9©– 10© are installed on S2, causing the packet to be sent
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back to the controller 8© (as switch S2 does not have any entries installed to handle
this packet). Assuming a round-robin selection algorithm, the controller assumes
this is a new request and elects Replica #2, computes the shortest-path between S2
and Replica #2 and pushes down the corresponding �ow rules on S2, S1, and S3; for
brevity we do not show this step in Figure 5.1.
From this point on, the tra�c is processed incorrectly, in a non-deterministic

manner, as S1 and S2 each have forwarding entries with the same priority that match
each direction of the tra�c. Concretely, both directions of the tra�c either end up
caught in a forwarding loop, if S1 (respectively, S2) uses the rule to forward the
tra�c to S2 (respectively, S3), or hits one of the two replicas, non-deterministically.
As replicas maintain state for each connection they receive, changing the replica
on-the-�y will cause the connection to drop. In both cases, tra�c ends up being lost.

Concurrency Violations. In this example, the concurrency error arises between the
read event caused by the packet received by S2 7© and the write event 9©matching
it which leads to lost tra�c. Note that the controller could prevent this problem by
using OpenFlow Barrier messages (BARRIER_REQUEST and BARRIER_REPLY) to
ensure the rules are installed on both S1 and S2 before pushing the request back to
S1.

High-Level Properties Violations. In particular, we focus on two high-level
properties: update isolation and packet coherence.
Informally, update isolation dictates that di�erent policy changes do not interfere

with each other (we provide a formal de�nition in Section 6.5.2). Note that update
isolation property only pertains to concurrency violations between di�erent �ow
table write events. In our example, the load-balancer application issued two policy
changes: the �rst policy selects Replica #1, while the second policy selects Replica #2.
However, due to the concurrency violations between the read event caused by the
packet received by S2 7© and the write event 9©, the network violates the update
isolation property. In particular, S1 forwards tra�c according to the �rst policy
(to Replica #1) while S2 is forwarding tra�c according to the second policy (to
Replica #2). Note that solving the underlying concurrency violation also solves the
violation of this property.
On the other hand, the packet coherence property dictates that each packet is

processed entirely by one consistent global policy (we provide a formal de�nition
in Section 6.5.3). Note that update packet coherence property only pertains to
concurrency violations between �ow table write events and packets reading the
�ow table entries. In our example, the switches process the �rst packet of the request
using two policies (using Replica #1 and Replica #2). In this instance, the violation of
the packet coherence properties could lead to a forwarding loop in the network.
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5.2 problem statement

A practical SDN concurrency analysis tool would help SDN controller developers
not only to detect concurrency violations but also to provide useful insights into any
violations of high-level properties. Informally, an SDN concurrency analysis tool
takes as input an event trace π and reports to the developers (i) harmful concurrency
violations; (ii) high-level properties violations to understand the broader impact
of the harmful concurrency violations on the correctness of the SDN controller;
and (iii) a small set of representative concurrency violations (ideally, one violation
per bug). To obtain an event trace π, the developers could collect the events from
their existing quality-assurance (QA) environment; in which the controller runs
on real hardware or an emulated network to detect any bugs before deployment
to production. However, even a small event trace could contain millions of events;
depending on the size of the network, the number of packets �owing through the
network, and the complexity of the SDN applications running inside the controller.
�us, a concurrency analysis tool could report thousands or even tens of thousands of
concurrency violations overwhelming the developers, making such tools impractical.
�us, it is crucial for a practical concurrency analysis tool to report only harmful
concurrency violations. Due to the nature of the network, the same bug that is the
root cause of a concurrency violation could be triggered multiple times and report
di�erent violations. Hence, ideally, a concurrency analysis tool should report one
representative violation per bug so the controller developer could focus on �xing a
given bug. For instance, in our example load-balancer app, every new request triggers
the same concurrency bug (see Section 5.1).

De�nition 5.2.1. SDN Concurrency Analysis Problem Statement
Given an event trace π produced by an SDNnetwork, �nd all the harmful concurrency
violations and the high-level properties that are violated as a consequence.

5.3 our contributions

We next summarize our main contributions to address the SDN concurrency analysis
problem:

1. A thorough happens-before model (HB model) [104] which precisely captures
the asynchronous interaction between an OpenFlow-based SDN controller
and the SDN switches (Section 6.3). �e HB model is a relation that precisely
captures the ordering of events in an SDN network based on the potential
causality relation between them. We use the ordering captured by the HB
model to detect any potential unordered memory access and, hence, potential
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concurrency violations. Note, not all reports from this analysis alone are true
violations that a�ect the correctness of the SDN network.

2. A set of e�ective �lters that dramatically reduce the number of reports,
including a commutativity speci�cation which captures the precise conditions
under which two operations on the network switch commute (Section 6.4).
Together, the speci�cation and the �lters reduce the number of reported issues
by several orders of magnitude.

3. A set of domain-speci�c features to measure the similarities between
concurrency violations. We use the set of domain-speci�c features to cluster
the related concurrency violations and rank the violations in each cluster.�en
we develop a ranking algorithm to select a representative candidate of each
cluster (Section 6.6). In a case study, we show that solving the concurrency bug
using the representative violation caused 99.23% of the violations to disappear
(Section 6.8).

4. A complete implementation of SDNRacer, a dynamic analyzer which can
readily analyze production-grade (single and multi-threaded) SDN controllers
for various properties including data races, packet coherence, and update
isolation (Section 6.7).

5. A comprehensive evaluation of SDNRacer attesting that it can uncover
harmful and previously unknown bugs in existing SDN applications [105–
113] (Section 6.8).

5.4 related work

Data Plane Veri�cation. Several projects aim to verify the correctness of SDN
networks. Anteater [114], HSA [115] and Libra [116] collect snapshots of the network
forwarding state and check if it violates certain properties. VeriFlow [117] and
NetPlumber [118] build on this by allowing real-time checking upon network updates.
An extension of VeriFlow allows using assertions to check network properties during
controller execution [119]. Similar to SDNRacer, these tools can detect interesting
invariant violations. However, they cannot tell what precise sequence of events led
to them, only that the latest update triggered the violation. STS [120] extends these
works by considering theminimal sequence of events responsible for a given invariant
violation. Unlike SDNRacer, STS does not have a precise formal speci�cation of the
partial orderings of events or the conditions under which two operations commute.
As a result, STS cannot detect bugs unless the invariant is violated in a given trace. On
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the other hand, SDNRacer reports strictly more violations than STS by generalizing
the observed trace to all traces obtainable from the same inputs. Additionally, STS
uses network-wide snapshots to check various properties while SDNRacer considers
all relevant events and thus does not miss any harmful violations. Finally, the output
of SDNRacer and STS is di�erent. STS outputs the minimal sequence of input events
that reproduce an invariant violation while SDNRacer outputs the exact pairs of
read/write events that caused the property violation.

Controller Veri�cation. Other approaches seek to eliminate controller bugs, for
instance, by synthesizing provably correct controllers [121, 122]. Similarly, in
FlowLog [43], rulesets are partially compiled to NetCore [44] policies and then
veri�ed.
NICE [123] uses concolic execution of Python controller programs with symbolic

packets and then runs a model checker to determine invariant violations. Kuai [124]
uses a simpli�ed version of an OpenFlow switch as well as a custom controller
language, but applies partial order reduction techniques to reduce the number of
states the model checker has to explore. Although signi�cantly more performant,
Kuai still su�ers from the state-space explosion problem associated with full model
checking. Vericon [125] converts programs into �rst-order logic formulas and uses
a theorem prover to verify safety properties. In contrast, SDNRacer is a dynamic
analyzer that operates on actual controller traces and can quickly detect concurrency
issues: the root cause of many bugs. �e speed of the analysis only depends on the
trace size, not on the controller. Previous approaches could bene�t from our formal
speci�cations in order to speed-up their veri�cation time; e.g., by not checking
operations that do not interfere with the network state.
CONGUARD uses similar techniques as SDNRacer to detect and exploit

concurrency violations inside the SDN controller so�ware [126]. �is work is
orthogonal to SDNRacer since SDNRacer focuses on the concurrency violations
that are induced by the read/write events from the switches, while CONGUARD
focuses on the concurrency violations inside the SDN controller.
Moreover, researchers [127, 128] presented formal model-checking techniques

to validate SDN controllers. While model checking techniques provide extended
coverage of the application, the controller developers need to develop a faithful
model of their implementation. �e work of Jagadeesan et al. [129] overcomes some
of the traditional scalability limitations of model-based veri�cation by leveraging
machine-learning algorithms.

Consistency properties.OpenFlow is asynchronous, and there is research on how
to provide consistency guarantees under certain circumstances; e.g., how to ensure
per-packet or per-�ow consistency during policy changes. Reitblatt et al. introduced



5.4 related work 85

the notion of update consistency [130]. Several papers [130–133] introduced di�erent
formal techniques to preserve these properties during network updates. Researchers
developed domain-speci�c languages such as the Frenetic language [14], the FatTire
language [134], and NetCore [44] which aim to eradicate bugs in OpenFlow networks
altogether. �is is achieved by adding layers of abstraction and forcing the developers
to use higher-level constructs or declarative languages instead. �ese are then
executed by a run-time system or compiled by a compiler that ensures correctness.
Developers using such systems can use more abstract thinking but must trust that
the run-time system being used is sound. SDNRacer complements this work and can
be used to verify that the run-time system is correct. �e authors of Attendre [135]
propose a mechanism using versioned �ow-table entries and packet bu�ers that
would eliminate certain classes of race conditions in OpenFlow networks. �e main
problem with these solutions is that they do not scale: as �ow tables and bu�ers are
always of �nite size, solutions relying on them cannot make any guarantees for the
worst case when the network is congested. However, they do help in situations where
there is guaranteed to be enough space available for a given task; i.e., the �ow table
should have enough space to hold more than one policy version.

Troubleshooting tools. OFRewind [136] enables manual debugging of OpenFlow
networks by running as a proxy between OpenFlow switches and controllers. It can
capture both control and data plane tra�c, and can re-inject traces into the network.
Similar e�orts are made with ndb [137], a network debugger that sits between the
controller and switches and enables tracing of packets across the network.�ese tools
can be useful for debugging, but they do not explore reorderings of events. In the
case of ndb, additional barrier messages are inserted to prevent reorderings during
debugging.

Violation Clustering and Ranking. Researchers applied grouping or clustering
concurrency violation for event-driven concurrency analyzers in other domains [138–
143]. �e main di�erence is that our clustering method is based on �ne-grained
semantic happens-before information rather than coarse-grained indicators (e.g.,
whether an operation in a violation is in the framework [138]). Also, SDNRacer does
not rely on static analysis and actually considers the controller code as a black box.
�anks to this, our clustering approach based on happens-before information is
general and can thus bene�t existing analyzers such as EventRacer for Android [138].
SDNRacer also goes beyond reducing the number of false positives produced by

traditional concurrency analyzers by automatically reasoning about the common
causes underlying the violations using domain-speci�c knowledge [102, 103, 144].





6
CONCURRENCY ANALYS I S FOR SOFTWARE -DEF INED
NETWORKS

In this chapter, we present a system called SDNRacer, the �rst comprehensive
dynamic and controller-agnostic concurrency analyzer for production-grade SDN
controllers. SDNRacer checks for a variety of errors including (high-level) data races,
packet coherence violations, and update isolation violations. It precisely captures the
asynchrony of SDN environments; thanks to the �rst formulation of a happens-before
(HB) model [104] for the most commonly used OpenFlow features. Our HB relation
is based on an in-depth study of the OpenFlow speci�cation [20] and the behavior
of network switches [145]. Further, we present a commutativity speci�cation of an
SDN switch under which two operations on the switch commute. �is speci�cation
elegantly abstracts the behaviors of the switch and is a principled approach to reducing
the number of false positives, enabling precise and scalable analysis. To assist the
SDN controller developers to debug and �x the reported concurrency violations,
SDNRacer automatically identi�es the most representative concurrency violations:
those that capture the cause of the violation. �e two key insights behind this assist
are that: (i)many violations share the same root cause, and (ii) violations with the
same cause share common characteristics. SDNRacer leverages these observations to
cluster reported violations according to the similarity of events in them as well as
SDN-speci�c features. SDNRacer then reports the most representative violation for
each cluster using a ranking function.
We illustrate the practicality of SDNRacer by analyzing real-world SDN controllers

(both, single and multi-threaded) and show that it automatically discovers harmful
and previously unknown concurrency errors.

6.1 overview

Now, we provide an overview of SDNRacer. We explain, in Section 6.1.1, how
SDNRacer analyzes a trace of SDNnetwork’s events and identify harmful concurrency
issues. In Section 6.1.2, we discuss how to use SDNRacer to detect violations of higher-
level properties (beyond races) such as consistency violations. Finally, in Section 6.1.3,
we discuss how SDNRacer aid developers to troubleshoot and debug concurrency
issues.
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Figure 6.1: �e pipeline of SDNRacer. SDNRacer accepts an event trace from production
or emulated SDN network. First, SDNRacer analyzes the event trace identifying
harmful consistency violations.�en, SDNRacer analyzes the reported races and
identify if any causes a violation of high-level properties. To aid the developers,
out of potentially thousands of violations, SDNRacer reduces them to a handful
of representative ones which closely map to actual controller bugs.

6.1.1 Concurrency Analysis

Detecting concurrency issues, such as described in Section 5.1, requires a careful and
precise de�nition of the operations in the network and of how ordering between
operations is induced in the network. We begin by de�ning a small set of events
which succinctly encapsulate the relevant operations performed by the controller, the
network switches, and hosts in the network. �e goal of de�ning these events is to
design an abstraction that captures all the relevant information for the concurrency
analysis without having to analyze irrelevant low-level implementation details
(e.g., how a switch bu�ers a packet). Example of these events are PACKET_IN,
PACKET_OUT, and FLOW_MOD presented in Section 5.1. SDNRacer accepts a
trace of events produced by SDN network in production or emulated environment.
We provide full speci�cations of the relevant events in Section 6.2.
�en, we de�ne a precise happens-before (HB) model [104] for SDN networks.

Happens-before is a binary relation that de�nes an ordering of events such that if
event a happens before event b then the results of event a (e.g., modifying a �ow table)
are visible to event b. We provide the �rst happens-before speci�cations for SDN
networks in Section 6.3. Events unordered by happens-before relation can interfere;
e.g., events 7© and 9© in the example in Section 5.1. Not all interfering events are
harmful to the network. For example, events that writes or reads di�erent parts of the
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�ow space (e.g., di�erent IP addresses) do not need strict happens-before ordering;
hence are considered false positive concurrency issues.

Filtering False-Positive Concurrency Issues

A key problem that every practical concurrency analyzer must address is reducing the
amount of reported issues that are false positives and therefore, harmless. SDNRacer
�lters numerous false positives by leveraging two distinct �lters. Together, these two
�lters reduce the number of races by up to 99.97%. Detailed evaluation of the �ltering
performance of our tool is provided in Section 6.8.

Filter 1: Commuting Events. Commutativity relates to whether changing the order
of two events a�ects the network state in di�erent ways. If not, then even if two events
are interfering with each other (via low level reads and writes), the network state ends
up being identical. Such interference is therefore harmless and can be �ltered out.
Consider Figure 5.1 again and the write events 3©– 4© that are pushed to S1 upon

the reception by the controller of the packet sent by Host #1 2©. �ese two write
events race with each other as the switch does not guarantee any ordering between
write requests: either 3© will happen before or 4©. However, the race is harmless as
the two events are for non-overlapping entries of the forwarding table. In other words,
the forwarding table at S1 will end up being identical independently of whether 3©
happens before 4© or not.We say that 3© and 4© commute.We present a precise formal
de�nition of the commutativity speci�cation of the forwarding table in Section 6.4.

Filter 2: Time. In theory, SDN switches can take an unbounded amount of time
to perform a command (read or write). In practice, though, they tend to execute
them within a relatively short time frame. �is observation enables SDNRacer to
�lter unlikely interference issues [146–148]. For instance, if a read and a write event
are separated by, say 10 seconds, then they are unlikely to be reordered in practice.
SDNRacer enables the SDN developer to specify a time δ a�er which two events
cannot interfere anymore. �is δ can easily be estimated based on the maximum
network delay and the maximum switch processing time.

6.1.2 Detecting Violations of High-Level Properties

SDNRacer goes beyond detecting interferences and is capable of detecting violations
of higher-level properties such as inconsistent packet forwarding during a network
update [130]. In particular, SDNRacer uses the detected harmful concurrency
violations to identify if any violates update isolation and packet coherence properties.
Informally, SDNRacer analyzes harmful violation between events that belongs to
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di�erent updates to detect any violations of update isolation property. Similarly,
SDNRacer analyzes harmful violation between packet read events and �ow table
write events to detect any violations of packet coherence property. We provide a
formal speci�cation of the high-level properties and how SDNRacer uses the results
of the concurrency analysis to detect any violations of these properties in Section 6.5.
So far, only a few SDN controllers such as Frenetic [14] guarantee update

consistency. With SDNRacer, an SDN developer can now analyze any controller
for consistency problems. In Section 6.8, we show that many such controllers
(Floodlight [149], POX [150], ONOS [15]) are actually inconsistent. Most importantly,
SDNRacer consistency analysis enabled us to discover previously unknown harmful
bugs in several of them.

6.1.3 Assist with Debugging

SDNRacer detects and reports all true-positive concurrency violations—every single
one of them—which can amount to thousands even inminutes-long traces. Analyzing
and troubleshooting all these violations is tedious for at least four reasons. First,
using classical debugging tools that require replaying the log traces and �xing issues
one-by-one is infeasible as the concurrency violations are o�en non-deterministic
and hard to reproduce in test environments. Second, violations originating from
the same bug might di�er (either subtly or vastly), which makes them hard to
classify manually. In our previous example, Section 5.1, violations would di�er in the
number of “bounces” observed between the controller and the switch.Worse,multiple
switches can also be involved leading to a combinatorial explosion in the number
of distinct violations.�ird, the number of violations induced by each bug can vary
signi�cantly (Section 6.8) and does not necessarily correlate with the importance
of the problem. Fourth, a developer has no information on the number of bugs that
are causing the violations. A naive approach to randomly �x one violation at a time
and then re-run the analysis can, therefore, take a long time to converge and be
sub-optimal (especially, if done in a greedy way).
To aid the debugging process, SDNRacer aims to present the developer with only

the representative violations which, ideally, correspond to the actual bugs.�is allows
SDN developers to focus on addressing the most serious cases. SDNRacer reduces the
number of concurrency violations according to a three-step process; see Figure 6.1.
Here we give a high-level overview of the three-steps process, and we describe in
detail each step in Section 6.6.

Step 1: Pre-processing. Out of a given execution trace, a concurrency analyzer will
typically build a directed graph according to a happen-before (HB) relation (where
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event a is connected to b if a happens before b). �e analyzer will then report a
concurrency violation for any two events which are unordered in the graph (i.e., are
disconnected), both events access the same location, and one is a write event.
As SDNRacer needs to compare violations together, a pre-processing step �rst

produces one sub-graph per violation given the HB-graph. �is sub-graph only
contains the events that led to the violation.

Step 2: Clustering. Given a set of per-violation graphs, SDNRacer clusters these
graphs into a number of (ideally, representative of the bugs) classes. SDNRacer
initializes the clustering process by grouping all isomorphic per-violation graphs.
�e intuition is that because these graphs share the same sequence and structure of
events, they are more likely to exert the same code path (and therefore the same bug)
inside the controller.
While isomorphic-based clustering is e�cient at identifying “look-alike” violations,

di�erent violations from the same bug can take di�erent shapes (e.g., di�erent number
of switches trigger the bug). �erefore, in the second phase, to reduce the number of
clusters, SDNRacer applies a clustering strategy based on whether two per-violation
graphs are similar to each other. SDNRacer de�nes this similarity based on a distance
de�ned over a set of domain-speci�c features. If two per-violation graphs exhibit
the same features, SDNRacer considers them similar to each other and clusters them
together. SDNRacer uses several features for distance computation; for instance,
two violations are closer to each other if both have a packet bouncing between the
controller and the switch (as described in our example).

Step 3: Ranking. Since the number of clusters reported by SDNRacer is very low (6 or
less in all experiments), each of the clusters contains many violations, sometimes on
the order of 1,000s. In the �nal step, SDNRacer uses a ranking function to select “the
most interesting” violation representative of the entire cluster. �e ranking function
identi�es the most commonly occurring features in each cluster. �en, the ranking
function selects the per-violation graphs that exhibit the most features and selects
the smallest of these, thus, showing the simplest representative graph.

6.2 formal model of sdn operations

In this section, we de�ne a formal model of a So�ware-De�ned Network. �is model
includes both events occurring in the network as well as a model of the �ow table in
an OpenFlow switch. In later sections, we use this formalization to specify a precise
happens-before (HB) relation and a commutativity speci�cation of the �ow table.
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6.2.1 Operations and Events

We begin by de�ning a small set of events which succinctly encapsulate the relevant
operations performed by the controller, the network switches, and hosts in the
network. �e operations are de�ned in Section 6.2.2 and contain the reads and
writes (updates) to the �ow table.
For each event type, we de�ne a set

of attributes that describe the event. Depending on the event type, only a subset
of the attributes ⟨pid,mid, out_pids, out_mids,msg_type, sw, ops⟩ is used. Where
pid is the identi�er of the packet processed by the event. Since network packets
are potentially processed by more than one event, SDNRacer generates a Packet
ID pid that does not map directly to any of the headers but rather it designates a
speci�c packet in a speci�c event. mid is the identi�er of the OpenFlow message
processed by the event. If there are no such packets/messages, these attributes are
set to the unde�ned value ⊥. �e set out_pids contains the identi�ers of all packets
emitted by the event. For each event that emits a packet (e.g., SendPkt), SDNRacer
generates a new unique pid for the packet and add it to the event’s out_pids set.
Each out_pids is a set because events emitting multiple packets generates multiple
new pids. For instance, SDN switches can duplicate packets and output them on
multiple ports. �e HB model uses the Packet IDs to link causally related events as
de�ned in Section 6.3. �e set out_mids contains the identi�ers of all OpenFlow
messages emitted by the event. Each out_mids is a set because the controller can
issue multiple messages in response to one event. If there are no such packets or
messages, these sets are empty ∅. For events where mid ≠ ⊥, the OpenFlow message
processed by the event is of type msg_type. �e relevant message types for our
analysis are: PACKET_IN, PACKET_OUT,BARRIER_REQUEST,BARRIER_REPLY,
PORT_MOD, FLOW_REMOVED and FLOW_MOD. Finally, sw is a switch identi�er,
and ops is the set of �ow table operations the event contains.
�e following events capture the behavior of the switches, controllers, and hosts:

HandlePkt(sw, pid, out_pids, out_mids, ops) denotes that a switch sw received
and processed a data plane packet pid. �ere are three cases: (i) the switch generates
OpenFlow messages. In this case, out_mids contains the OpenFlow messages and
out_pids contains the packet stored in the switch bu�er; (ii) the switch forwards the
packet. In this case, out_pids contains the packet to be forwarded, or; (iii) the switch
drops the packet.

HandleMsg(sw, mid, pid, out_pids, out_mids, msg_type, ops) denotes that a
switch sw received and processed the OpenFlow message mid with type msg_type.
�e pid is ⊥ unless the switch reads a packet from its bu�er to process the OpenFlow
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message (e.g., PACKET_OUT OpenFlow message). As a result of processing this
packet, the switch can generate OpenFlow messages, and in such case, out_mids
contains the OpenFlow messages identi�ers. Moreover, the switch can generate new
packets; in which case out_pids contains new packets identi�ers.

SendPkt(sw, pid, out_pids) denotes that a switch sw sent the packet pid with a new
identi�er (in out_pids) out to another switch or host.

SendMsg(sw, mid, out_mids) denotes that a switch sw sent the OpenFlow message
mid out to the controller with the identi�er in out_mids.

RemovedFlow(sw, mid, out_mids, ops) denotes that a �ow table entry in the switch
timed out or a message mid explicitly deleted it. As a result of this event, the switch
might generate an OpenFlow �ow removed message; in which case the out_mids
contains its identi�er.

CtrlHandleMsg(mid, out_mids) denotes that the controller received and processed
the OpenFlow message mid, and generated the OpenFlow messages in out_mids in
response. If the controller did not generate a response, then out_mids is empty.

CtrlSendMsg(mid, out_mids) denotes that the controller sent the OpenFlow
message mid out to the control plane with the identi�er in out_mids.

HostHandlePkt(pid, out_pids) denotes that a host received and processed the
packet pid, and generated the packets in out_pids in response.

HostSendPkt(pid, out_pids) denotes that a host sent the packet pid with a new
identi�er (in out_pids) out to another switch or host.

6.2.2 A Model of an SDN Flow Table

We now de�ne a model of the �ow table in an OpenFlow switch which contains a set
of entries used to match packets.

Flow Table: Entries

A packet contains a header and a payload. �e header consists of a set of �elds (e.g.,
IP source, IP destination, or VLAN ID). �e switch uses the header �elds to match
packets against �ow table entries.�e payload is a sequence of bits and does not a�ect
our speci�cation. For a packet pkt, we use the notation pkt.h to refer to the header
associated with pkt.
Each �ow table entry contains the �elds match, priority, actions, counters, and

timeouts. �e match is a boolean predicate over a packet header’s �elds, and the
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boolean predicate can be either an exact match (i.e., matching a single value) or a
wildcardmatch (i.e., using bit masks). Priority is a number specifying entry preference
in case the packetmatchesmultiple �ow entries, and actions specify a set of forwarding
operations the switch must perform on a matching packet. Counters contain values
used for statistics, while timeouts contain hard and idle timeout values.
For a �ow table entry e, we use the shortcut notation e.m, e.p and e.a to refer to

thematch, priority, and actions, respectively. Amatch between two entries e1 and e2 is
exact, denoted as e1.m = e2.m, when allmatch �elds are exactly the same (including
the wildcards). A match between e1 and e2 is wildcard, denoted as e1.m ⊆ e2.m, if
some of the �elds in e1.m are not an exact match but contained in e2.m due to more
permissive wildcards. �e same de�nition of wildcard and exact match applies to a
packet and to a �ow table entry.

Flow Table: Operations

An OpenFlow switch performs four types of operations on its �ow table: read, add,
mode, and del . read operations are part ofHandl ePkt event.�e switch performs a
read operation on the �ow table for each packet it receives.While add,mod, and (iv)
del operations are part ofHandl eMsg events with amsg_type of FLOW_MOD and
the switch performs these operations when an OpenFlow message is processed. We
de�ne the semantics of the �ow table operations, according toOpenFlow speci�cation
1.0 [20], as follow:

1. read(pkt)/eread : A read operation denotes that a switch matches a packet
pkt against the �ow table to determine the highest priority �ow table entry
eread that should be applied. If there is no such �ow table entry, then eread is
the empty value none. Note that the value of eread depends on the state of the
�ow table when the switch matched the packet pkt.

2. add(eadd , no_overl ap): An add operation denotes that a switch tries to add
a new entry eadd to the �ow table. When no_overl ap is true, then the switch
does not add the new entry if there is exists an entry in the �ow table with the
same priority and the match of both entries overlap (i.e., there exists at least
one packet that may match both the new entry the existing entry).

3. mod(emod , strict): A mod operation modi�es existing entries in the �ow
table. A boolean �ag strict is used to distinguish between the two types of
modi�cations issued by the controller. In strict mode, the switch uses an exact
match (including the priorities) to determine whether it should modify an
entry whereas in non-strict mode the switch uses a wildcard match. Note that
the switch treats mod as an add in case no match is found.
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4. del(ed e l , strict): A del operation deletes all entries that match the entry ed e l
in the �ow table. Similarly to the mod operation, strict a�ects how the switch
performs the match operation to determine which entries to remove.

6.3 happens-before model

In this section, we de�ne a precise happens-before (HB) model for SDN networks
based on the events described in Section 6.2. To ensure the correctness of the happens-
before model, we designed the model based on an in-depth study of the OpenFlow
switch speci�cation [20] and the analysis of two so�ware switch implementations:
the POX so�ware switch as well as the production quality Open vSwitch [145].
�e HB relation is a binary relation ≺ ⊆ Event × Event that is irre�exive and

transitive. For convenience, we use the notation α ≺ β instead of (α, β) ∈≺. For a
�nite trace consisting of a sequence of events π = α0 ⋅ α1 ⋅ ⋅ ⋅ ⋅ ⋅ αn we use α <π β to
denote that event α occurs before event β in π. We use Handl eMsgs to denote a set
of all the events of type Handl eMsg and de�ne such sets for each event type de�ned
in Section 6.2. We illustrate the HB ordering rules induced from a given trace π in
Figure 6.2. All except four rules (BarrierPre, BarrierPost, Time1, Time2) make
use of the information provided by the attributes pid, out_pids,mid, and out_pids.
�ese capture the causality between two events α and β in the trace, where α caused
β to happen. BarrierPre, BarrierPost describe the e�ect of BARRIER_REQUEST
messages on OpenFlow switches. �e rules Time1 and Time2 are speculative (discuss
later).
We next proceed to describe our rules. We also illustrate the e�ect of each rule on

the example shown in Figure 5.1.

SwitchDataPlane: �is rule orders events that process packets within a single
switch. It orders events that generate a given packet before the SendPkt events
sending the given packet to another switch. In the background example, this rule
introduces the ordering 5© ≺ 6©.

SwitchControlPlane: �is rules orders events that process OpenFlow messages
within a single switch. It orders events that generate a givenOpenFlowmessage before
the SendMsg events sending the given message to the controller. In the background
example, this rule introduces the orderings 1© ≺ 2©, and 7© ≺ 8©.

SwitchBuffer: When sending a PACKET_IN OpenFlow message to the controller
in a SendMsg event, the full packet contents need not be contained inside the
message. Instead, the switch may store the packet in its bu�er and send only a part of
the packet to the controller. Later, a Handl eMsg event ofmsg_type PACKET_OUT
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SwitchDataPlane:
α ∈ Handl ePkts ∪Handl eMsgs β ∈ SendPkts β.pid ∈ α.out_pids

α ≺ β

SwitchControlPlane:

α ∈ Handl ePkts ∪Handl eMsgs ∪ RemovedFlows β ∈ SendMsgs β.mid ∈ α.out_mids
α ≺ β

SwitchBuffer:
α ∈ Handl ePkts ∪Handl eMsgs β ∈ Handl eMsgs β.pid ∈ α.out_pids

α ≺ β

Host:
α ∈ HostHandl ePkts β ∈ HostSendPkts β.pid ∈ α.out_pids

α ≺ β

Controller:
α ∈ CtrlHandl eMsgs β ∈ CtrlSendMsgs β.mid ∈ α.out_mids

α ≺ β

Dataplane:

α ∈ SendPkts ∪HostSendPkts β ∈ Handl ePkts ∪HostHandl ePkts β.pid ∈ α.out_pids
α ≺ β

ControlplaneTo:
α ∈ SendMsgs β ∈ CtrlHandl eMsgs β.mid ∈ α.out_mids

α ≺ β

ControlplaneFrom:
α ∈ CtrlSendMsgs β ∈ Handl eMsgs β.mid ∈ α.out_mids

α ≺ β

BarrierPre:
α, β ∈ Handl eMsgs α.msg_type = BARRIER_REQUEST α.sw = β.sw α <π β

α ≺ β

BarrierPost:
α, β ∈ Handl eMsgs β.msg_type = BARRIER_REQUEST α.sw = β.sw α <π β

α ≺ β

Time1:
α ∈ Handl ePkts ∪Handl eMsgs β ∈ Handl eMsgs β.t − α.t > δ

α ≺ β

Time2:
α ∈ Handl eMsgs β ∈ Handl ePkts ∪Handl eMsgs β.t − α.t > δ

α ≺ β

Figure 6.2: Happens-before rules capturing ordering of events in a trace π.
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or FLOW_MODmay retrieve the packet from the bu�er before processing it.�is rule
orders Handl ePkt and Handl eMsg events that store a packet in the switch bu�er
before the Handl eMsg event that eventually retrieves a packet from the switch’s
bu�er. In the example, this rule introduces the ordering 1© ≺ 5©.

Host: �is rule orders the processing of the packet in a HostHandl ePkt event
before the sending of the reply packets in HostSendPkt events.

Controller: �is rule orders the processing of the OpenFlow message in a
CtrlHandl eMsg event before the sending of the reply messages in CtrlSendMsg
events. In the example, this rule introduces the orderings 2© ≺ 3©, 2© ≺ 4©, 2© ≺ 5©,
2© ≺ 9©, and 2© ≺ 10©.

DataPlane: �is rule orders events that send a packet before events that receive
the packet. In the example, this rule introduces the ordering 6© ≺ 7©.

ControlPlaneTo and ControlPlaneFrom: �ese rules order events that send
an OpenFlow message before events that receive the message. In our example, these
rules order the send of 2©, 3©, 4©, 5©, 8©, 9©, and 10© before the respective receive.

Barrier: For performance reasons, the switch is allowed to handle messages
received from the controller in a di�erent order from the one they were sent.
To enforce ordering, the controller can issue a BARRIER_REQUEST message
which ensures that the network switch �nishes processing of all previously received
messages (enforced by BarrierPre rule), before executing any messages beyond
the BARRIER_REQUEST (enforced by BarrierPost rule). Note that the switch
sends BARRIER_REPLY message to the controller once it �nished processing
BARRIER_REQUEST and all the messages before it.

Speculative time-based rules �is rule adds edges between events that are highly
unlikely to be reordered due to the physical limits of the network. �e value of δ
depends on the speci�c parameters of the network. It should include the maximum
delay that a packet might take traversing the network and the time window in which
the OpenFlow switches can reorder write events. �e proper value of δ can be
inferred from related work that measured �ow setup time in di�erent environments
and switches from various vendors [146–148]. We show the e�ect of choosing δ in
Section 6.8.2.

6.4 commutativity specification

In this section we introduce a commutativity speci�cation for an OpenFlow switch.
�is is an important component that has been used previously to improve concurrency
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of multicore systems [151] as well as to enhance the precision of program analyses
dealing with interference [152]. Here, the commutativity speci�cation is important to
reduce the number of reported false positives. As with the HB model, we designed
the model based on an in-depth study of the OpenFlow switch speci�cation [20] and
experimental testing with Open vSwitch [145].
To de�ne what commutativitymeans, we compare the results of two operations,

in particular, �ow table state and the returned values (if any) of the participating
operations. We consider two �ow tables to be in the same state if all their �ow
table entries contain identical priority,match, and actions �elds. For the purposes
of commutativity we ignore the counters and timeout �elds as they are not used for
matching packets or entries.
�e commutativity speci�cation is conveniently speci�ed in a form of a logical

predicate φ over pairs of operations. For a pair of operations a and b, the predicate
φa

b evaluates to true if operations commute and to f al se otherwise.

Auxiliary RelationsWe de�ne three auxiliary functions. First, we overload the set
intersection operator e1 ∩ e2 for entry match structures e.m (and packet headers e.p)
and use it to compute all packet headers that may match both e1 and e2. Next, we
use e1 str i c t

⊆ e2 to model the semantics of table entry matching in regular and strict
modes as follows:

e1
str i c t
⊆ e2 ∶= e1.m = e2.m ∧ e1.p = e2.p

e1.m ⊆ e2.m

if strict

if ¬strict

A del etes predicate models the semantics of a delete operation and speci�es
whether an entry e can be deleted:

del etes(ed e l , e, strict) ∶= e
str i c t
⊆ ed e l ∧ e.out_port ⊆ ed e l .out_port

Commutativity Speci�cation.We present the full commutativity speci�cation of
an OpenFlow switch in Figure 6.3. We write the rules in the form that speci�es when
the operations do not commute which is then negated. We adopt this approach as
the resulting rules are more intuitive to read. What follows is a description of some
of the non-trivial rules.
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φread(pkt)/eread

add(eadd , no_overl ap)
∶=

¬(eread ≠ none ∧ eread = eadd)

¬(pkt.h ⊆ eadd .m

∧(eread = none ∨ (eread .p ≤ eadd .p ∧ eread .a ≠ eadd .a)))

if add <π read

if read <π add

φread(pkt)/eread

mod(emod , strict)
∶=
¬(eread ≠ none ∧ eread

str i c t
⊆ emod ∧ eread .a ≠ emod .a)

¬(eread ≠ none ∧ pkt.h ⊆ emod .m ∧ eread .a ≠ emod .a)

if mod <π read

if read <π mod

φread(pkt)/eread

del(ed e l , strict)
∶=
¬(pkt.h ⊆ ed e l .m)

¬(eread ≠ none ∧ del etes(ed e l , eread , strict))

if del <π read

if read <π del

φdel(ed e l , strictd e l )

mod(emod , strictmod)
∶=
¬(del etes(ed e l , emod , true))

¬(ed e l .m ∩ emod .m ≠ ∅)

if strictmod

otherwise

φadd(eadd , no_overl ap)

del(ed e l , strict)
∶= ¬(del etes(ed e l , eadd , strict) ∨ (no_overl ap ∧ eadd ∩ ed e l ≠ ∅))

φmod(e1 , strict1)

mod(e2 , strict2)
∶=

¬(e1 .m ∩ e2 .m ≠ ∅∧ e1 .a ≠ e2 .a)

¬(e1 .m = e2 .m ∧ e1 .p = e2 .p ∧ e1 .a ≠ e2 .a)

¬((e1
str i c t2
⊆ e2 ∨ e2

str i c t1
⊆ e1) ∧ e1 .a ≠ e2 .a)

if ¬strict1 ∧¬strict2
if strict1 ∧ strict2
otherwise

φadd(eadd , no_overl ap)

mod(emod , strict)
∶=
¬(eadd

str i c t
⊆ emod ∧ eadd .a ≠ emod .a)

¬(eadd ∩ emod ≠ ∅)

if ¬no_overl ap

otherwise

φadd(e1 , no_overl ap1)

add(e2 , no_overl ap2)
∶=
¬(e1 .m ∩ e2 .m ≠ ∅∧ e1 .p = e2 .p)

¬(e1 .m = e2 .m ∧ e1 .p = e2 .p ∧ e1 .a ≠ e2 .a)

if no_overl ap1 ∨ no_overl ap2
otherwise

Figure 6.3: Commutativity speci�cation of an OpenFlow switch. Note that two read or two del operations always commute.
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φ(add, add): Adding two entries does not commute if: (i) the second entry
overwrites the �rst one, or (ii) the second entry is not added because the �rst entry
is already in the table. �e entries can overwrite each other only if both are added
without the no_overl ap option and their match and priority are identical. In this
case, the old entry is replaced with the new one and as long as their actions are
di�erent they do not commute. If at least one entry speci�es the no_overl ap option,
then they do not commute if they have the same priority and there exists an entry
that can be matched by both entries.

φ(add,mod): In case the no_overl ap option is not set, add and mod do not
commute in cases when they are allowed to modify the same entry with di�erent
actions. If no_overl ap is set, then mod can add a new entry that overlaps with add
which would result in add not being added.

φ(del ,mod): If mod a�ects only a single entry (strict mode), we simply check
whether this entry can be deleted. Otherwise, as long as both rules can match the
same entry, they do not commute.

φ(add, del): add and del do not commute if: (i) the added entry can be removed
by a subsequent delete, or (ii) the delete does not remove the entry to be added but
might enable adding it by removing some other entries. �is situation arises when
headers that may match add and del overlap.

φ(mod,mod): If neither modify operation uses strict mode then they do not
commute if there is an entry that may match both. If they are both strict then
this entry needs to be exactly the same. Otherwise they do not commute if they are
allowed to change the entry of each other.

φ(read, add/mod/del): For read operations we distinguish two cases depending
on the order in which the operations are executed in the trace. If a read happens
�rst, the operations do not commute if the matched entry is not guaranteed to match
a�er the second operation is performed. Since we know the concrete �ow entry that
matched the initial read, such a check can be performed precisely. In the case of a
read executing second, we simply check whether the matched rule is identical to
the one added or modi�ed. For a del operation, we conservatively check whether an
entry that matches the packet can be removed.

Key Points Note, that for the read operations our commutativity speci�cation
incorporates parts of the �ow table state by using the returned values. Further,
commutativity rules for read are specialized based on the trace order, which is a
direct consequence of depending on the state in which the operations were performed.
However, commutativity checking remains e�cient, as no �ow table state beyond
these return values needs to be stored or simulated.



6.5 consistency properties 101

6.5 consistency properties

In this section, we discuss the checking of two important previously de�ned
consistency related properties in Section 6.5.2 and Section 6.5.3. A useful guarantee
of our checking approach is that if we establish the properties holding on a single
trace, it follows that the properties hold for all traces which contain the same events
(though perhaps events appear in a di�erent order) where the traces use the same
input (Section 6.5.4). �is guarantee reduces the number of traces we need to explore
per input.

6.5.1 Network Update

SDN applications typically update more than one �ow rule in the network to re�ect
entire policy changes; e.g., re-routing congested tra�c through a di�erent end-to-end
path. To capture this behavior, we map individual events containing write operations
in a trace π into sets of network updates, such that each set Γ of network updates
re�ects a policy change in the network. Network updates are either triggered reactively
bymessages from switches (e.g., PACKET_INmessages), or proactively by an external
event (e.g., manual change from a network operator).
In reactive applications such as a learning switch, we can use the happens-before

model to extract the set Γ of events that are part of a reactive update for the event
α. For reactive updates, α is of type RemovedFlow or SendMsg. More formally, a
reactive update for event α is the set of events de�ned as follows:

R(π, α) ∶∶=
{β ∣ β ∈ π ∧ α ≺ γ1 ≺ γ2 ≺ β

∧ γ1 ∈ CtrlHandl eMsgs ∧ γ1 ∈ Succ(α)
∧ γ2 ∈ CtrlSendMsgs ∧ γ2 ∈ Succ(γ1)

∧ β ∈ Succ(γ2)}

where Succ(γ) returns all events created directly as a result of processing event γ:

Succ(γ) ∶∶= {e ∣ e.pid ∈ γ.pid_outs}

On the other hand, in proactive applications, such as a static �ow pusher, the
updates are caused by external events or internal controller con�gurations and hence
are outside the scope of our HB model. We provide two options to group proactive
write events into network updates. �e controller can annotate the writes with the
version number. Alternatively, to keep controller instrumentation to a minimum,
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we provide a heuristic to detect proactive updates. �e heuristic uses a clustering
algorithm to group events together based on time into a set Γ of network updates.
�en, we merge di�erent clusters if there is a barrier request in one cluster and the
response in another. �is merge operation mitigates clustering errors from slow
network updates.

commutativity race Beyond standard read-write data races, a core high level
property that we check is commutativity races [152]. A commutativity race occurs
when two events: (i) do not commute according to our commutativity speci�cation,
and (ii) the events are unordered by our happens-before relation. Given a trace π, we
denote the set of commutativity races in π as CR(π).
Further, for the reported commutativity races the same guarantees as in existing

state-of-the-art commutativity happens-before race detectors [152] are provided. In
particular: (i) the �rst reported race is always guaranteed to be a real race, and (ii) if
no race is reported for the given execution, then no execution from the same input
state contains a race.

6.5.2 Update Isolation

Wang et al. [153] de�ne a set of policy changes to be isolated if they do not interferewith
each other. �at is, executing the updates de�ned by each policy in any interleaving
results in a network state that is equivalent to one that is obtained by some serial
execution.We check if a set of multiple policy changes Γ⋆ = {Γ1, Γ2, Γ3, . . .} is isolated,
by checking if no pair of events (across di�erent policy changes) is in the set of
commutativity races CR(π):

UI(Γ⋆) ∶∶= ∄ α, β ∶ (α, β) ∈ CR(π) ∧ α ∈ Γu ∧ β ∈ Γv ∧ Γu ≠ Γv

6.5.3 Packet Coherence

�e next property we check is coherence of a packet trace. We say that a packet
trace is coherent if each packet is processed entirely using one consistent global
network con�guration [130, 154]. To check for this property, given a trace π, we �rst
de�ne the notion of a packet trace which is a subset of events that participate in
processing packet pkt as it traverses throughout the network until the packet reaches
a destination host. An event trace τ(π, γ) is a subset of the events in trace π that were
created as a result of processing event γ. We say that event trace τ(π, γ) corresponds
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to a packet trace for a given packet pkt if event γ originated the packet pkt. More
formally, the event trace τ(π, γ) is de�ned as follows:

τ(π, γ) ∶∶= γ ∪ {τ(π, β) ∣ β ∈ Succ(γ) ∧ β /∈ HostHandl ePkts}

�en, we write CRτ(π, γ) to denote all races where one of the racing events is in
τ(π, γ).

CRτ(π, γ) ∶∶= {(α, β) ∣ α ∈ τ(π, γ) ∧ (α, β) ∈ CR(π)}

We check packet coherence for all packets pkt in a given trace π, i.e., we check
coherence for each packet trace τ(π, γ) extracted from the trace π. We can be certain
that a packet trace τ(π, γ) exhibits packet coherence if CRτ(π, γ) = ∅: any network
update that could a�ect the packet trace would introduce at least one race between
the previous network state and the updated state.
However, under certain conditions a packet trace can be coherent in the presence

of races, i.e., when CRτ(π, γ) ≠ ∅. �en, there is packet coherence if (i) there is only
a single event e (containing �ow table read operations on a single switch sw) that is
part of any races in CRτ(π, γ), and (ii) there are no events in CRτ(π, γ) that modify
any switches other than sw.

PC(π, γ) ∶∶= CRτ(π, γ) = ∅
∨(∃ e ∶ (∀(α, β) ∈ CRτ(π, γ) ∶ α = e
∧∀(α, β) ∈ CRτ(π, γ) ∶ β.sw = e.sw))

Intuitively, this means that there can be packet coherence even in the presence
of races, if the reordering of the single event in the races does not negatively a�ect
packet coherence. �is is possible if there is only a single such event, i.e., if there are
only two possible reorderings.

6.5.4 Guarantees

We note that our checks for the properties discussed above are more general than
simply taking snapshots of the �ow tables [115, 117, 118], as veri�cation of a static
snapshot does not consider event reorderings. Even though a trace π may be free
of violations, there may be another trace π′ with the same inputs as π which does
contain violations. In contrast, our checks on π guarantee that any such trace π′ is
free of violations, which is useful as it means we do not need to explore all possible
traces π′. Our guarantee is standard in happens-before classic race detectors [102,
152], however, here we ensure the guarantee even beyond races.
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6.6 assist with debugging

As we observe in our evaluation, see Section 6.8, even the simplest bugs can trigger
thousands of harmful concurrency violations due to the highly asynchronous nature
of the network. Such a large number of reports can overwhelm the developers and
make it hard to troubleshoot and debug the bug behind the concurrency violations.
In this section, we present how SDNRacer assists developers with troubleshooting

and debugging SDN concurrency violations in three steps. In Section 6.6.1, we explain
how SDNRacer pre-processes the happen-before graph to prepare it for the next two
steps. In Section 6.6.2, we present the clustering algorithm that SDNRacer utilizes
to group related violations into clusters. Finally, in Section 6.6.3., we describe how
SDNRacer ranks the violations in each cluster to present the developer with the most
representative violation in each cluster.

6.6.1 Pre-processing

SDNRacer starts by pre-processing the output of SDN concurrency analyzer: the
directed graph induced by the happens-before relation (HB-graph) and a list of
violations, to produce one graph per-violation with only the events that led to it.
We �rst show how SDNRacer reduces the size of the HB-graph. �en, we present

how SDNRacer extracts sub-graphs to help analyzing each concurrency violation
individually in later stages.

Trimming HB-Graph.While the number of events in each trace is large, not all of
these events pertain to concurrency violations. Such events are �ltered by SDNRacer
to reduce the computational complexity of the following stages. Note, at this stage
SDNRacer does not detect new violations and it does not remove any from the HB-
graph.
SDNRacer removes three categories of events from the HB-graph. First, it removes

all the events that occurred during the network initialization phase and did not cause
any concurrency violation such as the handshake messages between each switch
and the controller. Second, it removes all events that did not lead to a concurrency
violation.�ird, it removes any redundant HB edges in the HB-graph.

Extracting Per-Violation Graphs. Even a�er removing irrelevant events, the
resulting HB-graph is still massive containing many events and concurrency
violations. As we are interested in how individual concurrency violations compare
with each other, SDNRacer isolates each one of them into a separate graph such that
each graph contains a single concurrency violation with all the events that led to
it. SDNRacer builds the violation graphs by performing an upward traversal of the
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HB-graph starting from the two events involved in each violation until it reaches one
of the entry points (e.g., host send or proactive update) present in the trace. Note that
the violation graphs vary in size and a single event may appear in multiple graphs, if
it causes more than violation.

6.6.2 Hierarchical Clustering

Now we describe SDNRacer hierarchical clustering process. We �rst show how
SDNRacer relies on graph isomorphism to initialize the set of clusters. Next, we
present a set of SDN-speci�c features that SDNRacer utilizes to measure how related
two nonisomorphic violations are. �en, we present how SDNRacer uses the SDN-
speci�c features to calculate a distance measure between di�erent violations. Finally,
we present that full clustering algorithm.

Cluster Initialization. SDNRacer �rst clusters each violation according to an
isomorphic check, essentially grouping violations containing equivalent event
sequences.
In SDNRacer, we restrict the notion of event equivalence to event type (not the

actual content of the event). Speci�cally, we say that two violation graphs G and H
are isomorphic (and therefore grouped in the same cluster) if each node in G can be
exactly mapped to a node H with the same type and the same set of edges.
While checking for graph isomorphism can be done in quasipolynomial time [155],

it can still take a long time to complete in practice. �erefore, SDNRacer uses a
con�gurable timeout value (by default 10 sec) to limit the wall-clock time for the
isomorphism computation. If SDNRacer could not complete the isomorphic test
within the time budget, the two graphs are considered as not isomorphic and put in
di�erent clusters. Observe that they can still be clustered together in later stages. Note
that a heuristic isomorphic test can be used instead to speed up SDNRacer cluster
initialization (at the cost of accuracy) [156].

Identifying Related Violations �rough SDN-Speci�c Features. As a second step,
SDNRacer uses SDN domain-speci�c features computed over each graph to compute
a distance matrix between clusters. �is distance matrix is then used to re�ne the
initial clustering, clustering together closely related (but not equivalent) violations.
We identi�ed these features by manually inspecting the similarities among violation
graphs of many known bugs traces. �en, we tested the learned features against
di�erent known bugs in real controllers. Other features can be discovered using
machine-learning techniques.
SDNRacer uses two di�erent feature types: (i) boolean features that either exist or

not in a violation graph, e.g., the graph has a packet �ooding event; and (ii) numerical
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features that represent how o�en the feature is present in the graph, e.g., the number
of HostSendPkt events.
Formally, let Gk be the set of graphs in cluster Ck , Fi ∶ Gk →N be a function that

returns the number computed for feature i. If feature i is boolean, Fi returns 1 if a
graph has this feature, 0 otherwise. If feature i is numerical, Fi returns the actual
number of features.
We now present the seven di�erent features currently implemented in SDNRacer

(adding additional ones is easy).

1. Controller/Switch bouncing: �is boolean feature captures repeated
PACKET_IN and PACKET_OUT events between the controller and a given
switch for the same given packet. �is situation occurs when the controller
does not use proper synchronization primitives to ensure the rule that
matches the packet has been committed to the Flow Table before sending
the PACKET_OUT back to the switch.

2. Reply packets: �is boolean feature captures if host replying to a packet it
received triggered the violation. O�en, the controller simultaneously installs a
bidirectional path for a �ow. �e intuition behind this feature is to consider
concurrency violations a�ecting the same �ow closer to each other.

3. Flow expiry: OpenFlow allows �ow entries to expire a�er a certain speci�ed
(hard or so�) timeout [20]. While the so� timeout helps cleaning the �ow table,
de�ning the timeout is usually tricky in asynchronous environments. O�en,
early �ow expiry leads to many concurrency violations. �is boolean feature
captures violations caused by a �ow expiry event.

4. Flooding: O�en controllers �ood packets for various reasons; i.e., the
controller discovering the network topology or it is not aware of the location
of the destination host of a given packet. However, the paths and the event-
ordering that follows a packet �ood is completely non-deterministic (hence, not
isomorphic). If miss-handled, �ooded packets cause concurrency violations.
�e corresponding graphs are o�en entirely di�erent. As such, this boolean
feature simply captures if packet �ooding caused the violation.

5. Number of root events: �is feature returns the number of root events in
the violation graph. A root event is an event with only outgoing edges in the
violation graph; e.g., the HostSendPkt event for the �rst packet in a �ow. �e
number of root events indicates if one or more events cause the violation.

6. Number of host sends:�is feature returns the number of the host send events.
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7. Number of proactive violations: SDNRacer distinguishes two types of events:
reactive and proactive events. Reactive events are events sent by the controller in
response to received messages (e.g., responding to PACKET_IN event), while
proactive are sent independently (e.g., proactive network update). �is feature
returns the number of proactive events involved in the violation.

Our experiments and manual analysis of various HB-graphs indicated that not
all features carry the same signi�cance in relating two violations; see Section 6.8.4.
For instance, violations sharing the �ooding feature tend to be more related than
violations sharing reply packets one. Next, we show how SDNRacer captures this e�ect
in a distance function by assigning di�erent weights to each feature.

Distance Calculation. A�er SDNRacer extracts the features of each graph in a given
cluster, it computes the mean of each feature in the cluster. Let {g1, . . . , gn} ∈ Gk be
the set of graphs in cluster Ck . �e mean of feature i is computed as:

mk
i =

∑l=∣Gk ∣
l=1 Fi(g l )

∣Gk ∣

Our distance calculation algorithm then computes the distance between every
two clusters per-feature. �e computation treats boolean and numerical features
di�erently. For boolean features, two clusters are closer to each other if they contain a
similar number of occurrences of the feature. For numerical features, two clusters are
closer to each other if they share the same mean. Speci�cally, SDNRacer computes
the per-feature distance between two clusters C l and Ck as:

d i = abs(m l
i −mk

i )
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if m l
i = mk

i

1 if m l
i ≠ mk

i

if i is a boolean feature if i is a numerical feature

We assign di�erent weights for each of the j features. �e distance between two
clusters C l and Ck is:

d =
j
∑
i=1

w i d i

SDNRacer computes the distance matrix between all the clusters and then feed it
to the clustering algorithm.
�en, the hierarchical clustering algorithm groups several clusters into new clusters.

For the distance between these groups, SDNRacer uses the distance between the
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farthest neighbors (also known as complete linkage) as the distance between the
clusters.

Clustering Algorithm. We now describe SDNRacer’s hierarchical clustering
algorithm, which is a case of agglomerative clustering [157].
�e six major steps of the algorithm are: Step 1, initialize the clusters using the

isomorphic check. Step 2, evaluate all the pair-wise distances. Step 3, construct a
distance matrix using distances values. Step 4, merge the cluster pairs with shortest
distances and remove them from the distance matrix. Step 5, evaluate all distances
from this new cluster to all other clusters and update the matrix. Step 6, repeat until
the distance matrix is reduced to a single element or the distances are longer than a
prede�ned threshold.

6.6.3 Ranking

While the clustering algorithm groups the concurrency violations into a small number
of clusters, the number of violations per cluster is large, potentially in the order of
1,000s. SDNRacer’s ranking function selects the most representative violation for
each cluster.
�e primary intuition is to �nd the smallest graph that exhibits the most common

features across all graphs in one cluster. �e ranking function starts with examining
the boolean features �rst. It selects all violation graphs that have all the boolean
features exhibited in 50% or more of the reported violations in the cluster.�e second
stage is to reduce the set of chosen graphs based on the pre-computed numerical
features. For numerical features, we chose the graphs with the minimum di�erence
between the feature in the given graph and the overall mean for the cluster. �e order
of selecting the graphs based on the numerical features is: proactive violation events,
the number of HostSendPkt events and �nally the number of root events. For the
�nal set of chosen graphs, our ranking function selects the graph with the minimum
number of events to present to the controller developers.

6.7 implementation

We implemented a full prototype of SDNRacer in around 3, 000 lines of Python
code1. �e implementation consists of three parts: (i) an instrumentation of the
SDN troubleshooting system STS [120]; (ii) an instrumentation of several controller
frameworks (POX, Floodlight, ONOS); and (iii) a concurrency analyzer that
implements the happens-before rules, commutativity checks, high-level properties

1 https://github.com/nsg-ethz/SDNRacer

https://github.com/nsg-ethz/SDNRacer
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Controller POX FloodLight ONOS

LoC 40 139 55

Table 6.1: While SDNRacer does not require controller instrumentation, adding few lines of
instrumentation code enables to �lter more harmless issues (around 20% more).

checks, and presents the developer with handful of representative concurrency
violations.

Network Instrumentation. STS simulates a entire network, including OpenFlow
switches, links, and hosts [120]. We instrumented STS to further track packets,
messages, and switch operations and write them to a �le. We remark that SDNRacer
is not dependent on STS and use any production-grade quality-assurance framework
to obtain event traces similar to the ones produced by STS.

(Optional) Controller Instrumentation. �e controller instrumentation for POX,
Floodlight, and ONOS includes a wrapper around the respective event handlers
for incoming messages, and links the incoming message with the corresponding
outgoing message, when possible. Instrumenting the controller only requires a few
lines of code (Table 6.1). �e controller instrumentation then passes this information
to STS. Instrumenting the controller is not needed for SDNRacer to work, but it helps
in �ltering harmless concurrency issues by adding more HB orderings in addition
to those de�ned in Section 6.3 (e.g., from 314 to 239 reported races, 23.9%, in one
experiment). POX uses cooperative threading and runs only one task at any given
time while Floodlight and ONOS are multi-threaded and they context-switch threads.
However, this is not relevant to our model because SDNRacer treats the controller as
a blackbox, allowing us to use SDNRacer on a wide set of controllers with minimal
instrumentation in the controller framework. A more speci�c approach would allow
for more precision at the price of being controller-speci�c.

SDNRacer SDNRacer reads events from a trace �le, builds the HB graph and then
runs the concurrency analysis on top of it. �e HB graph as well as the races and
inconsistent packets are output graphically for further inspection.

6.8 evaluation

In this section, we evaluate SDNRacer’s performance and usability. A�er describing
our setup, in Section 6.8.1, we �rst show in Section 6.8.2 that SDNRacer detects many
consistency issues in existing controllers. As the number of issues is o�en large, we
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also show that SDNRacer can e�ciently reduce the number of reported issues through
�ltering. Second, we show in Section 6.8.3 several examples of consistency violations
discovered by SDNRacer. �ird, we show in Section 6.8.4 how SDNRacer is e�ective
in selecting the most representative violations to assist the developers in �xing the
underlying bugs that are causing the majority of the harmful violations. Finally, we
show in Section 6.8.5 that SDNRacer is fast and completes its analysis in few seconds
on large traces containing thousands of events. Our results indicate that SDNRacer is
an e�ective tool for troubleshooting real-world SDN deployments.

6.8.1 Experimental Setup

We ran SDNRacer on a set of network traces collected from a representative set
of SDN controllers, running di�erent existing applications, on di�erent network
topologies.

SDN Controllers.We run SDNRacer against three controllers: Floodlight version
0.91 [149], POX EEL [150], and ONOS version 1.2.2 [15]. We further instrumented
them to better track HB relation (Table 6.1).

SDN Applications. We choose 5 representative applications, including purely
proactive and pure reactive applications. Unless speci�ed otherwise, we run the
same application on each controller. �e implementation of all analyzed applications
is included as part of the o�cial controller distribution.
App#1. MAC-learning: A purely reactive application builds and maintains a dynamic
MAC address table for each switch. �is table maps known MAC addresses to the
physical port on which they can be reached.We analyze the implementations shipped
with Floodlight and POX [105, 106].
App#2. Forwarding:MAC-learning applications are highly ine�cient as theywork on a
per-switch basis. To alleviate this, most controllers include a “ForwardingApplication”
which works at the network-level and reactively builds and maintains one network-
wide MAC address table. We analyze the implementations shipped with Floodlight,
POX, ONOS [107–110].
App#3. Circuit Pusher: �is purely proactive application automatically installs paths
between two hosts identi�ed by their MAC addresses, as well as the switch and port
they are connected to. We analyze the implementation shipped with Floodlight [111].
App#4. Admission Control: �is SDN application allows/drops host communication
based on given operator policies. We analyze the implementation shipped with
Floodlight [112].
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App#5. Load Balancer: �is application performs stateless load balancing among a set
of replica identi�ed by a virtual IP address (VIP). Upon receiving packets destined to
a VIP, the application selects a particular host and installs �ow rules along the entire
path. We analyze the implementation shipped with Floodlight [113].

Network Topologies.We ran each controller on three di�erent topologies: Single,
Linear, and BinTree. Single has one switch with two hosts. Linear has two switches
with one host connected to each. BinTree has seven switches connected as a binary
tree with four hosts connected to leaf switches.

Event Traces. We collected 29 traces using STS [120] and a mix of applications,
controllers, and network topologies. �e traces have between 193 and 24, 612 events
spanning between 26 and 74 seconds (Table 6.2). Each trace is the result of 200 STS
simulation steps. In every step, each host in the topology decides randomly whether
it is going send a packet to another randomly chosen host.

Distance Function. A simple sensitivity analysis led us to use the following weights
for the distance function (Section 6.6.2): �e weight used for Controller/Switch
Bouncing, Packet Flood, and Flow Expiry is 2. �e weight used for the number of
Proactive Violations is 1.5. While the weight used for the number of Host Sends is
1. �e number of root events and Reply Packets has a weight of 0.5. �e maximum
distance for the merging of clusters was set to 2. We are aware that di�erent weights
can result in an even better (or worse) clustering and leave a full sensitivity analysis
for later work.

Application Speci�c Parameters. Some applications required additional parameters
to run. ForCircuit Pusher, we install a new circuit every second between two randomly
selected hosts as well as remove one existing circuit with a probability of 0.5. For
Admission Control, we allow 80% of the hosts (randomly selected) to communicate.
For Load Balancer, we create replica pools with two hosts and assign them a VIP.
All hosts send tra�c to the VIP. Since Load Balancer only makes sense with more
than two hosts, we run it on larger topologies: (Single4 and Linear4), connecting four
hosts instead of two.

6.8.2 Race Detection and Filtering E�ciency

SDNRacer reports many races (Table 6.2) whose actual number depends on the
number of read and write events which in turn depend on the controller running the
application. As an illustration, the same set of inputs led to 16 reads and 66 writes
for the MAC-learning application running on POX EEL, but only six reads and 66
writes when running on Floodlight.
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Events Races Updates Packet Coherence

App Topology Controller Events WR RD Races Comm. Time Remain. Num ¬ Isolt. Pkts Racing Incoh

Learning Single POX EEL 193 7 42 294 218 66 10 (3.40%) 6 0 42 10 0
Floodlight 314 7 70 494 223 227 44 (8.91%) 5 0 70 18 0

Linear POX EEL 274 16 66 532 387 121 24 (4.51%) 18 0 34 11 5
Floodlight 233 6 66 190 64 125 1 (0.53%) 5 0 33 1 0

BinTree POX EEL 4033 487 663 62066 61337 664 65 (0.10%) 402 0 190 28 18
Floodlight 9320 1251 904 275257 270217 4737 302 (0.11%) 1156 34 223 119 72

Forwarding Single POX Angler 106 4 16 61 33 21 7 (11.48%) 12 0 16 7 0
POX EEL 145 8 19 109 84 24 1 (0.92%) 12 0 17 1 0
POX EEL Fx 184 8 29 189 145 42 1 (0.53%) 12 0 26 2 1
ONOS 476 18 71 1336 1163 127 14 (1.05%) 3 0 73 27 22
Floodlight 97 3 13 35 13 14 8 (22.86%) 5 0 13 8 0

Linear POX Angler 248 13 48 323 116 191 12 (3.72%) 31 1 20 6 6
POX EEL 306 20 50 405 235 159 7 (1.73%) 28 1 20 7 7
POX EEL Fx 303 16 51 276 206 62 4 (1.45%) 27 0 20 3 3
ONOS 880 44 181 4059 3781 228 49 (1.21%) 11 0 76 19 15
Floodlight 180 6 36 104 46 45 13 (12.50%) 5 0 14 5 5

BinTree POX Angler 2106 286 359 20447 13179 6988 272 (1.33%) 127 4 77 43 42
POX EEL 4362 504 453 34385 27956 6201 219 (0.64%) 138 3 86 59 58
POX EEL Fx 4283 467 413 12509 12238 242 24 (0.19%) 147 0 92 61 55
ONOS 8031 1492 920 236429 233578 2598 239 (0.10%) 37 0 131 66 49
Floodlight 1886 203 323 12293 11766 317 209 (1.70%) 71 0 76 57 53

CircuitPusher Single Floodlight 218 25 41 1301 1040 218 43 (3.31%) 8 1 41 35 0
Linear Floodlight 327 42 74 1933 1581 287 65 (3.36%) 10 1 38 34 21
BinTree Floodlight 1200 144 227 6156 5605 507 44 (0.71%) 14 3 142 10 6

Adm. Ctrl. Single Floodlight 190 3 36 104 35 62 6 (5.77%) 5 0 36 7 0
Linear Floodlight 221 6 48 139 56 69 14 (10.07%) 6 0 21 6 6
BinTree Floodlight 841 52 170 1384 1090 228 66 (4.77%) 25 0 74 20 10

LoadBalancer Single4 Floodlight 3889 822 476 703864 685158 16492 2214 (0.31%) 449 1114 77 22 0
BinTree Floodlight 24612 6213 2163 4705379 4642118 62031 1230 (0.03%) 1419 464 226 101 97

Table 6.2: Reported races and properties violations for di�erent traces with applying time
�lter using δ = 2. �e numbers in bold are the �nal numbers of races and
incoherent packets reported to the user.
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Figure 6.4:�e e�ect of SDNRacer �lters.When all �lters are applied, more than 90% of
all races are �ltered in 89% of the cases. Commutativity �ltering is the most
e�cient, followed by Time-based �ltering.

Reporting too many races is of little use to the developer. So, to be of practical use,
SDNRacer is equipped with a set of �lters based on commuting events, timing, and
race coverage [158]. We now evaluate the e�ciency of each �lter in turn. When all
�lters are applied, SDNRacermanages to �lter out more than 90% of the races in the
vast majority of cases.

Filter 1. Commutativity. Commutativity is a major contributor to reducing the
number of reported races. �is �lter alone reduces at least 33% of the races in almost
all traces and more than 73% of races in 65.5% of the traces (Figure 6.4).
Commutativity �ltering performs best in traces that have many unrelated reads

andwrites.�is high number of disjoint reads and writes is o�en the result of di�erent
hosts sharing the same path. For example, 91% of all races reported by running Circuit
Pusher on the BinTree topology commute (Table 6.2) as the events are related to
di�erent hosts and non-overlapping entries.

Filter 2. Time-Based. Time �ltering further helps reduce more than 20% of the races
in about half of our traces (Figure 6.5) with a δ value of 2 seconds; see Section 6.3.
In Figure 6.5, we report �ltering as a function of δ. If we set δ to a high value,

SDNRacer reports more false-positive races. For instance, when we set δ to 8 seconds,
the time �lter can only reduce up to 34.5% of the races in its best case. In contrast,
SDNRacer can �lter up to 51.7% of the races in its best case when we set δ to 2 seconds.
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Figure 6.5:�e e�ect of time-based �lter. Choosing smaller δ �lters more races. With δ=2,
SDNRacer can �lter more than 20% of the races in 48% of the cases. While with
δ=8, SDNRacer can �lter 20% of the races in 40% of the cases.

For our evaluation, 2 seconds is safe; given our switch implementation and network
size.

Other Filters. Like all happens-before detectors (e.g., FastTrack [102]), SDNRacer’s
checks are as precise as the happens-before model. Hence, there can be false positives
for covered races [158] due to data dependencies. To discover such cases, in addition to
commutativity-based and time-based �ltering, SDNRacer provides an additional �lter
that discovers covered races. Covered races are reported interferences that cannot
happen because of high-level dependencies.We observed, however, that covered races
account for only up to 2.4% of the races. As such, to speed-up processing, SDNRacer
does not enable that �lter by default. Actually, we discovered (Figure 6.6) that covered
races are redundant with time-based �ltering. If time-based �ltering is not applied,
then 10% of races in 50% of the cases can be �ltered.

6.8.3 Consistency Checks

SDNRacer detected consistency violations in all applications and controllers used in
our experiments. In many cases, these violations turned out to be subtle (and some
are unknown) bugs. In the following, we detail both update isolation and packet
coherence violations (Section 6.5). Recall that the former leads to ultimately di�erent
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Figure 6.6:�e e�ect of covered races. �e covered race can �lter more than 10% of the
races in 50% of the cases by itself. However, its e�ect is minimal when used
a�er the time �lter.

network states being installed in the network while the latter relates to packets being
forwarded according to di�erent policies.

Violations of Update Isolation. SDNRacer discovered update consistency violations
in four applications (in particular, 10 out of 29 traces): MAC-Learning, Forwarding,
Circuit Pusher, and Load Balancer. For the Load Balancer application, the violation
was the source of a severe bug.
• Violation#1: Floodlight Load Balancer distributes �ows inconsistently. SDNRacer
reports 1114 inconsistent network updates on the single switch topology and
464 inconsistent network update on the BinTree topology (Table 6.2).
At �rst glance, the number of update isolation violations might seem high.
However, the vast majority of the violations are symptoms of the same bug. By
analyzing the reported violations by SDNRacer and the application code we
realized that, upon packet reception, the controller selects a replica, pushes �ow
rules to direct tra�c to it, sends the packet back in the network towards the
replica without waiting for the �ow rule to be committed to the switch. As the
controller installing the �ow table entries, further packets go to the controller
and trigger the replica selection process again. Concretely, this means that
the controller is taking multiple load-balancing decisions for the same �ow.
Inconsistent �ow assignments can lead to bad performance but also leads to
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connection drops as the install rules to send packets from the same �ow can
to di�erent replicas.
Fix: �e bug is easily �xed by forcing the Load-Balancer to request a barrier
before pushing packets back into the network and by having it bu�er (or drop)
any subsequent packets it receives for the same connection.

• Violation#2: POX forwarding module deletes rules installed by other modules.
SDNRacer reports an inconsistent update where the removal of a �ow induced
by one module raced with a �ow insertion induced by another module.
Investigating the application code, we found out that the rules installed by the
Discovery module (in charge of learning the network topology) were deleted
by the Forwarding module whenever the topology changed.
In this speci�c case, the race between the two modules is not harmful as the
default OpenFlow 1.0 action is to direct packets to the controller. �is ensured
that even though rules from the Discovery modules were deleted, it was still
able to learn the topology. We stress that in newer versions of OpenFlow, the
default action is now to drop packets, meaning this bug would cause the entire
network tra�c to be dropped whenever the topology changes.
Fix: �is bug is easily �xed by ensuring that the Forwarding application only
deletes its own �ow rules.

Violations of Packet Coherence. SDNRacer discovered per-packet coherence
violations in almost all traces (Table 6.2). Most of the incoherent packet cases
concerned races occurring when the controller installs a set of �ow rules and then
sends a packet matching these �ow rules without waiting for the �ow rules to be
committed �rst. As such, these type of races occurred more o�en in traces of reactive
applications such as the Forwarding application. While waiting for writes to be
committed is an obvious solution, it also slows down network operations, indicating
that many controllers trade consistency for speed. In general, violating per-packet
coherence may not always be harmful. Poorly performed policy updates, for instance,
can create per-packet coherence violations without leading to data losses. Even in
this case, we believe that it is still important to report and quantify violations of
per-packet coherence as correctness predicated on policy content is undesirable.

6.8.4 Selecting Representative Violations

SDNRacer reports a small number of concurrency violations to the developer,
moreover, �xing only these reported violations signi�cantly reduces the number
of violations exhibited by the controller.
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Concurrency Analyzer Clustering Cluster Sizes

App Controller Events Violations Isomorphic # Final Clusters Median Max

Adm. Ctrl. Floodlight 908 81 26 (32.10 %) 3 (3.70 %) 24 33

CircuitPusher Floodlight 1017 39 6 (15.38 %) 2 (5.13 %) 19.5 32

Forwarding Floodlight 3016 288 58 (20.14 %) 3 (1.04 %) 31 215
POX EEL 5632 310 160 (51.61 %) 4 (1.29 %) 64.5 143

LearningSwitch Floodlight 6658 344 210 (61.05 %) 5 (1.45 %) 48 155
POX EEL 3408 66 61 (92.42 %) 2 (3.03 %) 33 46

LoadBalancer Floodlight 17593 1910 272 (14.24 %) 5 (0.26 %) 204 1362

Table 6.3: SDNRacer clustering performance on traces computed over a binary tree
topology (200 steps, median on 15 repetitions).

Table 6.3 shows that SDNRacer is able to reduce the number of reported violations
by up to three orders of magnitude. Clustering isomorphic graphs already reduces
the number of violations by more than 66% in 50% of all cases. �e feature-based
agglomerative clustering further reduces them to less than 95% of the reported
violations of SDNRacer in 50% of the cases.

Usability. To demonstrate the usability of SDNRacer, we used the reported violations
by SDNRacer to �x the Floodlight Load Balancer application. When tested on the
�xed version, the number of clusters reported by SDNRacer dropped from 3 to 2 and
the number of violations was reduced by 99.23%.
It is worth mentioning that not all concurrency violations in SDN networks are

�xable. �is due to the inherent lack of OpenFlow synchronization primitives that
order packets upon entering or while traversing the network. However, recent SDN
systems give the controller the ability to synchronize packet entry to the network [159].

6.8.5 Time

SDNRacer �nishes its concurrency and property violations analysis in less than 32
seconds in the vast majority of traces (Figure 6.7). To measure this, we ran SDNRacer
20 times and collected the total time for: (i) loading the trace; (ii) building the HB
graph; (iii) applying all �lters; and (iv) performing all consistency analysis.
�e worst case (3.7 minutes) happened when SDNRacer analyzed the FloodLight

Load Balancer on the BinTree topology. �is long running time is due to a bug in the
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Figure 6.7: Analysis time for traces from Table 6.2. In 90% of the cases SDNRacer can
analyze the traces in less than 30 seconds.

application (see Section 6.8.3) that caused the trace to have an order of magnitude
more events and races than other traces.

Clustering Time. For the experiments reported in Table 6.3, SDNRacer �nished in
less than one second for 60 % of all the experiments, and only 5% of the experiments
took more than 216 seconds with a worst case of 21 minutes (for Floodlight Load
Balancer on binary tree).
�e 10 seconds timeout for isomorphic check was triggered in only 2.08% of the

checks of POX EEL Forwarding Application on binary tree. �is application has a
�ooding-related concurrency violation which creates large violation graphs spanning
the entire network.
SDNRacer can process subsets of the trace (windowing) which would be helpful

to troubleshoot longer traces. �e intuition here is that individual races are usually
“concentrated” and do not last over the entire trace.

6.9 summary

In this chapter, we presented SDNRacer, the �rst scalable analysis system for �nding
a variety of concurrency-induced errors including (high-level) data races, per-packet
consistency, and update consistency. SDNRacermakes several key contributions: (i) a
precise formal happens-before model of SDN (OpenFlow) concurrency; (ii) e�cient
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�lters including a commutativity speci�cation of a network switch; (iii) clustering and
ranking algorithms aim to help developers to troubleshot and debug the underlying
bugs in the controller; and (iv) a thorough experimental evaluation illustrating that
our techniques for �ltering races and identifying high-level (consistency) violations
work in practice. SDNRacerwas also able to identify previously unknown and harmful
bugs in existing SDN controllers.





7
CONCLUS IONS AND OPEN PROBLEMS

In this dissertation, we developed techniques and tools that increase the network’s
reliability by automating the con�guration process of networks running distributed
routing protocols and verifying that SDN networks are free from concurrency errors.
We demonstrated with a practical example in Chapter 2 that human-induced

miscon�gurations could cause policy violations and network downtimes. We then
proposed using network-wide con�gurations synthesis to avoid human-induced
miscon�gurations and listed the key challenges to build a practical network-wide
con�gurations synthesis framework.�erefore, in this dissertation, we developed two
frameworks to synthesize network-wide con�gurations: SyNET and NetComplete.
Our �rst solution posed the network-wide con�gurations synthesis problem as an

instance of synthesizing inputs to strati�ed Datalog programs; presented in Chapter 3.
�is insight allowed our system, SyNET, to be general and to synthesize con�gurations
for any protocol that is speci�ed as a strati�ed Datalog program. �en, we developed
a novel algorithm to synthesize inputs for strati�ed Datalog programs; a problem
that has not been solved in previous work. We evaluated SyNET and showed that it
could be used to synthesize con�gurations for networks with less than 64 routers.
However, the generality of SyNET prevented it from scaling to larger networks and
generating con�gurations that are similar to those written by humans.
InChapter 4, we revisited the network-wide con�gurations problem and built a new

system, NetComplete, with a focus on scalability and practicality. In NetComplete,
we developedmore e�cient synthesis techniques optimized for each of the commonly
used routing protocols. Moreover, we used con�gurations sketches to reduce the
search space of possible con�gurations and to produce con�gurations closer to
human-written ones. We demonstrated in our comprehensive set of experimental
results that NetComplete can autocomplete con�gurations for large networks with
up to 200 routers within a few minutes.
In Chapter 5, we introduced the notion of concurrency errors in SDN networks

and demonstrated how such errors could a�ect production networks; causing policy
violations and network downtimes.
In Chapter 6, we presented SDNRacer, the �rst scalable analysis system for �nding

a variety of concurrency-induced errors; including data races, per-packet consistency,
and update consistency. To �nd concurrency-induced errors, we developed a
precise model to capture the asynchronous of SDN networks. We demonstrated
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in our thorough experimental evaluation that SDNRacer e�ectively �lters races and
identifying high-level (consistency) violations work in practice. SDNRacer was also
able to identify previously unknown and harmful bugs in existing SDN controllers.

7.1 open problems

Model Veri�cation. Recent network synthesis and veri�cation projects rely on a
formal model of the network. For instance, NetComplete and Minesweeper [73] rely
on a �rst-order logic model of the network, while SyNET and Bat�sh [67] rely on a
Datalog model of the network. �us, the correctness of these tools is dependent on
the model being faithful to the network implementation. O�en, the developers of
such tools manually write the formal model that their tools use to synthesize or verify
network con�gurations. To avoid formalmodeling of the network, Plankton-neo [160]
uses model checking techniques directly against the so�ware implementation to
verify middleboxes, but it is very dependent on the deterministic state restoration
ability for the system under test. �e question remains how we can derive correct
abstract models of the network implementation. One approach is to learn the models
directly from the network. Similar techniques have been employed before to learn
program speci�cations [161–163]. However, in the context of networks, there are more
challenges in terms of scalability and heterogeneity. We addressed the scalability
challenges earlier in this thesis. For heterogeneity, there are multiple implementations
of the same protocols from multiple vendors. A speci�cation learning tool must
understand what is common and di�erent between these implementations. Another
approach is to verify the correctness of the hand-written models against network
implementation. In the second approach, data-plane veri�cation tools [115, 117, 118,
125] can be used to verify that the computed forwarding state in the network matches
the state that the model anticipated.

Synthesis for Quantitative Properties.While the existing network con�gurations
synthesis frameworks focus on functional requirements (e.g., forwarding paths),
synthesizing con�gurations that comply with quantitative properties remains an open
problem. Quantitative properties include, for instance, producing con�gurations
that give optimal convergence time, or a con�guration that has a minimal number
of changes compared to the existing con�guration or con�gurations that induce
minimal complexity. A solution to this problem needs to employ di�erent techniques.
For instance, minimizing the changes in a con�guration or the complexity of a
con�guration can be framed as a MAX-SAT problem, while the properties for a fast
convergence con�guration can be learned from a large set of examples. Combining
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the various techniques used to synthesize functional and quantitative requirements
in one scalable framework increases the challenges of this problem.

Learning-Based Synthesis. Existing network con�gurations synthesis frameworks
either generate con�gurations that do not resemble what a human operator would
write (e.g., SyNET and Propane [37]) or require inputs from the operator to generate
the desired con�gurations (e.g., sketches in NetComplete or bounds on the routing
domains in Zeppelin [56]). To foster the deployment of synthesis tools, a synthesis
framework need to generate con�gurations that are similar to what a human operator
would write. One particular sub-problem would be to �gure out how to automatically
learn “good” sketches from existing con�gurations; e.g., sketches that capture best
con�guration practices or local con�guration style.

Learning-Based Concurrency Analysis.While SDNRacer is a complete and sound
concurrency analyzer, its output is very verbose and could overwhelm the developers.
To assist the developers in troubleshooting the root cause of these errors, we developed
a method to cluster related concurrency violations based on a �xed set of features.
However, we discovered these features by manually examining traces of known
concurrency bugs. Manually �nding the set of features to correlate violations and the
weights to use in the clustering algorithm is a tedious task and does not guarantee
that we discovered all the related features. One interesting problem here is applying
Machine Learning techniques to learn the set of features from traces of known bugs.
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