Abstract—This paper describes work on multi-robot pattern formation. Arbitrary target patterns are represented with an optimal robot deployment, using a method that is independent of the number of robots. Furthermore, the trajectories are visually appealing in the sense of being smooth, oscillation free, and showing fast convergence. A distributed controller guarantees collision-free trajectories while taking into account the kinematics of differentially driven robots. Experimental results are provided for a representative set of patterns, for a swarm of up to ten physical robots, and for fifty virtual robots in simulation.

I. INTRODUCTION

In the last decade robotic pattern formation and formation control has experienced a rise of attention along with the advances in multi-robot systems. The applications of pattern formation are broad, and include multi-robot navigation tasks for exploration, escorting and rescue missions, alignment of aerial vehicles, or cooperative control of mobile sensor networks to maintain surveillance or coverage.

The pattern formation task involves the assignment of robots to goal positions that define the final pattern, but also the control of the robots to actually establish the formation. Typical work on pattern formation in robotics like [1] focuses on the positioning of the robots in a specified pattern and measures against the accuracy of the patterns achieved, as the main goal is the final robot formation, which often is the basis to accomplish another task.

In contrast, in this work focus is put on the pattern formation as such. The aim is to generate both visually convincing final formations by optimizing the robots’ goal positions, as well as simple and smooth robot motions at the transitions of patterns. Although visual appeal is not directly encoded in our method, the different algorithms of this work were selected with the clear aim for visual appeal.

A recent survey [2] describes the challenges of robotic pattern formation in detail. Many of the identified challenges, such as pattern transformation, collision avoidance, scalability of patterns or formation of multiple patterns are covered by our work and will be presented in the following sections.

The presented method first generates uniform sets of goal positions from input pattern templates by Voronoi partitioning. Thus an accurate representation of the final patterns is provided. Then the robots are driven towards the goal positions in an iterative process, by first performing a multi-robot goal assignment based on the Hungarian algorithm [3] to coordinate the robots, which leads to short paths and fast convergence of the robots to the goal. Finally, the robots smoothly avoid collisions using the distributed collision avoidance method presented in [4]. This two last steps are repeated until convergence.

We demonstrate our approach in experiments with up to ten differentially-driven robots and in simulations with fifty robots. The presented multi-robot system is capable of creating multi-pattern formations as well as transitions between arbitrary patterns, involving filling and non-filling patterns likewise. Further, reconfiguration of patterns is achieved in real time without need for costly preprocessing and robots recover from failures and adapt to changes in patterns reliably.

Similar to our goal assignment approach, the Hungarian algorithm was implemented for shape-reconfiguration in [6] among others. In [7] a scalable and distributed algorithm for shape transformation based on median consensus was presented and showed a performance close to that of the optimal assignment by the Hungarian algorithm.

Methods such as [8] represent an efficient way to control the overall shape of a robot team by global parameters, where the positions of the individual robots in the formation are not explicitly controlled. Patterns can also be created by applying a potential or force field. A method based on generalized social potential fields is presented in [9] that directs the robots to the goal positions on collision-free but relatively jagged paths which might get trapped in local minima.

The work in [10] presents a solution to the coverage problem by partitioning the area with a Voronoi diagram. The shape of the Voronoi regions and thus the positions of the robots are controlled through a density function over the environment, which results in a limited set of simple uniform robot patterns.

Other decentralized approaches, such as the gradual pattern formation presented in [11], investigate pattern formation under the local information provided by the robots’ sensors. Due to the lack of global knowledge, optimal choreographic motions cannot be achieved.

Furthermore, related work to pattern formation extends beyond the field of robotics to animation and computer graphics, where the motion coordination of large groups of agents is studied. The concept of spectral transformations is introduced in [12] to sequentially achieve smooth trajectories and collision avoidance. The approach produces visually appealing motions and the interpolation paths are controllable, but collision avoidance is not taken into account at the planning stage. Moreover, the method seems to require substantial manual tuning.
The remainder of the paper is structured as follows. Section II states the problem and gives an overview of the presented approach to pattern formation. Section III describes the goal generation for representation of the final pattern, whereas Section IV presents the control. In Section V simulations and experiments are discussed. Finally, Section VI concludes and gives an outlook on our future work.

II. PROBLEM DEFINITION AND OVERVIEW

Given \( m \) non-intersecting patterns \( \{P_1, \ldots, P_m\} \) and \( n \) robots \( \{R_1, \ldots, R_n\} \) of radius \( \{r_1, \ldots, r_n\} \), two complementary problems arise: first, to obtain the best possible distribution of the \( n \) robots over the \( m \) patterns so that in their final positions the patterns are optimally represented; second, to guarantee visually appealing motions of the robots and fast convergence, both for holonomic and non-holonomic robots.

The solution here presented consists of two main steps, each one solving one of the aforementioned problems. First, a set of \( n \) goal positions is computed. The goal positions represent the patterns and are independent of the initial positions of the robots. This initial computation is equivalent to a coverage method and can be computed offline if the pattern is known a priori. The result of this step is a set of \( \sum_{i=1}^{m} n_i = n \) goal positions, where \( n_i \) goal positions represent pattern \( P_i \).

Second, robots are driven towards the set of goals by a real-time controller. This iterative controller is subdivided into three parts: first the robots are optimally and uniquely assigned to goal positions, second each robot computes a preferred velocity towards its goal independently of the other robots, third each robot chooses a collision free velocity close to its preferred velocity, taking the current positions and velocities of its neighbors into account, and moves according to this computed velocity. Visual appeal in the trajectories is obtained thanks to the optimal goal assignment and reciprocal collision avoidance which avoids oscillations and produces smooth trajectories.

III. GOAL GENERATION

Given \( m \) patterns, the objective is to find the positions of \( n \) samples which optimally represent them. The samples are spread over the patterns according to their relative area. The ratios \( a(P_1) : a(P_2) : \cdots : a(P_m) \) are kept close to \( n_1 : n_2 : \cdots : n_m \), with \( \sum_{i=1}^{m} n_i = n \) and \( a(P_i) \) the area of pattern \( P_i \). Therefore, the problem is reformulated as optimizing the positioning of a set of \( n_i \) particles representative for each pattern \( P_i \). This is equivalent to a coverage problem, as stated in [10], where a cost function given by

\[
\sum_{j=1}^{n_i} \int_{W_j^i} ||q - q_j^i|| \rho_i(q) dq
\]

(1)

is to be minimized. The set \( \{W_j^i\}_{j \in [1,n_i]} \) is a partition of the convex region \( \hat{P}_i \) that entirely encloses \( P_i \). \( q_j^i \) are the positions of the particles, i.e. the generators of the partition and \( \rho_i(q) \) a mass density function which takes high values in \( P_i \) and decreases towards zero outside. Note that an enclosing convex region \( \hat{P}_i \) is needed for computation of the partition, but the pattern itself \( P_i \) can be of arbitrary shape. The Lloyd algorithm presented in [10] guarantees convergence of the final particle configuration to a local minimum.

Fig. 1 demonstrates the process. The algorithm is initialized to \( n_i \) particles uniformly sampled within the pattern \( P_i \). In each step the optimal partition given by the current samples is computed. This is the Voronoi tessellation,

\[
V_j^i = \{q \in \hat{P}_i \mid ||q - q_j^i|| \leq ||q - q_s^i||, \forall s \in [1,n_i], s \neq j\}
\]

(2)

The position of each particle \( q_j^i \) is updated to its optimal placement, the centroid of its cell,

\[
C_{V_j^i} = \frac{\int_{V_j^i} q \rho_i(q) dq}{\int_{V_j^i} \rho_i(q) dq}
\]

(3)

Due to the proximity between initial and final positions of the samples the iterative optimization quickly converges towards a local minimum of the coverage function (1), which in general is a good representation of the pattern. Implementation of the Lloyd algorithm can be either distributed or centralized. For each pattern, the centralized optimization presents \( \mathcal{O}(n_i \log n_i) \) overall time complexity of one step of the computation and a good distribution can be obtained in ten to twenty iterations if the start positions are sampled from a uniform distribution [13].

Let us call \( G_i \) the set of \( n_i \) particles that optimally represents pattern \( P_i \) and has been obtained through the presented Voronoi coverage optimization. Finally, the set of goals \( G \) is formed by the union \( G = \bigcup_{i=1}^{m} G_i \). Fig. 1 shows the initial and final position of the particles for representing a triangle.

IV. CONTROL

In order to achieve fast convergence and smooth trajectories, a simple real-time control is proposed. In each iteration, each agent \( R_i \) is uniquely assigned to a goal position \( g_j \in G \), computes a preferred velocity independently of the other agents and modifies it to avoid collisions with its neighbors.

A. Goal assignment

In each iteration the first step is to find a bijection between the \( n \) agents and the \( n \) goal positions which minimizes a cost function.

![Fig. 1. Left: Initial samples for representing a triangle and Voronoi tessellation. Right: Final position of the samples after convergence and their Voronoi tessellation.](image-url)
function, here given by the sum of squared distances to the goal
\[ \sigma_{GA}^k = \arg\min_{\sigma_k} \sum_{i=1}^{n} ||g_{\sigma_k(i)} - p_k^i||^2, \]
where \( k \) is the iteration index, \( \sigma^k \) the assignment function, \( p_k^i \) the position of robot \( R_i \) at iteration \( k \) and \( g_{\sigma_k(i)} \) its assigned goal.

The centralized Hungarian algorithm for optimally solving the goal assignment problem with cost \( O(n^4) \) was given by Kuhn and Munkres [3] and later improved by Edmonds and Karp to cost \( O(n^3 \log^3 n) \) [14]. In [16] a distributed task assignment method with market based coordination is presented, which finds a sub-optimal solution in a maximum of \( n(n+1)/2 \) iterations for each robot. In our present simulations and experiments a centralized version of the Hungarian algorithm is used, thus the optimal assignment is found. This computation becomes prohibitive for groups of robots larger than the ones used in the experiments and simulations. In that case, a sub-optimal goal assignment should be computed. Moreover, due to the low number of reassignments observed throughout iterations, this layer could run at a lower rate in a parallelized approach.

B. Preferred velocity

Each robot \( R_i \) selects a preferred velocity \( v_{\text{pref}}^i \) towards its assigned goal without taking into account the other robots. This velocity is given by a simple proportional controller
\[ v_{\text{pref}}^i = V_p \min \left( 1, \frac{||g_{\sigma_k(i)} - p_k^i||}{K_a} \right) \frac{g_{\sigma_k(i)} - p_k^i}{||g_{\sigma_k(i)} - p_k^i||}, \]
where the constant \( V_p > 0 \) is the preferred speed of the robot and is chosen slightly lower than the maximum speed. This is in order to successfully avoid collisions by speeding-up if needed. The constant \( K_a > 0 \) is the distance to the goal from which the preferred velocity is reduced linearly. In order to guarantee convergence without oscillations \( K_a \) must verify \( K_a \geq V_p \Delta t \), where \( \Delta t \) is the time step of the controller. Note that the non-holonomicity of the robots is taken into account in the local collision avoidance.

C. Local collision avoidance

For each robot, given a preferred velocity \( v_{\text{pref}}^i \) and the current velocities and positions of its neighbors, a collision free velocity \( v_{\text{cf}}^i \) and appropriate controls are computed. In order to avoid collisions while guaranteeing visually appealing motions local reciprocal collision avoidance is implemented. The method is based on Velocity Obstacles [17] in velocity space and exploits the fact that all controlled robots in the environment react following the same scheme. For holonomic robots refer to [18]. The kinematic constraints of non-holonomic robots are taken into account in NH-ORCA [4], which is chosen here shortly described.

Assume a differential-drive robot with constraints in its linear and angular velocities given by \( |v| \leq v_{\text{max}} - |\omega| \frac{l_w}{2} \) and \( |\omega| \leq \omega_{\text{max}} \), where \( l_w \) is the inter-wheel distance and \( v_{\text{max}} \) and \( \omega_{\text{max}} \) the maximum linear and angular speeds. Further consider a set of basic trajectories described by two segments, the first segment at \( v \) and \( \omega \) constant and the second one starting at a fixed time \( T_0 \geq \Delta t \), at constant \( v \) and \( \omega = 0 \).

Given a holonomic robot with constant velocity \( v_H \), its trajectory can be tracked by a non-holonomic robot moving along a trajectory subject to the aforementioned constraints in speed and path, within a certain tracking error. The set \( S_{\text{AHV}} \), now defines the velocities that can be tracked by robot \( R_i \) within an error below a fixed upper limit \( \epsilon_{\text{max}} \geq 0 \), and \( P_{\text{AHV}} \) is its polygonal approximation. In [4] the closed form of \( S_{\text{AHV}} \) was presented.

The set of collision-free velocities \( \text{ORCA}_i^\tau \) for robot \( R_i \) with horizon \( \tau \) is given by
\[ \text{ORCA}_i^\tau = P_{\text{AHV}} \cap \bigcap_{j=1,j \neq i}^{n} \text{ORCA}_{ij}^\tau, \]
where \( \text{ORCA}_{ij}^\tau \) is the set of collision-free velocities for horizon \( \tau \), and a holonomic robot at position \( p_k^i \) and radius \( r_i + \epsilon_{\text{max}} \) with respect to a holonomic robot at position \( p_k^j \), radius \( r_j + \epsilon_{\text{max}} \) and velocity \( v_{\text{cf}}^j \). As shown in [18], \( \text{ORCA}_{ij}^\tau \) is given by the half plane in velocity space computed geometrically from the generated Velocity Obstacle. Finally, \( v_{\text{cf}}^i \) is selected as
\[ v_{\text{cf}}^i = \arg\min_{v \in \text{ORCA}_i^\tau} \| v - v_{\text{pref}}^i \|. \]
An example with five robots is presented in Fig. 2.

Then feasible controls \( (v^i_k, \omega^i_k) \) are chosen for robot \( R_i \), which minimize the tracking error of \( v_{\text{cf}}^i \) while following the aforementioned basic trajectories. The mapping between \( v_{\text{cf}}^i \) and \( (v, \omega) \) was given in closed form in [4]. Moreover, \( \epsilon_{\text{max}} \) is dynamically decreased to guarantee \( r_i + r_j + 2\epsilon_{\text{max}} \leq \| p_k^i - p_k^j \| \). In addition, for crowded scenarios the time horizon can be optimized in each step by solving a 3D optimization [18], algorithm that runs in \( O(n_i) \) expected time for each robot \( R_i \), where \( n_i \) is the number of neighboring robots.

The result is an algorithm that guarantees collision-free trajectories for non-holonomic robots even in highly crowded environments. The collision avoidance layer can be fully par-

Fig. 2. NH-ORCA optimization in velocity space for a differentially driven robot in a scenario with five robots.
allelized and information exchange is limited to knowledge of size, position and velocity of the robots’ neighbors.

V. SIMULATION AND EXPERIMENTS

The pattern formation and control methods presented in this paper are tested both in experiments with real robots and in simulation. For the experiments a representative set of patterns is chosen, which is composed of polygonal convex and non-convex patterns, line patterns, filled patterns and patterns with hole, and formations with multiple patterns at a time. The chosen patterns are a circle, two lines, a ring, a triangle and three stars.

These patterns are visible as the background shapes in the bottom rows of Figs. 3 and 4. We show the representation of these patterns using four, seven and ten physical robots, and fifty simulated robots. We also show that trajectories present fast convergence, are smooth and exempt of undesired oscillations, thus they are visually pleasing.

A. Setup for pattern formation

The arena consists of a white 1.5 m x 1.5 m flat area on which the robots operate. An overhead camera tracks them through unique infrared LED codes. Communication to a centralized computing unit is realized via generic radio receivers at 10 Hz. In the following experiments we employ a maximum number of ten modified e-pucks [5], which are small disk-shaped differentially-driven robots. Furthermore, each robot is equipped with an array of 3 x 3 RGB color LEDs to portray a desired pattern. In Table I the relevant parameters of the modified e-puck are given, together with the NH-ORCA collision avoidance constants. Note that $\epsilon_{\text{max}}$ is decreased when robots are extremely close and horizon $\tau$ might be decreased to guarantee feasibility of the optimization, as described in Section IV. The simulations are carried out identically to the physical experiments, except that the tracking part is omitted and the vehicle kinematics are simulated by adding a similar amount of actuation noise as found in the real system. Note that noise is almost negligible in this setup.

B. Experimental results

Three runs of experiments are presented where the number of robots is increased; four, seven and ten robots are used. In all runs the robots are placed randomly on the arena and sequentially move from one pattern formation to the other. The intermediate and final frames for seven and ten robots are displayed starting in Fig. 3 and continuing in Fig. 4. In the top row of Fig. 3 and from left to right, seven robots start from random positions to form sequentially a circle, two lines and a ring, which follows in Fig. 4. In the middle

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_w$</td>
<td>0.0525</td>
<td>m</td>
<td>Distance between wheels</td>
</tr>
<tr>
<td>$d_w$</td>
<td>0.041</td>
<td>m</td>
<td>Diameter of the wheels</td>
</tr>
<tr>
<td>$d_A$</td>
<td>0.09</td>
<td>m</td>
<td>Maximum diameter of the robot</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>0.13</td>
<td>m/s</td>
<td>Maximum linear speed</td>
</tr>
<tr>
<td>$\omega_{\text{max}}$</td>
<td>4.96</td>
<td>rad/s</td>
<td>Maximum angular speed</td>
</tr>
<tr>
<td>$\epsilon_{\text{max}}$</td>
<td>0.01</td>
<td>m</td>
<td>Maximum tracking error</td>
</tr>
<tr>
<td>$\tau$</td>
<td>2</td>
<td>s</td>
<td>Time to collision horizon</td>
</tr>
<tr>
<td>$T_o$</td>
<td>0.35</td>
<td>s</td>
<td>Time to achieve orientation</td>
</tr>
<tr>
<td>$V_p$</td>
<td>0.12</td>
<td>m/s</td>
<td>Preferred speed</td>
</tr>
<tr>
<td>$K_a$</td>
<td>0.1</td>
<td>m</td>
<td>Linear speed reduction distance</td>
</tr>
</tbody>
</table>
Fig. 4. Multi-robot pattern formation (cont’d from Fig. 3). Top row, left to right: seven robots after achieving a ring pattern transition to form sequentially a triangle and three stars; intermediate and final frames are displayed. Middle row: Identical transformation with ten robots. Bottom row: Identical transformations with fifty simulated robots. The target patterns are displayed in the background at the bottom row.

row identical transformations with ten robots are displayed. The target patterns are displayed in the background at the bottom row. The sequences continue in Fig. 4, where after achieving a ring pattern, the robots first form a triangle and then three stars. Each sequence, from the first to the last pattern, has a duration of approximately 20 seconds and shows that the robots display the pattern optimally in their final positions. Even for low numbers of robots the method is able to represent a target pattern closely, although the visual effect is clearly affected by the low resolution, as can be seen from Fig. 5 where only four robots represent the patterns.

In Fig. 6 the trajectories for several pattern transformations are depicted, where each line represents the path of a robot, with the light blue stars the start positions and the black circles the end positions. The presented transformations are ordered from left to right: ten robots from two lines to ring, fifty simulated robots from two lines to ring and from ring to triangle. Smooth and oscillation-free trajectories are obtained. Collisions are fully avoided while keeping elegant motions. A video that shows the conducted experiments in full length and real speed accompanies the paper.

C. Simulation results

In simulation the number of robots is increased to fifty and the same sequence of patterns described in Section V-B is simulated. The intermediate and final frames are displayed starting in the bottom row of Fig. 3 and continuing in the bottom row of Fig. 4. The target patterns are displayed in the background of the images. As expected, increasing the number of robots improves the quality of the representation. This sequence is included in the accompanying video in full length and at double speed.

D. Recovery from perturbations

Thanks to the goal assignment performed in each iteration, the system adapts to major perturbations in the position of the robots by redistributing them to reform the pattern quickly. In Fig. 7 the recovery from a perturbation (top-right) is shown. Note that initial (top-left) and final (bottom-right) distributions are identical, although the robots have been redistributed. This experiment is presented in full length and real speed in the accompanying video.

VI. CONCLUSION AND FUTURE WORK

In this work a multi-robot control method for pattern formation is presented and tested in experiments and simulation. First, optimal final formations are achieved independently of the number of robots. Nevertheless, the minimum number of robots needed for obtaining a visually pleasant representation depends on the given pattern and remains difficult to specify in general. To obtain the final positions the Voronoi coverage method is applied before the robots start moving. This computation can be distributed. Second, visually appealing trajectories (oscillation-free, smooth and of similar length for all robots) are obtained with fast convergence to the final pattern from any start conditions. To achieve this, a real-time controller is implemented. The goal assignment step is implemented in a centralized scheme, but existing distributed algorithms could be utilized instead; the local collision avoidance is inherently distributed. Fast computation of the goal positions and fast convergence to the final formation from any start conditions. To achieve this, a real-time controller is implemented. The goal assignment step is implemented in a centralized scheme, but existing distributed algorithms could be utilized instead; the local collision avoidance is inherently distributed. Fast computation of the goal positions and fast convergence to the final pattern was achieved in all of our experiments, where no failure was detected. Furthermore, motions are guaranteed to be collision-free for the case of multiple differentially-driven robots.
Fig. 5. Five patterns represented with only four robots. Left to right: circle, two lines, ring, triangle, three stars. Even with very low resolution patterns are noticeable.

Fig. 6. Left: Trajectories for ten robots from two lines to ring. Middle: Trajectories for fifty robots (simulation) from two lines to ring. Right: Trajectories for fifty robots (simulation) from ring to triangle. Start and final positions are represented with light blue stars and black circles respectively.

The system in this paper provides a platform for several future investigations, including the handling of static and dynamic obstacles, as well as dynamic patterns.
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