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Abstract

ETH Zurich has established the Bedretto Underground Laboratory for Geoenergies (BULG)
in the Swiss Central Alps, where hydraulic stimulation techniques and associated induced
seismicity will be studied. Purpose of the experiments is to improve the understanding of
hydromechanical processes linked to the creation of a deep geothermal reservoir. The BULG
is located in relatively homogeneous granite with an overburden of around 1000 m. In context
of the initial in-situ stress �eld and rock mass characterisation campaign, several hydraulic
mini-frac tests were conducted. Two boreholes, one 30 m-long vertical and one 40 m-long
60� -dipping, were analysed in detail to complement preliminary reported stress magnitudes.
Several measurement protocols were utilised within the mini-frac tests conducted at �ve depth
intervals in each borehole.

The pressure decay analysis after shut-in was used to infer fracture closure pressure, whereas
dry packer reopening tests gave an estimation of the fracture reopening pressure and system
sti�ness. Shut-in times were varied from several minutes to one hour or overnight (12 to
14 h) to display e�ects on the fracture closure analysis and obtain the local pore pressure.
The latter ranges between 2:4 to 5:3 MPa, an indication of tunnel drainage e�ects. Since
fracture closure pressure determination, an approximation to the minimum horizontal stress,
is controversial in the literature, several analysis techniques were compared: G-function,
square root of time, bilinear pressure-decay and jacking pressure. In most cases, the applied
techniques give consistent results in a range of 1 to 2 MPa, but sporadically di�erences are
larger. The fracture compliance method was used to identify the point where the sti�ness
of the fracture increases, related to the beginning of its closure. Therefore, it is the most
accurate indication of minimum principal stress, which ranges between 12:6 to 15:2 MPa.
Increasing fracture sti�ness was correlated to a linear or bilinear 
ow regime on log-log scale
plots of the pressure derivative.

Formation breakdown, fracture reopening and instantaneous shut-in pressures were picked and
compared as well. The results show intra- and inter-borehole variations and the proximity to
naturally fractured regions seems to in
uence the data quality and pressure values. Natural
fractures were located on borehole logs and they are expected to be reactivated in the pressure
range reached during the mini-frac tests. As the induced tensile fracture propagates further
away from the borehole with every injection cycle, it becomes more and more likely that it
intersects pre-existing fractures. This can be seen as multiple closure signature on several of
the used diagnostic plots, where it is bene�cial to have extended observation times (� 1 h) to
fully characterise the di�erent closure behaviours.
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Chapter 1

Introduction

The current demand for CO2-neutral electricity production leads to an increasing research
interest in geothermal energy resources. Additionally, the gradual switch in energy produc-
tion from fossil fuels and nuclear energy towards renewable energy poses several challenges.
Amongst those is that a certain baseload is needed, as most renewable energy production, like
solar and wind, depends on environmental factors. Geothermal energy can serve as baseload
electricity, since it can be produced constantly (24 hours a day, 7 days a week). In Switzerland
the Federal Energy Strategy 2050 intends to use deep geothermal energy for this purpose
and aims an electricity production of 7 % from deep geothermal reservoirs (Evans et al., 2014).

Geothermal energy is energy stored as heat in the earth's subsurface and can be separated
into shallow and deep geothermal energy. Electricity can be produced mainly from deep
geothermal resources and is classically restricted to naturally porous, permeable reservoirs. In
general, a traditional hydrothermal reservoir needs three geological conditions: 1) su�ciently
high temperatures, 2) signi�cant amounts of water or brine, and 3) a permeable formation
to permit 
ow of the geothermal 
uid (Saar, 2017). This limits geothermal power produc-
tion from hydrothermal reservoirs to distinct geological conditions (Randolph and Saar, 2011).

An alternative is an enhanced/engineered geothermal system (EGS), originally termed hot
dry rock (HDR) system, where permeability is arti�cially enhanced in naturally impermeable
rocks to permit the circulation of 
uids. The idea originated in the early 1970s at the Los
Alamos Scienti�c Laboratory in New Mexico (Brown et al., 2012). A prerequisite for the
electricity production is a reservoir temperature above 150� C (Randolph and Saar, 2011;
Evans et al., 2014). Assuming a continental geothermal gradient of 30� C km� 1 and a mean
surface temperature of 10� C, these temperatures are reached in around 5 km depth. There-
fore, the target rock mass for EGS typically are crystalline basement rocks. Permeability
enhancement is achieved by hydraulic stimulation, either through hydraulic shearing (HS) of
natural fractures or shear zones, or through hydraulic fracturing (HF) of intact rock. Several
orders of magnitude permeability enhancement are possible by irreversibly opening new
fractures, which are likely to increase the connectivity of a potentially pre-existing fracture
network (Evans et al., 2005b,a).
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The main goal for a successful EGS project is to enhance the rock mass permeability within
a large volume to enable a su�ciently high 
ow rate to carry heat and/or pressure for
economic power generation (Adams et al., 2015). At the same time, the opposing goal is
to keep the associated induced seismicity below a hazardous level (Evans et al., 2014), as
hydraulic stimulation is always accompanied by induced seismicity (Majer et al., 2007; Evans
et al., 2012). Seismic events can reach noticeable magnitudes, which leads to public concerns
and di�culties to employ the technology in populated areas. Damage to infrastructure and
the reception of earthquakes by the local population led to the termination of EGS projects
in the past, e.g. the magnitude 3.4 event in Basel 2006 (Giardini, 2009).

Apart from safety concerns, monitoring of microseismicity is commonly utilised in uncon-
ventional oil and gas reservoirs. The location of microseismic events is used to monitor the
extent and growth of fractures during hydraulic stimulation and estimate the geometry and
volume of the stimulated area (Maxwell, 2014; Yang and Zoback, 2014; Ma and Zoback,
2017). In other projects, the depleted zone in an oil �eld could be delineated by preferentially
occurring shear-slip events during repressurisation (Dohmen et al., 2014, 2017). Microseismic
monitoring to delineate fracture propagation was successfully applied for EGS related
simulations as well (e.g. Evans et al., 2005b) and can yield information about the local stress
�eld (Gischig et al., 2018).

To answer open research questions regarding hydraulic stimulation, the understanding of frac-
ture slip characteristics and the associated seismicity and permeability enhancement needs
to be improved, especially on the �eld or reservoir scale (Amann et al., 2018). Studying the
relevant processes under in-situ conditions is desirable since small-scale laboratory experi-
ments are di�cult to upscale. Because in great depth the monitoring of the processes is very
di�cult, controlled experiments are conducted in deep underground laboratories at depth
� 1 km (Evans et al., 2014). For this purpose, ETH Z•urich has established the Bedretto
Underground Laboratory for Geoenergies (BULG) (http://www.bedrettolab.ethz.ch ) in
the Swiss Central Alps. The BULG is a follow-up of the Grimsel "In-situ Stimulation and
Circulation" project, where in-situ stimulation tests were conducted while monitoring the
seismo-hydromechanical response of the rock (Amann et al., 2018). The experiments at the
BULG will be on a larger scale, approximately around 100 m, and will focus on hydraulic
stimulation for deep geothermal energy, associated with induced seismicity due to fault reac-
tivation.

http://www.bedrettolab.ethz.ch
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1-1 Deep geothermal energy - Why are stress measurements
important?

Knowledge of the in-situ stress state, represented by stress orientations and magnitudes,
is crucial in EGS, where hydraulic fracturing takes an important part in the creation of a
geothermal reservoir. The stress state controls the hydraulic fracture initiation and propaga-
tion (Hubbert and Willis, 1957). Without any stress in the subsurface, hydraulic stimulation
would not even be possible as fractures would propagate directionlessly. Moreover, the
orientation of geological structures, like natural fractures, relative to the orientation of the
stress �eld and its magnitudes de�ne the slip tendencies of these structures. Favourably
oriented natural fractures, which might be either intersected by hydraulic fractures or
intentionally stimulated, can experience signi�cant shear displacement leading to 
ow and
permeability enhancement (e.g. Evans et al., 2005b).

Beyond that, measurements of the in-situ state of stress are important in many other earth
sciences and subsurface engineering disciplines. On a big scale, the stress state of the upper
crust is important to understand crustal faulting and associated fault zones, often associated
with earthquakes (Zoback and Healy, 1992). In engineering problems, stress measurements are
important for underground CO 2 sequestration (Iding and Ringrose, 2009), storage of nuclear
waste (Jo et al., 2019), oil and gas reservoir development (Yang and Zoback, 2014; Gri�th and
McClure, 2016; Ma and Zoback, 2017) and the assessment of underground structure stability,
like tunnels, shafts and caverns. For instance, the state of stress needs to be known to design
pressure tunnels for hydro power projects, where prevention of water out
ow due to creation
or reopening of fractures is important (Doe and Haimson, 2013; Longden and Klee, 2016).

1-2 In-situ stress �eld, hydraulic fracturing and hydraulic
shearing

The stress �eld inside the earth's crust is commonly expressed as a tensor containing three
orthogonal principal stresses,S1 � S2 � S3, which are also called greatest, intermediate,
and least principal stress according to their magnitude. It is convenient to describe the
three stress vectors with one being in vertical and two in horizontal direction, the vertical or
overburden stressSv and the minimum and maximum horizontal stress Shmin and SHmax .
In geology there are three stress state regimes explained by Anderson's faulting theory
(Anderson, 1905). They predict the kind of faults that occur in these systems. The order
of stress magnitudes in the normal, strike-slip and reverse faulting regime are described in
Table 1-1.

A 
uid injection into any formation can simply be understood as an increase of the local
pore pressure (Pp). The concept of e�ective stress, denoted with� , introduces pore pressure
as a tensile stress which reduces the three principal stress magnitudes (Jaeger et al., 2007).
Therefore, e�ective stress is given by:

� = S � Pp (1-1)
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Table 1-1: Anderson's faulting regimes and the relative stress magnitudes in terms of vertical, mini-
mum and maximum horizontal stress.

Regime
Stress

S1 S2 S3

Normal Sv SHmax Shmin

Strike-Slip SHmax Sv Shmin

Reverse SHmax Shmin Sv

A common way to show states of stress is the Mohr circle diagram (e.g. Jaeger et al., 2007;
Zoback, 2007). An example is shown in Figure 1-1. The three circles on the right side show
the initial state of stress. The e�ective normal stress is plotted against the shear stress and
the x-axis intersections give the three e�ective principal stress magnitudes. Any arbitrary
oriented fault plane with a �xed normal vector would plot as a point in the space between
the two smaller Mohr circles and the big Mohr circle. The failure line for failure of a rock is
given by the Mohr-Coulomb criterion:

� = C + � i � n (1-2)

where � n is the e�ective normal stress, � the shear stress,� i the coe�cient of internal friction
and C the cohesion. The Mohr-Coulomb criterion gives the point of failure for an intact rock.
For fault reactivation, the cohesion is neglected and the coe�cient of internal friction ( � i ) is
replaced by the coe�cient of friction ( � ), which describes the sliding friction on pre-existing
planes. Typical values for the latter are 0:85 � � � 0:6 for completely interlocked or irregular
fault planes (Byerlee, 1978).

Raising the pore pressure, for example through 
uid injection, could cause the re-activation
of favourable pre-existing fractures/faults by reducing the e�ective normal stress (Gaucher
et al., 2015). In the Mohr diagram (Figure 1-1), this can be seen as shifting the Mohr circle
to the left side, closer or partially above to the failure line. All fault planes which would
fall close to the failure line are critically stressed and for those which are located in the red
shaded area slip would have occurred, which was previously described as hydraulic shearing.
If the pore pressure is raised as high that it overcomes the least principal stress and the
cohesion of the rock, which would simply shift the Mohr-Coulomb failure line in Figure 1-1
upwards, hydraulic fracturing occurs and new tensile fractures develop.

1-3 Methods for in-situ stress measurements and rock mass
characterisation

Hydraulic methods in boreholes are commonly used to infer the state of in-situ stress. They
use straddle packers to isolate an interval of the borehole. After in
ating the packers and
testing that the interval is sealed o�, it is pressurised using a fracturing 
uid. The pressure
is increased until existing fractures are reopened or new tensile fractures in the originally
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Figure 1-1: The Mohr circles describe the magnitudes of the three e�ective principal stress directions
as their intersections with the x-axis. The circles on the right side show the in-situ state
of stress and the ones on the left side the stress state after a 
uid injection which induces
an increase in pore pressure, symbolised by the blue arrow. The Mohr-Coulomb failure
criterion (red line) describes the critical shear stress that is necessary for failure of a
fault plane to occur. All idealised fault planes plot according to their orientation as a
point in the area between the large and two smaller Mohr circles.

intact rock are created. If pre-existing fractures are stimulated, the test is called hydraulic
tests on pre-existing fractures (HTPF). The creation of relatively small tensile fractures is
referred to as mini-frac test. Sometimes interchangeably used is the term diagnostic fracture
injection test (DFIT) which is usually on a bigger scale with higher injection volume. A
detailed description of the di�erent hydraulic methods can be found in Ljunggren et al.
(2003) or Amadei and Stephansson (1997).

As mentioned before, mini-frac tests are small-scale injection diagnostic tests usually
used in low-permeability formations. After breaking down the formation and propagating
the hydraulic fracture for a short time at low injection rates, the pump is stopped and
the closure of the fracture system observed. The obtained pressure transient curve con-
tains information about 
uid mechanics from the 
uid properties itself, the evolution of the
fracture and, at later times, pressure di�usion into the rock matrix depending on permeability.

Figure 1-2 shows an idealised pressure record during a mini-frac test in homogeneous rock.
First, the pressure increases linearly due to the borehole storage until the rock breaks and

uid is lost into the rock formation ( Pb). In the beginning, the pressure drops due to unstable
fracture propagation, but then it stabilises and equals the pressure to propagate the fracture
away from the well (Pfp ). When the pumping is stopped and the 
uid stops moving, viscous
pressure losses due to friction between the 
uid and surface equipment, pipes and borehole
wall disappear. The resulting pressure is called instantaneous shut-in pressure (ISIP) (PISI ).
It is an indicator for the excess pressure, also called net pressure (Pnet ), above the fracture
closure pressure (Pcl). The fracture closure pressure is when the hydraulic fracture �nally
closes as the 
uid pressure can not keep it open. When the interval is pressurised again the
fracture reopens at the fracture reopening pressure (Pr ).
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Figure 1-2: Principle of mini-frac tests with the �rst pressurisation cycle shown (modi�ed from Wang
and Sharma (2019)). Bottomhole pressure and pump-injection 
ow are presented as a
function of time and the borehole and planar fracture is illustrated in a horizontal sec-
tion. Marked with red circles are important pressure points: formation breakdown (Pb),
fracture propagation (Pfp ), instantaneous shut-in pressure (ISIP) (PISI ) and fracture
closure (Pcl ) pressure. The fracture closure divides the data in two parts: Before clo-
sure, where the fracture mechanics dominantly in
uence the pressure, and after closure,
where the pressure di�usion into the rock matrix dominates.

The evaluation of the pressure records after pump shut-in is called pressure transient
analysis, which main goal is to determine the fracture closure pressure. Several techniques
and diagnostic plots were proposed over the years and are applied and compared in this
thesis. Mainly the pressure vs square root of time (Nolte, 1988; Zoback, 2007) or pressure vs
G-function (Nolte, 1979, 1986), a specialised dimensionless function relating shut-in time to
injection duration, were employed. Supporting log-log scale plots and plots of the pressure
derivative dP=dt vs pressure were used.

Leading to confusion is the non-uniform use of di�erent terms. In some, mostly older,
literature the term shut-in pressure is used (Lee and Haimson, 1989; Haimson and Cornet,
2003). Often it is not clear if the similar sounding ISIP or fracture closure pressure is meant.
In this thesis the term shut-in pressure is not used, instead the terms ISIP and fracture closure
pressure, as explained above and in Chapter 4-1-1, are used. This was identically done in work
of many other authors (e.g. Nolte, 1979; McLennan and Roegiers, 1982; Dutler et al., in prep.).
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Fluid pressures required to generate or reopen, propagate, sustain and close fractures can
be related to the magnitudes of the in-situ stress �eld. The direction of the stresses is
inferred by measuring the orientation of the hydraulically induced fractures with impression
packers or borehole logging tools (optical televiewer (OTV) or acoustic televiewer (ATV)).
Hydraulically created fractures should form approximately perpendicular to the least
principal stress (Hubbert and Willis, 1957). Accordingly, the hydraulic fractures should be
vertical in normal and strike-slip faulting regimes, whereas they should be horizontal in
reverse faulting regimes. Caution should be taken in the presence of pre-existing natural
fractures or �ssures, as the fracture propagation direction is likely to be in
uenced by those
weakness zones (Cornet and Valette, 1984). The magnitude of the minimum principal stress
is assumed to be equal to the fracture closure pressure or sometimes equal to the ISIP, latter
giving a rough estimate or upper bound.

A slightly di�erent technique without the use of a 
uid is the sleeve fracturing method or dry
fracture reopening, which uses the packer itself to initiate a tensile fracture or reopen existing
ones (Stephansson, 1983; Ljunggren and Stephansson, 1986; Amadei and Stephansson, 1997).
The packer is in
ated in the borehole and the membrane initiates or reopens a fracture at
the borehole wall. The advantage is that no 
uid penetrates the rock. As a mechanically
closed fracture is likely to sustain residual permeability, a 
uid can pressurise the fracture
before reopening it, which leads to inaccuracy in the determination of the reopening pressure
(Desroches, 1995). Furthermore, the �rst part of the sleeve fracturing test, before a fracture
is created, is similar to a dilatometer test and from the linear part of the pressure-volume
curve the shear modulus can be calculated (Ljunggren and Stephansson, 1986; Amadei and
Stephansson, 1997). It was even tried to estimateSHmax from a combination of hydraulic
and sleeve fracturing (Desroches and Kurkjian, 1999).

1-4 Fracture opening and closure

To model rock fractures or joints, they are often idealised as two planar, rough surfaces, which
are in contact with each other in some points, but separated in others (Jaeger et al., 2007).
The distance of the fracture planes, measured perpendicular to the nominal plane, is called
(mechanical) aperture. One can also de�ne a hydraulic aperture, which is the separation
between two parallel plates that gives the same 
ow rate per unit pressure gradient as the
natural fracture, to address the fracture permeability. The hydraulic aperture is usually
smaller than the mechanical aperture for rough-walled fractures, but the relationship is
nonlinear (Renshaw, 1995; Vogler et al., 2016). It was shown in laboratory experiments that
hydraulic fractures retain a signi�cant residual aperture after closure (Van Dam et al., 2000).
This residual aperture is desired as it increases permeability after hydraulic stimulation, but
it complicates pressure transient analysis of subsequent pressurisation cycles in mini-frac
tests. For example, the fracture reopening pressure depends on the residual hydraulic
aperture, injection 
ow rate and fracture normal sti�ness, which makes it challenging to
identify (Rutqvist et al., 2000).
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Another material property associated with fractures is the sti�ness which describes the re-
sistance to deformation when a force is applied. The reciprocal value is called compliance.
Inside the linear elasticity regime, the sti�ness of an idealised rock can be described by the
Young's modulus E . A similar concept can be applied to fractures described by the fracture
sti�ness Sf . It is the change in e�ective normal stress � n divided by the change in aperture
a:

Sf = �
d� n

da
(1-3)

A common assumption is that the fracture sti�ness is constant until the fracture closes,
which happens when the 
uid pressure inside it drops below the stress perpendicular to the
fracture walls. This is a oversimpli�cation of the problem as fracture closure is a dynamic
process, since the fracture will start to close at the tip towards the borehole (e.g. Hayashi and
Haimson, 1991; Craig et al., 2017; Wang and Sharma, 2017a, 2018, 2019). At the moment
when the fracture starts to close at its tip, an increase in fracture sti�ness occurs and has a
dominant e�ect on the pressure transient curve (McClure et al., 2014, 2016). The e�ect is
later referred to as variable fracture sti�ness or compliance, and was also termed pressure
dependent fracture compliance (Wang and Sharma, 2017a, 2018, 2019) or progressive fracture
closure (Zanganeh et al., 2017). On the contrary, the assumption of a constant fracture
sti�ness during closure leads to signi�cant underestimations of minimum principal stress
(Wang and Sharma, 2017a, 2019).

Another nearly always made assumption in the derivation of diagnostic plots is that 
uid
loss from a fracture is inversely proportional to the square root of time after shut-in, named
Carter leak-o� (Howard and Fast, 1957). Carter's leak-o� model makes the assumption of a
constant 
uid pressure inside the fracture and one-dimensional leak-o� into the rock matrix
perpendicular to the fracture walls. The pressure decay of a fracture and borehole system
with constant sti�ness and Carter leak-o� will be proportional to the square root of time
(McClure et al., 2016; Detournay, 2016), why it should give a straight line on a pressure
vs square root of time plot. The deviation from this line shows a change in the system
sti�ness due to the fracture closure. Assuming Carter leak-o� is clearly a oversimpli�cation
of the problem, as 
uid pressure inside the pressure is not constant but declines rapidly after
shut-in, which in
uences the leak-o� rate.

Due to the above described non-ideal behaviour of fractures, like fracture pressure-dependent
leak-o� and variable fracture compliance, the identi�cation of closure pressure is in practice
often ambiguous. Jung et al. (2016) and Dutler et al. (in prep.) give a good overview
of what kind of non-ideal behaviour can occur and how it manifests on G-function plots
in low permeability formations. The e�ects mentioned are the variable fracture sti�ness, the
isolation of the well due to near borehole complexities, multiple closures of a complex fracture
geometry and a bottleneck between the borehole and far-�eld fractures. In the literature
di�erent approaches exist for the interpretation of non-ideal fracture closure (e.g. McClure
et al., 2014, 2016; Jung et al., 2016; Wang and Sharma, 2017a, 2019).
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1-5 Objective

The aim of this thesis is to study the in-situ stress �eld and its variation at the BULG. As
the laboratory is still in an early phase, limited information about the regional stress state
as well as rock properties are available. A special focus lies on the comparison of various
analysis techniques to estimate the stress magnitudes and to see if the mostly for the oil
and gas industry developed methods can be utilised in crystalline rocks. Moreover, the
interaction of hydraulic with pre-existing fractures is studied and it is investigated how much
information about rock properties can be obtained from mini-frac tests.

This Master's thesis is structured into four main parts: 1) An overview of the study location,
the BULG, in Chapter 2, followed by the examination of pre-existing fractures from borehole
logs and their slip tendency (Chapter 3). 2) The analysis of mini-frac tests for stress
measurements using the various mentioned diagnostic plots (Chapter 4). 3) Evaluation of
extended shut-in times with special focus on pore pressure determination and 
ow regime
characterisation are given in Chapter 5. 4) Dry packer reopening tests used to re�ne the
mini-frac analysis and to characterise the rock mass sti�ness build up Chapter 6.

Experiments were conducted in six boreholes, but for the scope of this thesis data from two
of them, one vertical and one inclined borehole, are analysed in detail. Some of the data from
the mini-frac experiments were previously analysed by Ma et al. (2019). Hence, this thesis
aims to check the reported results and give a more accurate estimation of the local stress
�eld and its spatial variations. The dry reopening test using a packer to estimate the fracture
reopening pressure is a relatively unused technique, reported only in a few publications.



Chapter 2

Site description and test boreholes

The data analysed in this thesis was measured at the Bedretto Underground Laboratory
for Geoenergies (BULG), a joint underground research facility by the Department of Earth
Sciences of ETH Zurich and the Swiss Competence Center for Energy Research - Supply of
Energy (SCCER-SoE). The laboratory is located in the Bedretto tunnel in the Swiss Central
Alps, which is about 9 km south-east of the city Airolo in the canton Tessin (Figure 2-1).
The tunnel is an abandoned 5:2 km auxiliary access drift of the Furka Base Tunnel. Above
the tunnel lies the Pizzo Rotondo, the highest mountain (3192 m) of the Saint-Gotthard
Massif.

The laboratory is situated in an enlarged cavern between tunnel meter (TM) 2000-2100. The
TM is a local distance measured from the southern entrance of the tunnel. The elevation
at the south entrance is 1480:5 m above sea level and the tunnels axis trends in a NW-SE
direction (azimuth � 317� ), generally along the mountain ridge line above.

2-1 Geology and in-situ state of stress

The BULG is situated within the Hercynian Rotondo Granite, which forms a dome-shaped
intrusion in the Gotthard Massif that took place during the Variscan orogeny (Labhart,
1977) (Figure 2-1). The Rotondo granite is relatively homogeneous, massive light grey
and shows only slight in
uence of metamorphism (J•ager and Niggli, 1964). Its mineralogy
is dominated by quartz, alkali-feldspar and plagioclase, with little contents of biotite and
di�erent accessory minerals (Huber, 2004). Subvertically dipping fault zones that intersect
with the Bedretto tunnel predominantly strike perpendicular to it (SW-NE to WSW-ENE),
which coincides with the direction of the weakly developed foliation (SW-NE) (L•utzenkirchen,
2002; L•utzenkirchen and L•ow, 2011). The orientation of the fault zones is consistent with
measurements around the Gotthard pass, which is around 10 km east of the Bedretto tunnel
(L•utzenkirchen, 2002; Zangerl et al., 2006). Additionally, Ofterdinger (2001) reports that
SE-NW striking fracture sets are frequently observed along the Bedretto tunnel.
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Figure 2-1: (a) Geological and geographical map of the Gotthard and Aar massif (L•utzenkirchen and
L•ow, 2011). The locations of the Grimsel Test Site (GTS) and Bedretto Underground
Laboratory for Geoenergies (BULG) are marked and the Bedretto and Furka tunnel
shown on the map. (b) and (c) show pictures of the GTS and BULG.

A �rst estimate about the regional stress �eld in the Swiss Central Alps can be obtained from
the World Stress Map (Heidbach et al., 2016). The alpine stress �eld is not uniform, but
the general trend of SHmax in the Swiss Alps is in NW direction. Around the BULG there
are no stress measurement points, but extrapolating the closest information leads to the
expectation of a NW-SE trend for SHmax and a strike-slip or normal faulting regime. This is
con�rmed by the transition from a slight predominant strike-slip mechanism in the northern
alpine foreland towards a strong predominance of normal faulting in the main Alps described
by Kastrup et al. (2004) based on earthquake focal mechanisms. The authors also describe
that SHmax is in general in NW direction, yet it undergoes a counterclockwise rotation along
the alpine mountain belt towards the west and across the Alps from the northern foreland
to the Penninic nappes in the south.

A preliminary analysis of the stress measurement campaign presented in this thesis was sum-
marised by Ma et al. (2019). The for the Swiss Central Alps common strike-slip to normal
faulting regime is con�rmed by the test results. The estimated stress components are 26.5
MPa for the vertical stress (Sv), 13-16 MPa for the minimum horizontal stress (Shmin ) and
0.8-1� Sv for the maximum horizontal stress (SHmax ). The pore pressure (Pp) lies between 3-6
MPa. From the orientation of the created tensile fractures, the estimated azimuth of SHmax

is 100� (WNW-ESE). The steeply dipping hydrofracs suggest that taking one of the principal
stress directions as vertical is a valid approximation.
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2-2 Boreholes and measurement campaign

Six boreholes with a diameter of 101 mm were drilled in the �rst experiment phase at the
BULG (Figure 2-2). This work focuses on the data of two of them, one 30 m-long vertical
(SB3.1) and one 40 m-long 60� -dipping (SB2.2) (Table 2-1). Borehole SB3.1 is located
at TM2250 and borehole SB2.2 at TM2075. In some of the visualisations a local tunnel
coordinate system is used, which has its origin at the start of the niche (TM2000) and has
the y-axis parallel to the tunnel axis, approximately in a NW-SE direction.

In the two boreholes, di�erent experiments were carried out. After drilling, the boreholes
were logged with borehole logging tools, from which the ATV and OTV are used in this
thesis. These imaging logs make it possible to identify natural and/or induced fractures at
the borehole walls. At �ve depth intervals so-called mini-frac tests were performed. Due
to a mistake during the experiments in SB2.2, an additional stage was fractured at 21:5 m.
The mini-frac experiments consist of initial fracking, reopening and step-rate injection
cycles. Furthermore, dry fracture reopening experiments were carried out at all intervals. A
dilatometer test was performed in SB2.2 at 9 m depth. An overview about the sequence of
experiments can be seen in Figure A-1 (SB2.2) and Figure A-2 (SB3.1) in the Appendix.
It should be noted that the experiments were conducted during three small measurement
campaigns in February, April and May 2019. As the succession of tests varied, there is a
time span of one or two months between several experiments.

Table 2-1: Information about the two analysed boreholes.
* = angle with respect to magnetic north

Borehole Position [TM] Inclination [ � ] Azimuth [ � ] Length [m]

SB2.2 2075 60 227* 40

SB3.1 2250 90 - 30
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Chapter 3

Preliminary slip tendency analysis
of natural fractures

3-1 Methods

The slip tendency of a fracture can be described by the Coulomb failure function (CFF) which
is based on Amontons' law and related to the Mohr-Coulomb criteria in Eq. (1-2):

CFF = � � �� n (3-1)

where � n is the e�ective normal stress on the fracture plane, � the shear stress,� the co-
e�cient of friction and cohesive strength of the fault plane neglectable (Zoback, 2007). As
a conservative approach, the coe�cient of friction is assumed to be 0.6. Negative values of
the CFF mean that a fault is stable. As the function approaches zero, the shear stress will
overcome the e�ective normal stress and reactivate the fault. As an increase in pore pressure
reduces the e�ective normal stress, Eq. (3-1) alternatively can be expressed in terms of the
increase in pore pressure needed to induce slip:

Ppcrit = � n �
�
�

(3-2)

From the borehole logs, the natural fracture traces on the borehole wall were identi�ed and
extracted. The selection was based on the analysis of the ATV amplitude data. The ATV tool
emits ultrasonic pulses and measures the re
ected amplitude and travel time. Fractures can be
identi�ed due to decreasing amplitude with larger surface roughness of the fracture (Srinivas
et al., 2018). The depth in the borehole, dip and dip direction, later transformed into strike,
were exported from the well data analysis software WellCAD. With this information and the
local stress �eld, the shear and e�ective normal stress on the fracture plane was calculated
via tensor transformation (e.g. Zoback, 2007, Chapter 5). The stress �eld input can be seen
in Table 3-1 and is based on the preliminary stress measurement results reported by Ma
et al. (2019). It should be noted that no results from the analysis described in the following
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Chapters were used, as the slip-tendency evaluation was conducted as a �rst preliminary step.
The maximum principal stress is assumed to be vertical and equal to the overburden stress.
Finally, Eq. (3-1) and Eq. (3-2) are used to calculate the CFF value and pore pressure to
induce slip.

Table 3-1: Input parameters for the slip tendency analysis of the natural fault planes. Based on
results from Ma et al. (2019).

Parameter Value

S1/S v 25:5 MPa

S2/SHmax 0.9 � S1 = 22:95 MPa

S3/Shmin 15:3 MPa

Pp 3 MPa

Azimuth of S1 100�

� 0.6

3-2 Results

The from ATV and OTV logs picked traces of the natural fractures are visualised in stereonets
in Figure 3-1 and listed in Table A-1 in the Appendix. The �gure also displays how a zone
with multiple subparallel fractures looks like on an ATV and OTV log. SB2.2 shows just a
single fracture in a depth of 15 m. The fracture dips into a western direction. More fractures
are visible in SB3.1, but they are limited to a depth of 25 to 27 m and a single fracture at
29 m. The dip directions vary between W and SW with strikes between 135 to 196� . Dip
angles lie between 54� and 71� .

Another visualisation to enable the correlation with fractures mapped at the tunnel wall is
to extrapolate the idealised planar fracture to a simpli�ed, in�nite horizontal tunnel 
oor.
This is seen in Figure 3-2. The fracture planes are coloured according to the critical pore
pressure increase needed to induce slip. Even tho the orientation of the fault planes lies in
a narrow range, the critical pressure increase varies signi�cantly between 9 and 18 MPa. It
should be noted that those are the pressure increases needed additionally to the pore pressure,
to reactivate the fractures. The fractures can roughly be separated into two sets or groups:

(1) Fractures with low critical pressure values (9{12 MPa). They strike approximately be-
tween 135 to 150� (NW-SE) and are located in borehole SB3.1.

(2) Less optimally oriented fractures with higher critical pressures above 14 MPa. The strike
angle lies between 160 to 200� (N-S) and the faults occur in both boreholes.



16 Preliminary slip tendency analysis of natural fractures

23.5

24.0

24.5

25.0

25.5

26.0

26.5

27.0

27.5

Depth
1m:20m 0°       90°       180°      270°      0° 0°       90°       180°      270°      0° 

Image (OTV) Amplitude (ATV)

Trace of 
natural fracture

(a) Section of SB3.1

N

(b) SB2.2

N

(c) SB3.1

Figure 3-1: (a) Borehole logging data, ATV and OTV, showing a section with several natural frac-
tures in a depth between 25:5 to 26:5 m in SB.3.1. (b) + (c) Lower hemisphere stereonet
with fracture planes of logged natural fractures. The yellow star symbolises the borehole
axis.
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N

(a) SB2:2

N

(b) SB3:1

Figure 3-2: Visualisation of the borehole, idealised horizontal tunnel 
oor and intersected natural
fracture planes shown as disks. The idealised planar fractures are extrapolated to show
where they intersect the tunnel 
oor. Pore pressure increase to induce slip of the planes
is denoted as colour. The coordinate system refers to local coordinates with the Y-axis
parallel to the tunnel axis, trending in NW direction (43 � ), and the origin at the start
of the niche at TM2000.
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Strike and dip of the faults both in
uence the pore pressure needed to reactivate them.
Steeper dipping planes with comparable strikes have a smaller value, but the di�erences are
minor as the dip direction varies only with 17� . The strike direction has a larger in
uence
on the critical pore pressure, as it di�ers more than the dip angle. Faults that strike more in
NW-SE direction (group 1) are signi�cantly closer to failure than faults of group 2 that strike
roughly in N-S direction.

3-3 Discussion

The slip tendencies of both boreholes are summarised in a Mohr circle diagram in Figure 3-3.
Fractures close to the failure line are critically stressed and a 
uid injection shifts the
Mohr circle and fracture planes, plotted as poles, closer to the failure line. The higher slip
tendency of fractures oriented NW-SE compared to N-S oriented fractures can be explained
by their orientation relative to the input direction of the minimum horizontal stress. The
input for the minimum horizontal stress is 15:3 MPa in WNW-ESE direction (100 � azimuth).
The local stress regime is a combination of normal and strike-slip faulting as maximum
horizontal stress is close to vertical stress. Therefore, normal and strike slip faults could be
reactivated. According to Zoback (2007) optimally oriented normal faults are expected to dip
approximately 60� in conjugate pairs and strike parallel to the maximum horizontal stress.
Strike-slip faults are likely to be vertical conjugate pairs with a strike around 30� from the
direction of maximum horizontal stress. This explains that the faults, having dips associated
with both fault regimes, are more likely to slip if the strike is closer to 100� or 130� , which is
the case for group 1. A steeper dip results in smaller values due to the assumption that the
vertical stress is the maximum one. A greater portion of it acts on shallow dipping planes
compared to steeply dipping ones.
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Figure 3-3: Visualisation of the identi�ed natural fractures in a Mohr circle with the local stress �eld
speci�ed in Table 3-1. The fracture planes are coloured according to the critical pore
pressure increase needed to induce slip. The single fracture occurring in borehole SB2.2
is marked, the other fractures are from SB3.1. The solid line gives the Mohr-Coulomb
criteria for fault reactivation. Dashed lines show the failure criterion after an increase
in pore pressure through 
uid injection, which reduces the e�ective stress and possibly
reactivates optimally oriented faults.
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In the course of a Master's thesis by Jordan (2019) the natural fractures along the Bedretto
tunnel walls were mapped (Figure 3-4). The two in boreholes identi�ed sets of fractures
are visible on the tunnel walls as well. In the niche of the BULG (TM 2000-2100), the N-S
striking fracture set dominates and one of these fractures intersects SB2.2. Exposed fractures
in the area around the laboratory niche often show a mica and chlorite mineralisation. The
set likewise occurs north of the niche where SB3.1 is located, together with a major tunnel
parallel fracture set. The latter corresponds to the NW-SE striking fractures (group 1)
observed in SB3.1. Observations show that this set is naturally water conductive. This
matches the measurement of tunnel in
ow by Ofterdinger (2001), who found a discharge of
890 L min� 1, predominately from the NE-SW striking faults, in a section of 1:5 km starting
from the northern portal of the Bedretto tunnel.

Figure 3-4: Visualisation of the discontinuities or natural fractures mapped in the Bedretto tunnel
as part of a Master's thesis by Jordan (2019).



Chapter 4

Mini-frac tests

This chapter deals with the analysis of the mini-frac tests, which were conducted to measure
the minimum principal stress magnitude and direction. In this thesis, the focus lies on
the evaluation of formation breakdown, fracture closure and fracture reopening pressure, in
order to determine the minimum and maximum horizontal stress magnitudes and study the
hydromechanical response of the rock mass. Stress directions are not investigated and were
reported by Ma et al. (2019) (see Chapter 2).

4-1 Methods

The mini-frac experiments were carried out by the company MeSy-Solexperts using a straddle
packer assembly with Kevlar-reinforced packer elements (OD: 90 mm) of 40 MPa pressure
capacity (Figure 4-1). The test interval length between the two packers was 0:7 m long. They
were moved inside the boreholes with a hand-driven winch �xed on a tripod and for packer
and interval pressurisation, a steel coil-tubing and electric-driven three plunger pump were
used. The packer and interval pressures were measured at the surface with electric pressure
transducers (KELLER, type PAA-33X, 0{40 MPa, accuracy: 0:1 % FS) and the injection rate
with a surface 
ow-meter (RCI 
ow-meter, type QPT04, 0{10 L min � 1, accuracy: 0:9 %).
Data was recorded using a digital data acquisition system (Solexperts SCI-A, 16 channels, 16
bit resolution, sampling rate: 10 Hz).

During all ten mini-frac experiments, a standard injection protocol was followed (Figure 4-2).
Before creating a fracture, an initial pulse test was carried out to estimate the permeability.
Afterwards, the hydraulic fracture was created in an initial breakdown cycle and reopened
in at least three, usually four, successive cycles. The 
ow rate was slightly increased with
every cycle, varying between 1 to 3 L min� 1. Always the last reopening cycle was a step-
rate injection test with three to �ve pressure steps. Each cycle has a shut-in phase, during
which no 
uid was injected or released and the pressure decay monitored. Following this, the
interval was vented and the whole hydraulic pressure released, which is called bleed-o�. In
every interval, around 11 L of water were injected throughout all cycles. The most volume
was always injected during the step-rate injection test. Table 4-1 gives an overview of the
injected and also retrieved volumes.



4-1 Methods 21
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Figure 4-1: Schematic drawing of the mini-frac equipment and set up (by G. Klee, MeSy-Solexperts
GmbH). Inserted are two pictures from the test site: (a) Tripod, hand-driven winch and
coil-tubing; packer can be seen inside the borehole; (b) Straddle packer elements (left)
and steel tubing (right).

Table 4-1: Overview of mini-frac experiments sorted by borehole and depth interval. The given depth
is the middle of the injection interval.
* = interval was not intentionally fractured and only three refrac cycles were carried out
** = no step-rate test was conducted

Borehole SB2.2 SB3.1

Depth [ m] 11.5 19.5 21.5 23.5 27.5 31.5 12 16 20 24 28

Total injected
volume [ L]

14.0 8.4 8.4 10.7 10.1 4.1 10.9 11.6 10.9 10.0 10.8

Mean retrieved
volume [ %]

11.4 8.1 5.7 15.2 13.5 16.1 36.0 29.9 38.1 14.7 8.9

Number of cy-
cles

6 5 3* 5 5 4** 5 5 5 5 5



22 Mini-frac tests

0 5 10 15 20 25 30
Time [min]

-10

-5

0

5

10

15

20

25

P
re

ss
ur

e 
[M

P
a]

0

5

10

15

20

25

30

35

F
lo

w
 r

at
e 

[L
/m

in
]

Pulse 
Test

Frac Cycle
Refrac Cycle 1 Refrac Cycle 2 Refrac Cycle 3

Refrac Cycle 4
(Step-Rate Injection)

S
hu

t-
In

B
le

ed
 O

ff

Figure 4-2: Injection protocol of the mini-frac tests, consisting of an initial pulse test, the frack-
ing/breakdown cycle and four reopening cycles, where the last one is a step-rate injec-
tion test. The blue curve shows the pressure inside the interval and the green one the
injection 
ow rate. Black boxes mark the time windows where 
uid is injected into the
interval and the pressure transient measured after pumping stopped (dashed line). The
shown data is from SB3.1 at 12 m depth.

To get a �rst estimate of the extension of the induced hydraulic fracture, the injected volume
and a simpli�ed fracture geometry can be considered. A planar fracture with constant width
is assumed to open over the entire interval length (Figure 4-3). The injected volume is related
to the geometry by:

V = W � H � 2L (4-1)

where V is the 
uid volume inside the fracture, H the fracture height, L its length and W
its width. Leako� from the fracture into the formation is neglected as the granite is assumed
to have a low permeability.

The main objective, estimation of the minimum principal stressS3, can be achieved in di�erent
ways as shown in Figure 4-4. In industry it is common to take the instantaneous shut-in
pressure (ISIP) as an estimate. As this solely gives a �rst estimate or upper bound of the
minimum principal stress and is not directly related to the fracture closure, in this thesis the
assumption is made that minimum principal stress is equal to the fracture closure pressure
(Pcl):

S3 = Pcl (4-2)

This formula states that a hydraulic fracture will close as soon as the 
uid pressure inside the
fracture is lower than S3, which acts perpendicular to the fracture plane and closes it. In a
vertical well, S3 is given by the minimum horizontal stressShmin , except in a reverse faulting
regime. For deviated wells, the assumption of a planar fracture perpendicular toS3 is likely
to be not true, which prohibits a simple estimation of Shmin . Complex non-planar fracture
geometry will form, such as fractures which reorient as they propagate away from the well or
multiple T-shaped fractures (Brumley and Abass, 1996).
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Figure 4-3: Idealised schematic of the hydraulic fracture created during a mini-frac test. Shown is
the by two straddle packers sealed o� interval. For simpli�cation, a planar fracture with
uniform width W , length L and height H is assumed. The fracture is expected to open
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Figure 4-4: Overview about pressure values from mini-frac tests that can be used to give an estimate
of the minimum horizontal stress (yellow boxes). The three techniques used in this thesis
to estimate closure pressure are shown as well (blue boxes).

Additionally to Shmin , a �rst order estimate of SHmax can be made if the borehole is vertical
and the stress regime normal or strike-slip (e.g. Zoback, 2007; Jaeger et al., 2007). Given the
pore pressure inside the formation (Pp) and the tensile strength of the rock (To), which needs
to be overcome to create a new tensile fracture, the criterion for fracture initiation (Hubbert
and Willis, 1957) in a low permeable rock and vertical well is given by:

Pb = 3 � Shmin � SHmax + To � Pp (4-3)

Pb is the formation breakdown pressure recorded during the initial fracking cycle of the mini-
frac test. Assuming that the pore pressure is known, just the tensile strength of the rock
needs to be determined. This can be done by the comparison of the initial fracking cycle and
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consecutive fracture reopening cycles (Bredehoeft et al., 1976). The hydraulic tensile strength
is the di�erence between breakdown and fracture reopening pressure:

To = Pb � Pr (4-4)

4-1-1 Pressure transient analysis

The analysis of mini-frac test pressure records can be divided into two parts: (1) pre-closure
analysis (PCA) and (2) after-closure analysis (ACA) (Figure 1-2). The �rst one uses special
time functions and derivatives to identify the fracture closure pressure and leak-o� behaviour.
The second is similar to traditional pressure transient analysis and enables the identi�cation
of 
ow regimes and, for instance, a calculation of matrix permeability.

In this section the applied techniques and plots to pick the di�erent pressure values in the
PCA are described. Figure 4-5a shows the three important pressure values that were picked
for every cycle of a mini-frac test. It should be noticed that the formation breakdown pressure
(Pb) can only be picked during the initial fracking cycle and in the following cycles the fracture
reopening pressure (Pr ) is picked.

As for most of the analysis techniques derivatives are used, noise in the data results in ampli-
�ed noise levels in the derivatives. To avoid this, the data was smoothed with a simple moving
average �lter including eight data points. The only disadvantage here is that some features
get falsi�ed, like the sharp pressure peak at formation breakdown or the quick pressure drop
at bleed-o�. Therefore, the �ltered data was just used for the analysis after pump shut-in and
before bleed-o�, mainly to pick the ISIP ( PISI ) and fracture closure pressure (Pcl). To further
improve the quality of the derivatives, data used to calculate a derivative was resampled with
a spline interpolation using 150 points in time regularly spaced in a logarithmic scale (Renard
et al., 2009).

Formation breakdown pressure

During the initial fracking or breakdown cycle of an interval, the maximum observed pressure
gives the formation breakdown pressure (Pb). An example can be seen in Figure 4-5a. The
pumping was carried out with a constant 
ow rate, always around 1 L min� 1.

Instantaneous shut-in pressure (ISIP)

The ISIP (PISI ) is used as a �rst estimate or upper bound of the minimum principal stress.
It can be determined as deviation from a tangent line directly after pump shut-in, which
was proposed by Gronseth and Kry (1983); Gronseth (1982) and is called in
ection point or
tangent method. To have consistent picks, the analysis was always carried out with a time
window of 30 s after shut-in (Figure 4-5b).



4-1 Methods 25

0

5

10

15

20

F
lo

w
 r

a
te

 [
L
/m

in
]

SB3-1_24m

250 300 350 400 450 500 550 600

Time [s]

-5

0

5

10

15

20

P
re

ss
u
re

 [
M

P
a
]

Interval
Packer

sh
ut

-in

bl
ee

d-
of

f

Pb

PISI

Pcl

Pr
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Figure 4-5: Section of a mini-frac injection protocol (a) with marked important pressure points.
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minimum principal stress, are shown.
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Fracture closure pressure

There are di�erent de�nitions for the fracture closure pressure (Pcl) in the literature. Often
it is de�ned as 
uid pressure at which a fracture mechanically starts to close, which means
that the fracture walls come into contact (McLennan and Roegiers, 1982; McClure et al.,
2016). A di�erent formulation is that it is the pressure that initiates opening of a fracture
or lift-o� of the fracture walls (Smith and Montgomery, 2015). Both de�nitions have the
same conclusion: the closure pressure is equal to the minimum in-situ stress, which acts
perpendicular to an optimally oriented hydraulic fracture, and needs to be counteracted by
the 
uid pressure to open or keep open the fracture. Several fracture opening and closing
might introduce a hysteresis e�ect (McLennan and Roegiers, 1982), which is neglected here.

In the following paragraphs the three di�erent methods to estimate the fracture closure pres-
sure are explained (Figure 4-4). For the di�erent methods, derivatives are used in great
extent. Rather than just taking the pressure derivative dP=dt, the change in pressure was
calculated �rst by

� P(t) = P(t = tshut � in ) � P(t); t 2 [tshut � in ; tbleed� of f ] (4-5)

and this was di�erentiated with respect to time ( d� P=dt). Thereby the derivative of the
pressure decay gives positive rather than negative values for simpler plotting purposes. The
absolute values of the derivative are not altered.

Every method yields one result for the fracture closure pressure per cycle in an interval,
so usually �ve per interval. A closure pressure from an individual cycle was neglected if it
ful�lled one of the following criteria:

(1) The value is signi�cantly below/above the overall average value and other methods do
not show a similar trend for the speci�c cycle.

(2) The value is equal or higher than the ISIP, as this should be the upper bound of the
minimum stress magnitude.

(3) The data is too noisy or it does not show a distinct feature needed for a speci�c method
(e.g. concave upward curvature for fracture compliance method).

In every interval, the reliable results are combined to calculate an average for the given
method. The fracture closure pressure obtained from the fracture compliance method applied
to G-function and square root of time plots is assumed to give the best estimate for minimum
horizontal stress.
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a) Square root time plots

A plot of the pressure decay against the square root of time after shut-in is the simplest
method to identify fracture closure. It is picked as deviation from linearity starting at the
shut-in (Nolte, 1988; Zoback, 2007). The square root of time dependency originates in the
Carter leako� assumption. Alternatively, the pressure derivative with respect to the square
root of time ( dP=d

p
t vs

p
t) or the logarithmic derivative can be analysed (Barree et al.,

2007). Latter is commonly called Bourdet derivative (Bourdet et al., 1989) and calculated
by:

dP

d(ln
p

t)
=

p
t

dP

d
p

t
(4-6)

The analysis of fracture closure pressure was mainly done by using tangent or fracture com-
pliance method applied to the Bourdet derivative, identical to the G-function plots which
are explained in the next section. An example of the square root time plot can be seen in
Figure 4-6, which is very similar to the G-function plot of the same data (Figure A-5 in the
Appendix).

b) The G-function

The G-function was �rst introduced by Nolte (1979, 1986) and relates shut-in time with the
duration of 
uid injection:

G(� tD ; � ) =
4
�

[g(� tD ; � ) � g(0; � )] (4-7)

where

g(� tD ; � ) =

(
(1 + � tD ) sin� 1(1 + � tD ) � 1=2 + � t1=2

D low 
uid e�ciency, � = 0 :5
4
3

�
(1 + � tD )1:5 � � t1:5

D

�
high 
uid e�ciency, � = 1

(4-8)

The dimensionless pumping time is de�ned as �tD = ( t � tp)=tp. Here tp is the pump-
ing or injection time between the start of 
uid injection and shut-in, and t is the time
after shut-in. The G-function builds upon several simplifying assumptions (Nolte, 1979,
1986): a single planar fractures forms, the 
uid pressure inside the fracture is constant
during shut-in, and the fracture growth scales with time according to a power law with
exponent � . In Eq. (4-8) there is an upper and lower bound for the power law exponent
of fracture growth � given. The equation for � = 1 is for low leak-o� or high 
uid
e�ciency, where the fracture surface area after shut-in is assumed to vary linearly with
time. The other case, � = 0 :5, is for high leak-o� or low e�ciency 
uids, where the
fracture surface area varies with the square root of time after shut-in. The choice of�
has no signi�cant e�ect on the overall shape of the resulting pressure fallo� curves. For
the presented work,� = 1 was chosen as the granite is assumed to have very low permeability.



28 Mini-frac tests

0 10 20 30 40 50 60 70

t [ s]

6

7

8

9

10

11

12

13

14

15

P
re

ss
ur

e 
[M

P
a]

0

0.5

1

1.5

2

2.5

3

3.5

4

D
er

iv
at

iv
es

Pressure

t*dP/d t

2.5 min

60 min

1

2

3

0 2 4 6 8 10 12 14 16 18 20

t [ s]

9

10

11

12

13

14

15

P
re

ss
ur

e 
[M

P
a]

0

0.5

1

1.5

2

2.5

3

3.5

4

D
er

iv
at

iv
es

1 2

Figure 4-6: Plot of pressure vs square root of time after pump shut-in and the Bourdet derivatives.
The data is from the �rst and second refrac cycle at 28 m (SB3.1), similar to Figure A-5.
The straight black lines show the di�erent methods to pick fracture closure (Pcl ). The
lower plot is a zoomed in section of the upper one. Three di�erent points can be picked as
fracture closure using the Bourdet derivative: (1) The point where the derivative deviates
from a line through the origin at early times according to the tangent method. (2) The
point where it deviates upwards after a downward trend or plateau (fracture compliance
method). (3) Deviation from a straight line through the origin at late times (tangent
method). Note that point (3) needs a su�ciently long shut-in time. The methods are
applied identically on G-function plots.
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In the ideal case the volume of 
uid leaked o� from the fracture after shut-in and the G-
function are linearly proportional. The advantage of this can be seen by applying the chain
rule to the pressure derivative (McClure et al., 2014, 2016):

dP
dG

=
dP
dVf

dVf

dG
(4-9)

Here P is the pressure inside the fracture andVf the volume inside the fracture. The �rst
term on the right side can be expressed in terms of fracture sti�nessSf and fracture surface
area A:

dP
dVf

=
dSf

dA
(4-10)

The second term is the leako� rate which should be constant due to the de�nition of the
G-time. As long as the fracture walls are not in contact, the sti�ness is approximately
constant. By looking at Eq. (4-10) with a constant sti�ness and assuming that the fracture
surface are does not change, it can be seen that the left term in Eq. (4-9) is constant prior to
fracture closure. A plot of pressure vs G-time or its Bourdet derivative should give a straight
line until the sti�ness increases due to fracture closure. This increase creates a peak in the
Bourdet derivative (red curve in Figure 4-5c) which curves back down when the leako� rate
decreases su�ciently enough to compensate for the sti�ness increase, mostly because of the
lowering 
uid pressure inside the fracture.

Castillo (1987) used the G-function to identify fracture closure as a deviation from linearity
on a P vs G plot and stated that this method is superior to the square root of time plots.
Based on this, Barree et al. (2007) showed that drawing a straight line through the origin and
tangential to the Bourdet derivative of the G-function ( G � dP=dG) simpli�es the graphical
analysis. The fracture closure should be picked at the departure or down curvature from this
straight-line, referred to as tangent method (Jung et al., 2016). An example can be seen in
Figure 4-5c, where the Bourdet derivative follows the inserted black straight line through the
origin except at very early times. The early time derivation can also be used to pick closure,
as seen in the square root of time example Figure 4-6, where the tangent method is applied
twice. Because the tangent method may signi�cantly underestimate the minimum principal
stress in low permeability formations (McClure et al., 2014, 2016; Wang and Sharma, 2017a,
2019), a method to pick the closure when the Bourdet derivative begins to curve upward
was proposed by McClure et al. (2014, 2016). It is called fracture compliance method and
the upward curvature in the curve is caused by an increase of fracture sti�ness (decrease of
compliance) during closure. In Figure 4-5c this method gives the earlier closure pick and in
Figure 4-6 it can be seen how a straight or slightly ascending line through the initial linear
increase after a local minimum can aid the picking.
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c) bilinear pressure-decay-rate method

Another proposed technique to �nd the fracture closure pressure is a plot of the rate of
pressure decay (dP=dt) as a function of pressure at the injection location. Lee and Haimson
(1989) and Guo et al. (1993) stated that two linear segments with a connecting transition zone
should be present on such a diagram. A linear regression can be �tted to the two linear parts
and the intersection gives the closure pressure. Hayashi and Haimson (1991) use a slightly
di�erent method and predicted a linear behaviour during three di�erent stages after shut-in
on a dt=dP vs P plot. Hence, three linear regressions give the fracture closure pressure as the
end of the �rst linear portion of the data. They state that this point coincides with the on-
set of fracture tip closure, which is the best estimate for the far-�eld minimum principal stress.

The International Society for Rock Mechanics (ISRM) declares that both methods can be
used, but should be combined to obtain reliable results (Haimson and Cornet, 2003). Used
in this work is the method proposed by Lee and Haimson (1989), which was used in granitic
rocks as well by Dutler et al. (in prep.). The two linear lines are �tted optically by hand, and
the point of intersection taken as closure pressure.

Jacking pressure

During so-called step-rate injection or hydraulic jacking tests, the interval is �rst pressurised
at a low 
ow rate, usually around 0:5 L min � 1 until the pressure stabilises. In a next step, the

ow rate is raised to a new constant level and maintained until a constant pressure value is
measured. This procedure is continued for several steps of 
ow rates, where pressures should
be reached below and above the one to reopen the previously created hydraulic fracture (Doe
and Korbin, 1987). At low 
ow rates the pressure is steadily increasing and at higher 
ow
rates the increase plateaus after a certain time at that speci�c 
ow rate. This shows that
fracture propagation has started.

The recorded data pairs can be shown on a pressure vs 
ow rate plot (P vs Q) (e.g. Lee
and Haimson, 1989; Rutqvist and Stephansson, 1996; Hartmaier et al., 1998; Haimson and
Cornet, 2003). On this plot, it should be possible to �t two straight lines through the data.
The interpretation is again that at low 
ow rates hydrofracture remains closed, represented
by the �rst linear regression, and at higher 
ow rates the fracture opens. Consequently, the
P vs Q slope of this second regression is considerably lower. The intersection point of the
two linear curves can be taken as an estimation of the fracture propagation pressure (Pfp ).
Backward extrapolating the second line to a 
ow rate of Q = 0 L min � 1 yields the jacking
pressure (Pjacking ), a measure of the minimum principle stress (Rutqvist and Stephansson,
1996; Smith and Montgomery, 2015). Moreover, the slope of the �rst regression gives the
injectivity I (unit MPa L � 1 min � 1) of the rock matrix, and the one of the second regression
the injectivity of the open fracture.
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Fracture reopening pressure

The fracture reopening or refrac pressure (Pr ) can be obtained when a previously created
hydraulic fracture is opened again by pressurising the fracked interval. Two methods to
identify the value are common:

(1) When the slope on a pressure vs time plot (P vs t) begins to decline from that one
maintained in the �rst breakdown cycle (Lee and Haimson, 1989; Haimson and Cornet,
2003).

(2) When the slope on a pressure vs time (P vs t), for a constant injection rate, or pressure
vs injected volume (P vs V) plot deviates from linearity (Baumg•artner and Zoback,
1989; Ito et al., 1999).

As the second approach is easier to visually apply and enables an analysis of the system
sti�ness or compliance, it is used in this thesis. If the interval pressure is increased, �rst a
linear increase in pressure with volume is observed, representing the total system sti�ness.
A deviation from linearity shows the mechanical opening of the fracture at the borehole wall
(Baumg•artner and Zoback, 1989; Ito et al., 1999) (Figure 4-5a). The reopening pressure was
visually determined as point of deviation from a by-hand �tted tangent line to the data.

4-1-2 Estimation of maximum horizontal stress

By rewriting expression Eq. (4-3), which denotes the breakdown pressure in terms of minimum
and maximum horizontal stress, and inserting Eq. (4-4) for the unknown tensile rock strength,
the magnitude of maximum horizontal stress can be estimated by:

SHmax = 3 � Shmin � Pp � Pr (4-11)

This formula can only be applied to vertical wells. Pore pressure is inferred from the
overnight shut-in when the pressure is not changing anymore (see Chapter 5-2-1). For
the reopening pressure, mini-frac reopening pressures, referred to as wet reopening in the
following, as well as dry reopening values were used (see Chapter 6 for more information
about dry reopening tests).

To get an error estimate for the maximum horizontal stress, errors for all input variables in
Eq. (4-11) are needed. The error forShmin is given by its standard deviation, similar to the
error for Pr for the dry reopening. For the wet reopening, the error is estimated to be 0:5 MPa
due to the graphical uncertainty in drawing the tangent line. An error of 0:1 MPa is assigned
to the pore pressure (Pp) in intervals where it was measured by the overnight shut-in. In
other intervals, in the same borehole, the equal pressure is assumed with a larger error of
0:5 MPa.
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4-2 Results

To get a rough estimation on how far the hydraulic fracture evolves away from the borehole,
Eq. (4-1) is used assuming a constant fracture width. Two possible width are used, 0:5 mm
and 1 mm. For the initial fracking cycle usually a volume around 0:75 L was injected, which
gives a fracture length of 1:1 m and 0:5 m, respectively for the di�erent widths. The crack
further expands during every injection cycle and has a �nal length of 15:7 m or 7:9 m,
respectively, for a total injected volume of 11 L.

The knowledge of the fracture length is important to know when the far-�eld stress is sampled.
The stress perturbations due to the borehole are signi�cant up to a distance of three to four
borehole radii (Jaeger et al., 2007). This distance is reached after 20:2 cm from the borehole
wall, hence the initial fracking cycle already passes the perturbed zone and in the following
all cycles are included in the analysis.

4-2-1 Pressure transient analysis

The measured pressure transient curves show a great variety between the two boreholes,
between the di�erent depth intervals and between cycles inside the intervals itself. Looking
at SB3.1 �rst, the transient curves can be divided in a distinct behaviour between the top
three (12, 16 and 20 m) and bottom two intervals (24 and 28 m) (Figure A-4). ISIP in the top
intervals lies around 16 MPa compared to 14:5 MPa in the lower ones (all ISIP values given in
Table A-4 and visualised in Figure 4-17). The transient curves of corresponding refrac cycles
in di�erent intervals have a high similarity. In the shallow intervals, pressure always drops 2
to 4 MPa during the shut-in time. The pressure drop decreases with advancing refrac cycle,
showing as 
atter transient curve. By contrast, the pressure drops stronger at 28 m and the
strongest at 24 m depth. A stronger pressure drop manifests as a steeper pressure transient
curve.

Also in SB2.2 there is a comparable di�erence between shallow (11:5, 19:5 and 21:5 m) and
deep intervals (23:5, 27:5 and 31:5 m) (Figure A-3). Reversed to SB3.1 the shallow intervals
show a steeper pressure transient and larger pressure drop than the deep intervals. It should
be noted that just the �rst two cycles have a comparable shut-in time to the intervals in
SB3.1, the rest is extended. The steep decline in shallow intervals results in pressures below
9 MPa at the end of every shut-in, which is exclusively the case at 24 m in SB3.1. Deeper
intervals in SB2.2 have more modest pressure declines and result in pressures above 10 MPa
at the end of most short shut-ins. ISIP values in SB2.2 exhibit a larger variation than in
SB3.1, between 18:6 MPa at 11:5 m and 12:4 MPa at 21:5 m with no clear clustering between
the divided shallow and deep intervals.
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Figure 4-7: Zoom into the data of a pump shut-in (dashed line) at 24 m in borehole SB3.1. The
red points and line display the raw data which shows a high frequency oscillation di-
rectly after pump shut-in. After using a moving average �lter, the pressure decay is
smoothed and exhibits a steady pressure decrease after shut-in (blue points and line).
The oscillation before stopping the pump is likely caused by the pump itself.

Visible in all the data sets is a weak cyclic oscillation before pump shut-in, followed by a
stronger one directly after pumping stopped (Figure 4-7). The moving average �lter leads
to a smooth pressure transient after shut-in, but preserves the weak oscillation before.
Baumg•artner and Zoback (1989) noticed a similar noise of frequencies from 0:5 to 1 Hz and
state that free oscillations of the whole hydraulic system triggered by the sudden excitation
of starting and stopping the pump are the origin. The cyclic noise before shut-in is likely to
be caused by the pump itself and does not pose a problem to the following data analysis.

For every pressure transient, the ISIP and closure pressure was estimated, using the three
explained methods (bilinear pressure-decay, G-function, square root of time). This yields one
value per cycle, so around �ve per interval. On so called reconciliation plots, the variations
between consecutive cycles were compared, as shown in Figure 4-8A. A compilation of
all reconciliation plots is given in the Appendix (SB2.2: Figure A-6, SB3.1: Figure A-7).
Following these plots, averaged closure pressures of the reliable picks were calculated for
every interval and analogously plotted for all intervals of one borehole (Figure 4-8B&C).
Table A-2 (SB2.2) and Table A-3 (SB3.1) indicate which cycles were not considered reliable
and excluded from the averaging process. The results of individual cycles are described �rst
and the variations between intervals later.

A �rst estimate of the minimum principal stress can be obtained by the ISIP. In all
intervals its values are consistent and vary in a narrow range of 1:5 MPa between the cycles
(Figure 4-8A). It can be observed that the ISIP of the initial fracking cycle is in some
intervals the highest value, but there are also opposing trends, for instance, a steadily rising
ISIP at 24 m in SB3.1.
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Figure 4-8: Two types of reconciliation plots: (A) shows the �ve individual cycles of one interval,
(B) and (C) display the interval averaged values for the two boreholes (Table A-5). Each
reconciliation plot consists of four subplots: ISIP (a) and three methods to pick fracture
closure pressure: bilinear pressure-decay (b), G-function (c) and square root of time (d).
Fracture compliance and tangent method are shown in di�erent colours.

Looking at the bilinear pressure-decay method, most of the cycles have well de�ned linear
parts with an often concave formed transition zone in between (Figure 4-9a). Directly after
shut-in, the highest change is observed and frequently occurring 
uctuations in the derivative
were neglected. Ascertained fracture closure pressures vary like the ISIP in a narrow range of
1:5 MPa within every interval. The method gives interval averaged pressures 0:7 to 1:2 MPa
lower than the ISIP (Figure 4-8B&C). Frequently, the frac cycle was not considered in the
averaging process due to too high or low values (e.g. Figure 4-8A). The advantage of the



4-2 Results 35

method is that it can be applied to every data set and does not heavily depend on the
pressure transient shape. Nevertheless, the �tting of the regression lines by hand imposes a
high level of uncertainty.

Plots of all pressure transient curves of an interval are plotted together and show the changes
of the pressure decay between the individual cycles (SB2.2: Figure A-8, SB3.1: Figure A-9).
The two examples in Figure 4-9 show that at 24 m depth all cycles exhibit a comparable
smooth concave shaped pressure transient curve, with closure pressure shifting to higher
pressures with consecutive refrac cycle. This can be con�rmed by the G-function or square
root of time plots and their closure picks. At 16 m depth the fracking cycle looks comparable,
with a longer part of a steady low-value derivative. Opposed to the deeper interval, the
closure pressure shifts to smaller values with successive cycles. The refrac cycles evolve away
from the smooth concave downward shape towards a nearly straight, then convex and then
again concave trend. Also, the part of a constant derivative gets shorter. When comparing
the cycle's G-function and square root of time plots, a more pronounced down de
ection
with successive cycles can be observed, which is absent in the 24 m data.

The two proposed techniques, tangent and fracture compliance method, to pick fracture
closure on G-function and square root of time plots, can not always be applied to the data set
due to non-ideal behaviour. Most of the time, the observation times are too short to measure
a fallo� in the Bourdet derivative or a pronounced down de
ection is visible in the derivative
(e.g. Figure 4-10). It is possible to apply the tangent method at two di�erent points if the
shut-in time is su�ciently long enough:

(1) After the �rst linear part or �rst peak of the Bourdet derivative curve, usually occurring
at very early times < 10 s (G-time < 1 or

p
t < 3

p
s). Point 1 in Figure 4-6 or Figure A-

5 shows how a tangent can be �tted to the data before a small down de
ection occurs
in two cases, one short and one extended shut-in time. This point is in the following
referred to as early tangent.

(2) After the main linear part or global maximum of the Bourdet derivative curve, usually
occurring at times between around 7 to 20 min. The point 3 in Figure 4-6 or Figure A-5
shows how the tangent can be �tted to the data, leading to a closure pick close to the
derivatives maximum. This point is in the following referred to as late tangent.

The compliance method is hard to apply at very early times and would give too high closure
values (equal or abovePISI ). Therefore, it was only used to pick the second upward deviation
after a decline or plateau in the data, which is existing in most but not every cycle. An
example in Figure 4-10 displays two curves (blue and red), where a down de
ection enables
to pick closure with the compliance method, and one curve (green), where no such feature is
visible. A compliance pick here was discarded, due to its too high value. In most intervals
enough reliable closure picks via the compliance method could be made. In one extreme
case, interval 24 m (SB3.1), just one cycle enabled the closure estimation via the compliance
method, hence the closure pressure was calculated as an overall average of all methods (early
tangent, compliance and bilinear pressure decay) to get a rough estimate.
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Figure 4-10: Plot of pressure vs G-function after pump shut-in and the Bourdet derivatives. The
data is from the �rst, second and third refrac cycle at 20 m (SB3.1). Arrows at the
pressure transients show the points where the fracture closure was picked. For the red
and blue curve, the �rst pick corresponds to the early tangent and the second to the
compliance method. The third refrac cycle, green curve, exhibits a very slow pressure
decay and noisy derivative, just the compliance method could be applied.

Comparing the G-function and square root of time plots in detail can be subdivided into
three important aspects. Firstly, closure pressure picks from the G-function and square root
of time methods match most of the time well and give the same value for both the tangent
and compliance method. In a few cases, larger discrepancies arise when the early tangent
method is applied and the derivation from the tangent occurs quickly after shut-in. The
reason is that taking the square root of time stretches the time scale for very early times
(< 1 s) and the G-function compresses this part (compare Figure 4-6 (

p
t) with Figure A-5

(G-function)).

Secondly, the tangent method can be applied in two di�erent ways as explained before.
The early tangent consistently gives values higher than the compliance method and the late
tangent values smaller than the compliance method (Figure 4-8B&C). Picks from the early
tangent give pressures around and occasionally exceeding the ISIP. It was possible to apply
the late tangent method for some of the extended shut-ins, described in detail in Chapter
5, but none of the normal shut-ins between 2 to 3 min. Table A-5 in the Appendix gives a
detailed overview of values obtained from early, late tangent and compliance method.

Thirdly, in some cycles a pronounced down de
ection at early times can be seen and in some
the curve is steadily rising, both visible in Figure 4-10. The �rst is termed multiple closure
and the second incomplete closure, tables in the Appendix give an overview during which
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cycles the phenomena occurred (SB2.2: Table A-2, SB3.1: Table A-3). Due to the variation
of shut-in time, most short observation times give an incomplete closure and only extended
shut-in times reach a late time monotonic decline. The multiple closure behaviour appears
in every interval, but not in every cycle. Often the initial, �rst and second refrac cycle lack
the down de
ection. The amplitude of the �rst peak caused by the down de
ection varies
largely between cycles and intervals and in some cases, it is more a plateau with a constant
derivative. Application of the fracture compliance method was always performed at the last
upward deviation after this plateau or down de
ection.

The jacking pressures from step-rate injection tests lie in the same pressure range as the
reopening pressure and ISIP (Figure 4-8B&C). Ranging between 12:8 to 18:2 MPa and 14:6
to 15:7 MPa in SB2.2 and SB3.1, respectively. The analysis increases in accuracy with the
number of measured pressure - 
ow rate steps. The example in Figure 4-11 shows �ve steps
and a very good �t of the regression lines, which is in most other intervals not the case and the
estimated jacking pressure will have high uncertainty. Most of the tests (around 70 %) were
conducted with just three 
ow rates, making the �tting of two regression lines impossible.
Tests with just three data points still enable a regression for the opened fracture regime and
give a jacking pressure estimate. These are rough estimates for the closure pressures as they
often lie close to the interval averaged ISIP. In half of the intervals they are even higher than
the ISIP, but never exceed a di�erence of 0:9 MPa.

Comparison of the fracture closure pressures with the two other values that can estimate
the minimum horizontal stress, ISIP and jacking pressure, reveals similar trends between the
parameters (Figure 4-17). In SB3.1 the two mention groups of shallow and deep intervals
have closure pressures of around 15:1 and 13:1 MPa, respectively. Fracture closure is very
close to the ISIP and jacking pressure with a di�erence of 1:1 MPa or less, whereas in the
deeper intervals the discrepancy grows up to 2 MPa. The segmentation into deep and shallow
intervals in SB2.2 can not be recognised in the ISIP values, but in the closure pressure. Within
the three shallow intervals closure pressure is low with 10:8 to 11:3 MPa. Afterwards, it rises
with depth, from 12:3 MPa at 23:5 m to 14:3 MPa at 31:5 m. Except at 11:5 m, where closure
occurs 5:3 MPa below the ISIP, the maximum spread between the three parameters does not
exceed 3:1 MPa.

4-2-2 Formation breakdown and fracture reopening

The formation breakdown pressure exhibits a similar range in both boreholes with values
between 18:3 and 27:5 MPa. Shallow intervals in both boreholes have the highest breakdown
pressures between 25:5 to 27:5 MPa. The intermediate depth levels, 19:5 m, 21:5 m in SB2.2
and 24 m in SB3.1, have with 18:3 and 18:9 MPa comparably low values. Below these inter-
vals the breakdown occurs in both boreholes again at higher values between 21:8 to 24:7 MPa.

The reopening pressures for all intervals are shown on reconciliation plots which display
the individual cycles plus dry reopening pressures (see Chapter 6) and breakdown pressure
(Figure 6-4 and Appendix SB2.2: Figure A-12, SB3.1: Figure A-13). In most intervals a
reduction of reopening pressures with successive reopening cycle is observed, associated with
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Figure 4-11: (a) Step-rate injection test with �ve pressurisation steps in SB3.1 (28 m). (b) Evaluation
of the test on a pressure vs 
ow rate plot. Two linear regressions are �tted through the
data. The �rst one stands for radial Darcy 
ow when the fracture is still closed and
the second for fracture propagation and an open fracture. The backward extrapolation
of the second line gives the jacking pressure and the intersection of the two lines the
fracture propagation pressure. Slopes of the two regressions determine the matrix and
fracture injectivity.
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a briefer phase of linear pressure increase. Particularly the last cycle (step-rate injection test)
shows comparably low reopening values and the pressure increase has a rather convex than
linear shape which makes the picking of a reopening pressure di�cult and subjective (compare
Figure 4-12a with b). As reopening pressure for each interval always the �rst refrac cycle was
picked or an average of the �rst and second was taken if the values lie close to each other.
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Figure 4-12: Plot of pressure vs injected volume for the �rst (a) and fourth (b) fracture reopening
cycle of a mini-frac test in SB3.1 at 20 m depth. The deviation from a linear trend,
showing a decrease in the system sti�ness, is taken as fracture reopening pressure (Pr ),
yielding a value of 15:5 MPa in (a) and around 12:4 MPa in (b). The pressure build-up
exhibits a rather convex than linear shape for (b), complicating the analysis.

4-2-3 Spatial variations and comparison of formation breakdown, fracture
closure and fracture reopening pressure

The described zonation of breakdown pressure can restrictively be observed for the fracture
reopening pressure as well (Figure 4-13). Intervals with high breakdown pressure also have
a high reopening pressure and vice versa. The reopening varies in a narrower extent and
intervals with high and intermediate breakdown pressure have the same range of reopening
pressures (14:5 to 16:9 MPa). In contrast, the low breakdown pressure zone has reopening
values of 12:4 to 13:5 MPa. Comparing the fracture closure and reopening pressure, which
describe a closely related process, shows a gap between the values. Reopening pressures are,
except for one interval, always higher than closure pressures and often even higher than the
ISIP. In some intervals the reopening pressure lies relatively close to the closure pressure
and in others, mainly in SB2.2, the di�erence is large (1:9 to 4:8 MPa). In Figure 4-13
some reopening pressures are from the dry packer reopening tests, which should give a better
estimate than the mini-frac tests. For further comparison of reopening values the reader is
referred to Chapter 6.
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Figure 4-13: Results for the formation breakdown, fracture reopening and closure pressure along
the two boreholes. The estimated errors are given by the standard deviation or are
assumed, see Chapter 4-1-2. Traces of natural fractures NF (Chapter 3) are shown
as well. Values are given in Table A-4. Note that the dry reopening tests were not
successful in all intervals.

Looking at all the characteristic pressure values after and before shut-in, consistent trends
between the intervals can be found (Figure 4-13). Interval averaged closure values and
its standard error were obtained from the averaging of the compliance method applied
to G-function and square root of time plots. The clear zonation according to breakdown
pressures can not be found in closure pressures, similar to reopening pressures, with the
reason that closure varies in a smaller range. Nevertheless, the general trend is that an
increase or decrease in breakdown pressure between adjacent intervals is in most cases
accompanied by the same trend in ISIP, fracture reopening, fracture closure pressure and
consequently hydraulic tensile strength, discussed in the next section. The disparity is that
the minimum and maximum closure pressures and breakdown or reopening pressures do not
occur in the same intervals.

Additionally, in SB3.1 it can be observed that in the proximity of the abundant natural
fractures that intersect the borehole, all estimated pressure values drop noticeably. Since just
one fracture trace is observed in SB2.2, this e�ect cannot be seen clearly. Still there is a zone
of low pressure values around 19:5 and 21:5 MPa, proximal to the natural fracture trace at
15 m.
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4-2-4 Rock and fracture characterisation

From breakdown and wet reopening the hydraulic tensile strength of the rock was estimated.
It follows an identical trend as the formation breakdown pressure. High values at shallow
levels (10:0 to 11:4 MPa), low values in intervals below (5:1 to 5:9 MPa) and interme-
diate values for the deepest tests (7:3 to 8:1 MPa). Results can be seen in Figure 4-14c
and tensile strength from mini-frac and dry packer reopening tests are compared in Chapter 6.

The fracture and matrix injectivity from the step-rate injection tests is summarised in
Figure 4-14d. Matrix injectivity could just be determined in two intervals in SB3.1, due to a
lack of enough pressure vs 
ow rate points. The values are the same order of magnitude with
0:06 and 0:20 L min� 1 MPa. The fracture injectivity was estimated for all step-rate tests, the
average in SB2.2 is 3:7 L min � 1 MPa and in SB3.1 3:0 L min � 1 MPa.
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Figure 4-14: Plot of the di�erent evaluated rock and reservoir parameters. The depth is the measured
depth along the borehole, which equals the distance from the tunnel. (a) Pore pressure
evaluated from extended overnight shut-ins (Chapter 5) (b) System sti�ness calculated
from dry reopening tests (Chapter 6). (c) Hydraulic tensile strength calculated from
formation breakdown and wet or dry reopening pressures. (d) Injectivity of fracture
and matrix estimated from step-rate injection tests.
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4-2-5 Estimation of maximum horizontal stress

The two principal horizontal stress magnitudes were calculated for the vertical borehole SB3.1
and minimum horizontal stress equal to closure pressure from the compliance method was
discussed in the previous sections. For the maximum horizontal stress, two values can be
obtained in three intervals, where the dry reopening tests were successful (see Chapter 6).
Because the tensile strength calculated with dry reopening values is smaller than its wet
equivalent, the maximum horizontal stress is smaller as well. In general, the values lie close to
each other and inside the uncertainty range. Minimum and maximum horizontal stress follow
the same trend with borehole depths. The overall average of latter is 22:2 MPa � 2:2 MPa
with a value around 23:7 MPa in the top three intervals, followed by a decline to a value
of 27:8 MPa at 28 m. Between those two zones lies the interval at 24 m depth, where an
intermediate magnitude was calculated. The error in minimum and maximum horizontal
stress magnitude is large, due to noisy data and the before mentioned limited applicability of
the compliance method. Generally, the errors for the stress magnitudes are signi�cant with
values from 0:3 to 1:3 MPa and 0:9 to 3:8 MPa, for the minimum and maximum horizontal
stress, respectively.
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Figure 4-15: Plot of the computed minimum and maximum horizontal stress magnitudes in the
vertical borehole SB3.1. Shmin is obtained from the fracture closure pressure picked
by the compliance method, errors are given by the standard deviation per interval.
SHmax is calculated from breakdown, reopening, pore pressure andShmin itself. For
more information see Chapter 4-1-2. Grey lines show where natural fractures intersect
the borehole.
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4-3 Discussion

4-3-1 Variable sti�ness during fracture closure and reopening

As already pointed out in the introduction, fracture closure is a transient and not instanta-
neous process (e.g. Hayashi and Haimson, 1991; Craig et al., 2017; Wang and Sharma, 2017a,
2018, 2019). The increase in fracture sti�ness during closure, which enables the application
of the fracture compliance method, was modelled by Wang and Sharma (2017a,b). During
successive fracture closure, the fracture volume inside the fracture decreases and the fracture
sti�ness increases (Figure 4-16). Three di�erent phases are visible: (1) At high pressures the
fracture is fully open and the volume declines linearly with fracture sti�ness being constant.
(2) As the fracture starts to close at its tip, the sti�ness increases gradually and the volume
decline departs from linearity. (3) At su�ciently low pressures, the fracture sti�ness is very
high and the residual fracture volume is nearly invariable.

Figure 4-16: Simulation of fracture volume and sti�ness during fracture closure assuming a Perkins
and Kern (PKN) fracture geometry (Wang and Sharma, 2017a,b). The PKN model
assumes a fracture height much smaller than the fracture length and an elliptical cross-
section in vertical and horizontal directions.

The simulated sti�ness increase can be detected and proven by downhole tiltmeter or
�bre-bragg grating (FBG) measurements. Both methods can measure the deformation asso-
ciated with the change in fracture aperture during closure. On plots of deformation against
borehole pressure from tiltmeter measurements, the slope is proportional to the fracture
compliance. Wang and Sharma (2017a, 2018, 2019) show three tiltmeter measurements
which quantify that after an early phase, displaying a linear displacement decline with
pressure, the displacement decrease lessens. They interpret this as fracture sti�ness increase
which proves their model results in Figure 4-16. Dutler et al. (in prep.) show a comparable
sti�ness increase during fracture closure based on deformation recordings from FBG sensors
during a pressure-controlled step rate injection into granitic rock at the Grimsel test site.
They also observed that during reopening a reversed trend can be seen: fracture sti�ness
gradual decreases as the fracture is successively opened. This was also monitored in detailed
extensometer measurements around a natural fracture in granitic rock (Cornet et al., 2003).
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The e�ect of variable fracture sti�ness is visible in the pressure transient curves which in-
troduces non-ideal behaviour and changes the pressure response with progressive fracture
closure. It also serves as basis for the explanation between di�erent values for closure, wet
and dry reopening, discussed in the following sections.

4-3-2 Pressure transient analysis and estimation of minimum principal
stress magnitude

Three di�erent values were proposed to assess the minimum principal stress magnitude with
the pressure transient records of mini-frac tests: ISIP, fracture closure pressure and jacking
pressure. Additionally, three methods were compared to determine the closure pressure. The
following paragraphs discuss the di�erence between the di�erent values and which one should
be taken as estimate of the minimum principal stress.

Instantaneous shut-in pressure (ISIP)

The ISIP gives an appraisal of the net pressure, which is the excess pressure that keeps
the fracture open after pump shut-in. Therefore, the value has no direct relation to the
fracture closing process and can give signi�cant errors as estimate for the minimum principal
stress (Gulrajani and Nolte, 2000). Another problem is that there are multiple methods
to determine the ISIP, for instance Guo et al. (1993) compared eight di�erent methods to
determine the minimum horizontal stress from ISIP or fracture closure pressure. Their work
identi�ed that the tangent method to pick the ISIP, strongly depends on the time scale used
on the plots, with smaller time spans leading to largerPISI values because the slope of the
pressure transient is not linear but decreases with time.

Whether the ISIP is a good estimate for minimum principal stress or not seems to be site
dependent. Malik et al. (2014) observe a di�erence of around 3 to 4 MPa between ISIP and
closure pressure, whereas in the experiment of Dutler et al. (in prep.) the ISIP is slightly larger
than the closure pressure. For experiments analysed in this thesis, the di�erence between
closure pressure (compliance method) and ISIP is very variable between the intervals and
varies between 0:9 to 7:3 MPa (Figure 4-17).

Closure pressure from tangent and compliance method

A better estimate of the minimum principal stress should be given by the fracture closure
pressure, as it is measured in the moment where the 
uid pressure inside the fracture equals
the minimum stress magnitude. Di�erent authors point out problems with the tangent
method, for example that it is based on false assumption and never was theoretically justi�ed
(Wang and Sharma, 2019) or that it leads to incorrect closure picks in low permeability
formations (McClure et al., 2014, 2016; Jung et al., 2016). The here presented data in
crystalline rock looks considerably di�erent than an ideal pressure transient curve, which can
be found for instance in Barree et al. (2007). The shape of the Bourdet derivatives frequently
shows a convex or curving upward shape (e.g. Figure 4-10). Jung et al. (2016); Zanganeh
et al. (2017) describe, based on simulations with numerical models, that this is the normal
response of a pressure transient, due to increasing fracture sti�ness during successive closure.
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Figure 4-17: Visualisation of the values which are commonly taken as an estimate for minimum
horizontal stress, see yellow boxes in Figure 4-4. Closure pressure is taken from the
fracture compliance method applied to G-function and square root of time plots. Values
are given in Table A-4, error bars are based on the standard deviation from all reliable
cycles within the interval. The uncertainty of the jacking pressure is presumed to be
1 MPa due to the problematic linear regression with limited data points (see step-rate
test results in Chapter 4-2-1).

Looking at Figure 4-10 again, the green curve is interpreted by Jung et al. (2016) as
decoupling of the well from the far-�eld fracture, caused by the closure of pre-existing, low
transmissive fractures near the borehole. The hydraulic fracture has no direct connection to
the borehole but starts from these pre-existing 
aws, which are not oriented perpendicular
to the minimum horizontal stress and close at higher pressures. This is called bottleneck
e�ect; as a result the pressure transient decays more slowly and is dominated by wellbore
storage (McClure et al., 2014). In case that the pre-existing fracture retains transmissivity,
the closure of the pre-existing and hydraulic fracture can be seen in the data, as up and
down movement in the Bourdet derivatives with the �nal upward curving part being related
to the closure of the hydraulic fracture (Jung et al., 2016). This is exactly the shape which
is visible for example in Figure 4-6.

A second mechanism can create the same shape: the propagating hydraulic fracture intersects
a natural fracture, which opens due to the high 
uid pressure. When pressure declines, the
natural fracture, which is assumed to be not oriented perpendicular to the minimum principal
stress, will close �rst and create a peak in the derivative if the hydraulic connection to the
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hydraulic fracture is lost (Wang and Sharma, 2019). Multiple closures, even more than one,
were not only con�rmed by simulations but also observed in other larger scale DFIT (e.g.
by Wallace et al., 2014). At the test site, in every borehole natural fractures were identi�ed
during the preceding logging campaign (Chapter 3). It is likely that the hydraulic fracture
intersects these natural fractures and the critical pressure increase to reactivate them is gen-
erally exceeded during the mini-frac tests. Therefore, the reactivation of natural fractures
and subsequent closure after pump shut-in, can explain the features on the pressure transient
curves. An illustration in Figure 4-18 shows the interpretation.
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Figure 4-18: Interpretation of the mini-frac tests. The hydraulic fracture is successively propagated
away from the borehole with consecutive refrac cycles. At some point, a natural fracture
is intersected and instead of further propagating the hydraulic fracture, leako� into the
natural fracture (system) takes place. The natural fracture, that here also intersects the
borehole and can be delineated by borehole logging, is possibly reactivated and shear
displacement may take place. During closure the natural fracture will close earlier than
the hydraulic one, because it is di�erently oriented in the local stress �eld, indicated
on the top right. The pressure response during closure of the represented system is
qualitatively shown on a G-function plot. The �rst peak corresponds to the closure of
the natural fracture and the second one to the closure of the hydraulic fracture, hence
closure is picked where the sti�ness increase according to the compliance method is
seen.

This also explains why two time periods where the tangent method could be applied were
observed. The earlier one can be associated with the closure of a secondary fracture and
this is the reason why applying the tangent method here leads to larger closure values than
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obtained by the compliance method, which is opposed to the common literature (McClure
et al., 2016; Jung et al., 2016; Wang and Sharma, 2019). The closure pressure of natural
fractures is very likely to be larger than the minimum horizontal stress, depending on their
orientation. This explains why the values are up to a few MPa higher than the ones from the
compliance method. In intervals where no clear multiple closure was observed, another e�ect
can explain the early tangent pick. As the obtained closure values are often very close or
even exceeding the ISIP, it is likely that the initial drop in pressure causes this feature in the
Bourdet derivative. Inertial 
uid e�ects after pumping stops, like ceasing frictional losses,
and a tortuous or complex fracture geometry can lead to large early-time pressure drops
(Wang and Sharma, 2017a, 2018). Therefore, the early tangent picks can not be related to
fracture closure and should not be analysed.

The late tangent gives very low estimates for the closure pressure, which was explained by the
fact that this pick marks the termination of fracture storage dominated 
ow that indicates a
fully closed fracture (Wang and Sharma, 2017a; Zanganeh et al., 2017). The problem with the
conducted mini-frac tests is that the late tangent method could just be applied very limited
and the large di�erence to other values like jacking pressure or fracture reopening indicate that
it would underestimate the minimum principal stress signi�cantly. Hence, closure pressure
derived by the compliance method is a good estimate for the minimum principal stress in
crystalline rock. The picked pressure should not be confused with the point where the fracture
closes, it is more the �rst start of closure when �rst aperture contacts between the two fracture
planes occur, which was named tip closure by Zanganeh et al. (2017).

Closure pressure from bilinear pressure-decay method

In contrast to Dutler et al. (in prep.), where the bilinear pressure decay method and
compliance method on G-function plots yield the same closure values, there is always a clear
di�erence between those two methods in the here presented data. The closure pressure from
bilinear analysis is always higher than values from the compliance method and often even
higher than values from the early tangent method. Also Choi (2012) found in his numerical
analysis that the bilinear pressure-decay method gives the highest closure compared to other,
in this thesis not used, methods.

Guo et al. (1993) used the bilinear pressure-decay method in laboratory experiments and
observed that it gives reasonable stress magnitudes for high stress levels but overestimates
the magnitude under low stress as the bilinear feature is indistinct. In most of the data the
bilinear feature is clearly visible, just the transition zone between the two linear trends varies
considerably. A problem could be that the linear regressions were �tted by hand, an iterative
nonlinear regression analysis could remove this subjectivity (Lee and Haimson, 1989). This
leads to the conclusion, that the bilinear pressure-decay picks closure according to early time
inertial 
uid behaviour rather than real fracture closure e�ects. Another possible explanation
is that early time bottleneck e�ects, which lead to the early high derivative values, have a
predominant e�ect on the picking.
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Jacking pressure

The result that the jacking pressure lies close to the closure pressure from the bilinear
pressure-decay method �ts to observations of Lee and Haimson (1989). The authors take the
jacking pressure at the intersection of the two regression lines, which was not done in the
presented analysis, but the di�erence between the intersection and y-axes intercept should
be small (< 0:5 MPa). For the presented data, the jacking pressure is not a good choice as
an estimate for the minimum principal stress. Values around and even exceeding the ISIP
(Figure 4-17), which was classi�ed only as a rough estimate of minimum stress, are a strong
argument to not use the jacking pressure.

An issue with the jacking pressure and step-rate tests is that not enough 
ow rate steps could
be conducted to su�ciently characterise the di�erent regimes (Doe and Korbin, 1987). The
reason is the high sti�ness of the tested granite; already low 
ow rates lead to high pressure
values, which are su�cient to reopen the fracture. A further increase in 
ow rate often does
not increase the pressure, because frictional losses dominate with pressure being measured
uphole. Therefore, a jacking pressure could be determined in all cases, but the uncertainty
is very high if just three points are used for the linear regression. The estimated uncertainty
of 1 MPa exceeds the uncertainty of the other two parameters, ISIP and closure pressure, in
nearly all intervals. To improve the measurement and data quality in general, the pressure
should preferably be measured downhole instead of uphole.

Conclusion on minimum principal stress estimation

To sum up the assessment of the minimum principal stress magnitude, the variable compli-
ance method applied to G-function or square root of time plots is the method that gives the
best estimate. Other methods are discarded because they are physically not reasoned (ISIP),
or could not be applied correctly at the test site (jacking pressure). It should be noted that all
techniques have an uncertainty and the stress magnitudes are likely to vary spatially. There-
fore, all methods are in theory valid to give an estimate of the minimum stress magnitude, but
the uncertainty and quality of the methods is considerably di�erent. For example, in SB2.2
at 11:5 m there is a maximum di�erence of 9:3 MPa between the ISIP and closure pressure
from the late tangent method.

4-3-3 Fracture reopening pressure

Fracture reopening pressures were observed to almost always lie above the closure pressures,
which was comparably observed at the Grimsel Test Site (GTS) (Klee, 2015). This can be
explained by the variable fracture sti�ness: At the onset of tip closure, which was de�ned as
point where fracture closure pressure is evaluated, the fracture is in a low sti�ness regime.
During fracture reopening the fracture sti�ness is higher, making it necessary to have a bigger
pressure to fully open the fracture than to start closing it. The reopening is additionally
controlled by the fracture roughness, geometry, pumping rate and 
uid viscosity (Ratigan,
1992).
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Moreover, Kojima et al. (1992) showed in numerical simulations that the residual permeability
of the closed fracture and the injection rate signi�cantly change the form of pressure records,
leading to an inadequate response for the determination of reopening pressure. This was
proven by experimental results, where especially the gradual shape of pressure increase against
time or injected volume leads to an ambiguous reopening pressure pick (Desroches, 1995).
This can comparatively seen in the presented analysis where the non-linear shape of the
pressure curve gets stronger with increasing refrac cycle (Figure 4-12). Rutqvist et al. (2000)
state that 
uid 
ow into the fracture leads to a gradual opening, but the apparent reopening
pressure associated with a decrease of sti�ness and deviation of pressure from a wellbore-
storage dominated trend gives a reasonable estimate of the minimum principal stress. This is
true for the intervals in SB3.1, but certainly not for most intervals in SB2.2. Moreover, the
decrease of reopening pressures with increasing refrac cycle and the stronger convex shape
indicates that the fracture did not completely close from the previous cycle, which enables
a 
ow into the fracture that leads to wrong reopening picks, analogous to observations by
Desroches (1995).

4-3-4 Estimation of maximum horizontal stress

It should be noted that the estimation of maximum horizontal stress from mini-frac tests has a
high uncertainty, because it is based on the assumption of an homogeneous linear elastic rock
and fully closed fracture. Inaccurate is the determination of the hydraulic tensile strength,
since exact and true values of the formation breakdown and fracture reopening pressure are
di�cult to ascertain. Stress redistribution around the borehole, a residual aperture of the
fracture, 
uid penetration prior to fracture opening and the gradual fracture opening are
the biggest uncertainties in the determination of fracture reopening pressures (Ratigan, 1992;
Rutqvist et al., 2000). Therefore, the results and especially error range in Figure 4-15 should
not be taken as the true value of the maximum horizontal stress, but rather as a broad range
or �rst order estimate. The calculated range roughly between 17 to 24 MPa partly matches
the estimation for the BULG by Ma et al. (2019) (21:2 to 26:5 MPa).

4-3-5 Spatial variation of stress magnitudes

Even though the maximum distance between the test intervals in the two boreholes does not
exceed 20 and 30 m, a variability in the range of a few MPa in the stress magnitudes was
observed. The 
uctuations are larger than the estimated uncertainties, hence they re
ect
small scale in-situ stress �eld variations. Comparable to this, Chang and Jo (2015) measured
a high heterogeneity of stress magnitudes on the scale of several tens of meters in granitic rock,
which they reason with the presence of weak natural fractures. The authors state that even at
shallow depth the variation of slip tendency and slip along compliant natural fractures might
cause strong stress magnitude variations in sti� granitic rocks. Partly controlling the strength
of the variation is the contrast between the sti�ness of the fractured zone and surrounding
rock mass, with a higher contrast leading to larger stress perturbations (Su, 2004). This
seems to be a reasonable explanation for the stress variability of the moderately fractured
granite at the BULG.
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Extended shut-in times

Pressure transients during the mini-frac experiments carry more information than just the
fracture closure pressure. It is problematic when the shut-in time, usually between 2 to 3 min
for the conducted tests, is too short to observe the full closure of the fracture. To examine
this problem and see what processes can be observed after fracture closure, the shut-in time
was varied in a systematic matter which is discussed in the following.

5-1 Methods

The mini-frac tests were conducted exactly as described in Chapter 4. In addition to the
normal shut-in times, extended observation times of 5, 10, 15, 60 min and overnight (13:9,
14:4 and 15:5 h). In the intervals at 28 m (SB3.1), 11:5 and 31:5 m (SB2.2) a 1 h and overnight
shut-in was conducted. The rest of the shut-in times in SB3.1 is short in the range of 2 to
3 min. As SB2.2 was partially measured at a later measurement campaign, nearly all in-
tervals have one 5, 10 and 15 min pressure decay measurement besides the short time windows.

The extended data series were used to estimate the local pore pressure at the time when
pressure stabilises and the pressure derivative goes to zero. Furthermore, the late tangent
method described in Chapter 4-1-1 could be applied to the peak in Bourdet derivative on
G-function or square root of time plots.

5-1-1 Flow regime characterisation

Determination of 
ow regimes before and after fracture closure is often done using plots of
the logarithmic pressure derivative on log-log scale (e.g. Barree et al., 2007; Nashawi and
Malallah, 2007; Smith and Montgomery, 2015). Di�erent 
ow regimes can be characterised
according to slopes of the derivative on the plot (Cinco-Ley, 1981):

(i) 1 slope: Wellbore storage period, where after
ow from borehole into fracture continues
and the borehole compressibility controls the pressure fallo�.
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(ii) 1/2 slope: Fluid loss from open fracture dominates pressure decline and a linear 
ow in
the open fracture develops (Figure 5-1a).

(iii) 1/4 slope: Bilinear 
ow period with two linear 
ow components, one within the fracture
and one from the fracture into the formation (Figure 5-1b).

(iv) -1/2 slope: Period of formation (pseudo) linear 
ow after the fracture has closed (Fig-
ure 5-1c).

(v) -1 slope: Formation (pseudo) radial 
ow period, when 
uid 
ows radially into the
formation (Figure 5-1d).

Figure 5-1: Common succession of 
ow regimes observed in vertical fractured wells (Nashawi and
Malallah, 2007).

In some work the fracture closure is picked at the end of the linear 
ow period (Barree et al.,
2007), but the log-log plot makes it hard to pick an accurate time due to the logarithmic
scale. Therefore, closure pressure was not picked from log-log plots, but they can aid the
interpretation of picks from the G-function and square root of time plots.
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5-2 Results

Compared to the short observation times the extended ones reveal more information about
the pressure transient behaviour. In Figure 5-2 the slightly extended shut-in times of 5, 10,
15 min are shown on a square root of time plot together with their Bourdet derivatives. The
square root of time plot was chosen because here the di�erence between observation times is
clearly visible as the length of the time series. Pressure transients are parallel for the very
early times (

p
t < 2

p
s) which is also visible in the overlap of the Bourdet derivatives. For the

10 and 15 min the pressure decay even stays parallel till a
p

t of 4
p

s, shows slightly di�erent
behaviour afterwards and is nearly parallel again after a

p
t of 10

p
s. The 5 min shut-in

window is the �rst refrac cycle of the three shown ones and its pressure transient deviates
from the other two at

p
t > 2

p
s.
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Figure 5-2: Comparison of shut-in times of 5, 10, 15 min for the interval at 23:5 m (SB2.2). Arrows
show the picks for fracture closure pressure according to the compliance method, which
can be applied twice for two of the cycles. The refrac cycles number two, three and four
are shown, having increasing observation time with consecutive refrac number.

In terms of determination of closure pressure, the early tangent method and fracture
compliance method can be applied for all cycles. The late tangent method cannot be applied
for any of the curves, because non reaches the peak and following decline of the derivative.
For the 5 and 15 min cycle the compliance method can even be applied twice as two down
de
ections or plateaus are visible in the curves. Choosing the second pick for 5 min and �rst
for 15 min, gives a consistent closure pressure of 12:5 MPa, matching the value of 12:3 MPa
from the 10 min cycle.
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Looking at the even longer shut-in times enables an extended analysis. When plotting the
cycles with an observation time of 11 min, 1 h and 14 h together against G-time (Figure 5-3),
the duration of the shut-in period is not obvious from the plot alone. Per de�nition, the G-
function relates the time after shut-in to the duration of 
uid injection. On the example plot,
the 11 min and 1 h curve look almost equally long. The G-time for the 1 h shut-in time is more
compressed, because it corresponds to a step-rate test with longer injection duration than a
normal refrac cycle. Contrary to the G-function, a plot of the data against the square root of
time after shut-in (Figure A-10) directly illustrates the length of pressure decay monitoring.
Moreover, the time series are less compressed, especially at early times.

0 2 4 6 8 10 12 14 16 18 20

G time

4

6

8

10

12

14

16

18

20

P
re

ss
ur

e 
[M

P
a]

0

1

2

3

4

5

6

D
er

iv
at

iv
es

Pressure 

G*dP/dG 

14 h  
1 h  

11 min  

Figure 5-3: Comparison of 11 min, 1 h and 14 h (refrac cycle three, �ve and four, respectively) shut-in
time on a G-function plot for the interval at 11 :5 m (SB2.2). Because the G-function
relates the time after shut-in to pumping duration and the 1 h cycle is a step-rate test
with longer injection duration, the 11 min and 1 h time window seem to be nearly equally
long. The same data against the square root of time is shown in Figure A-10. Strong up
and down movements can be seen in all Bourdet derivatives, related to multiple closures.

Comparing the pressure transients shows that the pressure decayed to a smaller value at the
end of 1 h compared to 11 min regardless of the di�erent injection volumes. From the 14 h
observation, only the �rst quarter of data is shown, more can be seen in Figure 5-4. Its
Bourdet derivative reaches its maximum value around a G-time of 9 and is monotonically
decaying afterwards. For picking the fracture closure, the compliance method can be applied
after the prominent up and down movement in all curves. The early tangent method is
applicable for all curves as well, the late tangent just for the 11 min and 14 h observations,
as no tangent can be �tted to the slope before the maximum of the 1 h curve. The early
tangent gives a high closure pressure with 14:5 MPa (average of three shown cycles) and the
late tangent a low one (9:3 MPa). The compliance method lies in between with 11:3 MPa.
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All values are below the average ISIP of the three cycles (18:5 MPa). From the square root
of time plot (Figure A-10) it can be seen that the �rst peak occurs in a relatively small time
window for all three pressure transients (around 2:4 min). For the second peak this time
window is larger with 9:7 min, but in both cases no sorting according to the succession of the
cycles exist (e.g. that the earlier cycle has the �rst and second peak at earlier times).

5-2-1 Pore pressure estimation

Figure 5-4 shows the pressure transient of the three di�erent overnight shut-ins and their
Bourdet derivative on a G-function plot. It is visible that the pressure reaches a constant
value in two cases (red and green curve), as the derivative goes to zero. The pressure for
the blue curve is still decaying, but the derivative is already small with a value of around
0:3 MPa Gtime� 1. The pore pressure estimate amounts to 2:4 MPa and 3:1 MPa in SB2.2
at 11:5 m and 31:5 m, respectively, and to 5:3 MPa in SB3.1 at 28 m. For the intervals in
between the two measurements in SB2.2, a linear interpolation was calculated, represented
by a line plotted together with the other results in Figure 4-14a. As grey circles analysis
results from overnight shut-ins in SB1.1, SB2.1 and SB4.1 are included and show that the
pore pressure in these boreholes also varies between 2:4 to 3:7 MPa. The predicted pore
pressure is used to calculate the maximum horizontal stress in Chapter 4-2-5.
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Figure 5-4: Overview of the three overnight shut-ins on a G-function plot. Pressures and the Bourdet
derivatives are shown. At late times the pressure is assumed to represent the local pore
pressure, as the derivatives approach zero.
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5-2-2 Flow regime characterisation

Two examples are compared in the following, the overnight and 1 hour shut-in from the
interval at 28 m depth in borehole SB3.1. Both cases are initially dominated by wellbore
storage, which shows as a unit slope of the derivative overlying the pressure data. The period
ends around 5 to 10 s in both curves. Some early time noise is visible in the derivative of the
1 hour shut-in curve. Afterwards a linear (1/2 slope) or bilinear 
ow (1/4 slope) establishes.
In the overnight shut-in, which was measured after the initial fracking cycle, the derivative
has its maximum after the bilinear 
ow period and successively declines, �rst in a (pseudo)
linear and then (pseudo) radial 
ow �eld. In the 1 hour derivative, two humps are visible
with a small dip or plateau in between. A 1/2 slope develops twice and after the last hump
a formation linear 
ow establishes.

In the Appendix (Figure A-11) the log-log plots of the two overnight shut-ins in SB2.2 are
shown. Their pressure transients are comparable to the 1 hour shut-in in SB3.1 with two
humps. Since the observation time is longer in SB2.2, a (pseudo) radial 
ow can be observed
at late times (> 104 s). Furthermore, in the interval at 31 :5 m depths, a long period of unit
slope can be observed instead of a linear or bilinear 
ow period.
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(a) Overnight shut-in: The closure of a single hydraulic fracture is visible with bilinear 
ow developing
before closure. After closure linear and ultimately radial 
ow develop.
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(b) 1 hour shut-in: The closure of two fractures can be observed with linear 
ow developing two times
before closure. After closure formation linear 
ow develops.

Figure 5-5: Pressure and its derivative plotted against time on a log-log plot. The overnight and
1 hour pressure transient observations of SB3.1 (28 m) are shown.

5-3 Discussion

The information derived from extended shut-in times are very valuable. The picks of fracture
closure pressure on short (3 to 15 min) should be con�rmed by extended shut-ins (� 1 h),
due to the fact that an unknown number of multiple closures is possible. Moreover, the
overnight shut-in gives the opportunity to determine the local pore pressure and to estimate
the succession of 
ow regimes during and after fracture closure. Potentially, the after-closure
data can be used to estimate the matrix permeability from stable (pseudo) linear 
ow or the
(pseudo) radial 
ow period (e.g. Barree et al., 2007; Smith and Montgomery, 2015). This will
be studied in the future.

5-3-1 Pore pressure estimation

The estimated pore pressures from overnight shut-ins verify the range of 3 to 6 MPa given
in the preliminary analysis by Ma et al. (2019). Excavation of the tunnel and consequent
drainage perturbs and lowers the pore pressure around it. The general trend in boreholes with
two estimates is that the deeper measurement yields a higher pore pressure, showing that the
perturbation has an in
uence on the scale of the borehole length. This is con�rmed by pore
pressure measurements in an around 100 m long borehole drilled from the Bedretto-Furka
intersection at the northwestern end of the Bedretto tunnel, which show pore pressures
of 4:1 and 5 MPa at a distance of 30 and 51 m from the tunnel (Keith Evans, personal
communication).

Estimation of pore pressure by extended shut-in times is easy to apply overnight, as no other
experiments are going on at this time. The time till all pressure from the 
uid injection
decayed is very variable and depends on the matrix permeability and residual permeability of
the closed fracture. In one test, an equilibrium is already reached after 6:5 h and in another
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the pressure is still slightly decreasing after 14:4 h. It should be noted that in some here not
reported intervals, an increase of pressure at late time or a decrease to very low pressures
approaching zero was observed. This could be due to in or out
ow through pre-existing
fractures intersected by the created hydraulic fracture.

5-3-2 Flow regime characterisation

The succession of 
ow regimes is variable between the intervals, but in general it can be
matched to observations from the G-function and square root of time plots. The shape of
the initial fracking cycle with overnight shut-in in Figure 5-5a di�ers from most of the other
observations, which coincides with the Bourdet derivative on a G-function plot (Figure 5-4)
that shows a single peak with smooth ascent and decrease. The interpretation is that no
natural fracture was intersected, since after the initial fracking cycle the fracture extent is
still close to the borehole. The other extended shut-ins show some kind of multiple closure
feature, as here two humps on the log-log plots match with two peaks in the Bourdet
derivative. Looking where fracture closure was picked according to the compliance method,
it coincides with the early times of the fracture linear 
ow period of the second hump. The
signal of increasing fracture sti�ness during progressive closure, as discussed in Chapter
4-3-1, most of the time translates to a 1/2 slope (fracture linear 
ow) on log-log plots,
similarly observed by Dutler et al. (in prep.). In some cases also bilinear 
ow (1/4 slope) or
a unit slope is observed during closure. Wang and Sharma (2019) interpreted the deviation
from a 1/2 slope towards larger slopes as increase in sti�ness during progressive fracture
closure.

The �rst hump and subsequent drop in the derivatives can also be explained by other e�ects
than multiple closure. If the �rst hump occurs at very early times, it can be masked by
wellbore storage and inertial 
uid e�ects. Sometimes the derivative plunges directly after
the wellbore storage period (e.g. Figure A-11b), which was described as instability in the
transition between wellbore storage and a linear 
ow regime by Dutler et al. (in prep.). The
reason is not known, but could be due to fracture sti�ness increase, an early fracture closure,
interaction of multiple fracture systems related to multiple closures, inertial 
uid e�ects or
shear related deformation. Another proposed explanation is the e�ect of hydraulic clapping,
where the fracture closes at the borehole but opens at a later point in time due to excess
pressure inside the fracture, which would lead to the second peak. This is believed to not
be the case for the here presented data, as the derivatives never drop to very low values
(< 10� 1 MPa s� 1) as observed by Bakar and Zarrouk (2018); Dutler et al. (in prep.). A
comparison of multiple peaks on log-log plots to multiple closure features on G-function plots
(table of intervals with observes multiple closures: Table A-2, Table A-3) resulted in the
conclusion that a clear hump on the log-log plots can be correlated to a clear early time peak
or down de
ection on G-function plots. This leads to the argumentation that in most cases
the closure of a natural fracture, as shown in Figure 4-18, causes the early time peak on
log-log plots.
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Dry reopening tests

In order to increase the accuracy of fracture reopening pressure measurements and estimate
the sti�ness of the rock mass, dry (packer) reopening tests were conducted. The technique
is based on the so called sleeve fracturing method that was proposed by Stephansson (1983)
as an extension of a dilatometer test. Inside a borehole, a packer is in
ated and pressure
onto the borehole wall exerted via its membrane. Prior to any fracture initiation, the
deformability of the rock can be estimated from the linear part on a pressure vs volume curve
(Stephansson, 1983; Ljunggren and Stephansson, 1986). This means that the shear modulus
and, if the Poisson's ratio is known, Young's modulus can be obtained. By increasing the
pressure further, formation breakdown can be measured, similar to hydraulic fracturing
(Figure 6-1a). Consecutive cycles can be used to assess the fracture reopening pressure. The
two authors use those values to determine the minimum and maximum horizontal stresses
in laboratory tests and vertical wells. In this thesis no tests where new fractures induced,
but tests to reopen the previously created hydrofracs are analysed, similar to experiments
described in Desroches (1995) and Desroches and Kurkjian (1999). Dry compared to "wet"
reopening (mini-frac tests) has the advantage that no 
uid penetrates the fracture. Fluid

ow makes the reopening pressure determination sensitive to the pumping rate, as the
fracture likely has a residual aperture and opens gradually (Kojima et al., 1992; Ratigan,
1992; Desroches, 1995; Rutqvist et al., 2000).

Because measurements to calculate the compliance of the injection system are missing, no
elastic moduli of the rock mass could be calculated from the dry reopening tests. Only the
system compliance, consisting of the rock and injection system compliance, was obtained and
a dilatometer test was used to estimate the Young`s modulus.
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6-1 Methods

6-1-1 Fracture reopening pressure

In every previously hydraulic fractured interval three consecutive dry reopening tests
were carried out. In SB2.2 the dry reopening was conducted directly after the mini-frac
experiments. By contrast, a gap of two months lies between the creation of the fracture
via mini-frac tests and the dry reopening experiments in SB3.1. For the tests the same
equipment as for the mini-frac tests, described in Chapter 4-1, was used. Instead of two
packer elements, just one is needed to mechanically reopen the fracture. The packer is
in
ated at the desired depth and pressure increased until the membrane of the packer exceeds
the pressure needed to reopen the pre-existing fracture. This can be seen as a deviation from
linearity or kink in pressure vs time or volume records (Figure 6-1b).

The analysis was done similar to the wet reopening of the mini-frac tests using plots of
the packer pressure against the injected volume (Chapter 4-1-1). To identify the fracture
reopening pressure, these plots were examined for the deviation from a linear trend during
interval pressurisation. For every interval the mean reopening pressure is calculated from the
three reopening cycles.
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Figure 6-1: Theory of sleeve fracturing (a) and dry reopening (b) tests, which determine the for-
mation breakdown pressure and fracture reopening pressure, respectively. On the left
the borehole with inserted packer is shown. A fracture perpendicular to the minimum
principal stress is either created or reopened.

6-1-2 Formation sti�ness estimation

As no 
uid penetrates the rock mass during the dry reopening tests, the rock compliance can
be calculated from the pressure recordings before fracture reopening. The value can be directly
obtained from the linear part of the pressure vs volume curve (Amadei and Stephansson,
1997). An alternative way is to use the injection 
ow rate and pressure vs time plots.

For the case of hydraulic fracturing, the 
uid mass balance is given by Eq. (6-1a) (Lecampion
et al., 2017). HereU is the total injection system compliance (dimensions m3 Pa� 1), Q0 the
injection 
ow rate, which should be kept constant, Qin the 
ow rate that enters the fracture
and dP=dt the pressure derivative. For the dry reopening, no 
uid can enter the fracture
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and Qin is zero. Hence, for a constantQ0 and integrating the formula over time yields that
the system compliance equals the change of pressure with injected volumeVinj (Eq. (6-1b)).
The value can be determined from the slope on a pressure vs volume plot. In order to get
the compliance of the rock mass itself, the system compliance needs to be corrected for the
compliance of the pressurisation system itself by Eq. (6-1c). This can be done by measuring
the pressure vs volume curve in a metal cylinder of known elastic properties and geometry
(Ljunggren and Stephansson, 1986).

Qin = Q0 � U
dP
dt

(6-1a)

U =
dP

dVinj
(6-1b)

Urockmass = U � Upacker (6-1c)

The slope of the linear pressure increase was computed with a linear regression through the
visually estimated phase of linearity. From the compliance, the sti�ness (dimensions Pa m� 3)
is calculated as its inverse.

6-1-3 Dilatometer test

A dilatometer test is used to obtain the modulus of deformation and modulus of elasticity
(= Young's modulus) of the in-situ rock mass. Both moduli describe the stress to strain
ratio, where the modulus of elasticity only includes the elastic behaviour of the rock and
the modulus of deformation additionally the inelastic behaviour. Hydraulic pressure is
applied on the rock mass inside a borehole through the membrane of a packer, comparable
to the dry reopening tests. During repeated loading and unloading cycles the corresponding
deformation is measured. The testing method is described in detail by the ISRM (Ladanyi,
1987).

The experiments were conducted by the company MeSy-Solexperts at a depth of 9 m in
borehole SB2.2 and 22 m in borehole SB4.1. The system is composed of a 1 m metal core
with three displacement transducers and a high pressure tubing (OD: 32:4 mm, ID: 23:7 mm)
(Figure 6-2). The transducers are installed with a distance of 75 mm and 120� to each other.
During the test they are in direct contact with the borehole wall via screws vulcanised into
the packer sleeve. Packer pressure is measured uphole via an electric pressure transducer
(KELLER, type PAA-33X, 0{20 MPa) and the packer is pressurised using nitrogen. The
pressure and displacement are recorded with a digital data acquisition system.

The instrument was �rst in
ated slightly above hydrostatic pressure to ensure the contact to
the borehole wall. Subsequent the packer was stepwise in
ated in 0:5 to 1 MPa steps, which
applies a load to the borehole wall. The load was kept constant untill a constant relation
between deformation and load is reached, which was 2 min during loading. During unloading
the same stepwise procedure was carried out with keeping the pressure constant for 1 min
due to quicker deformation relaxation. Three loading cycles with rising maximum pressures
were conducted.
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Figure 6-2: Schematic view of the Solexperts dilatometer measurement system (by G. Klee, MeSy-
Solexperts GmbH, Becker and Klee (2019)).

Similar to the experiments, the data analysis was conducted by the company MeSy-Solexperts
(Becker and Klee, 2019). According to the theory of elasticity, in a homogeneous, isotropic
medium the shear modulusG and the elastic modulus or Young's modulusE are related to
each other by the Poisson's ratio� :

G =
E

2 � (1 + � )
(6-2)

The shear modulus can be obtained from the change in borehole diameter �D , which is the
measured deformation, per change in pressure �P:

G = � P �
D

2 � � D
(6-3)

Combining these two formulas yields:

E =
� P
� D

� D � (1 + � ) (6-4)
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This equation is also called the formula of Lam�e and valid for unfractured rock and widely
spaced fractures or joints (Ladanyi, 1987). The elastic modulus was calculated from the
unloading section as there should not be any plastic behaviour. The loading and reloading
section include elastic and inelastic/plastic behaviour, hence the modulus of deformation was
obtained from them using the same equation. The approximately linear part of the loading,
unloading and reloading sections of every cycle were used to get �P=� D . A linear regression
was used for the loading and reloading cycle, a secant for the unloading. Poisson's ratio is
assumed to be 0.33.

It has to be taken into account for the measured pressure that it counteracts the hydrostatic
pressure in the borehole and additionally some pressure is needed to overcome the packer
compliance. To calculate the e�ective pressure acting onto the rock mass, following formula
with an assumed packer compliance pressure of 0:15 MPa was used:

Pef fective = Pmeasured � Phydrostatic � Pcompliance (6-5)

6-2 Results

6-2-1 Fracture reopening pressure

For all tests a more or less obvious derivation from a linear trend could be identi�ed as fracture
reopening pressure (Figure 6-3a). Mostly the de
ection is rather gradual than sharp and the
beginning of this de
ection was picked as reopening (Figure 6-3b). A summary of the results
of all tests can be found in the Appendix in form from reconciliation plots together with
the wet reopening values (SB2.2: Figure A-12, SB3.1: Figure A-13). On these plots the dry
reopening values show less variation than the wet reopening pressures, which show a reduction
with increasing refrac cycle. Therefore, the dry reopening should always be compared to the
value of the �rst, sometimes also second, refrac cycle.

The dry packer reopening gives signi�cantly di�erent results between the two boreholes.
In borehole SB3.1 the tests give reopening pressures that are slightly larger than the
ones obtained from the mini-frac tests in intervals 12, 16 and 20 m (Figure 6-4a). There
is on average a di�erence of 1 MPa or less between the values in those intervals. In
the intervals at 24 and 28 m, the �rst reopening pressure value exceeds the breakdown
pressure measured during the mini-frac experiments (Figure 6-4b) and afterwards it drops
signi�cantly at 24 m and slightly at 28 m, still being nearly equal to breakdown pressure.
Within borehole SB2.2 none of the dry reopening tests exceeds the breakdown pressure and
the reopening values are consistently around 3 MPa higher than the wet ones (Figure 6-4c).
All intervals where breakdown pressure is not exceeded have a variation of the three dry
reopening values with a maximum range of 1:6 MPa, but in most intervals it is below 0:5 MPa.

When the dry reopening values enter the calculation of the maximum horizontal stress mag-
nitude via Eq. (4-11), the result is lower than the one obtained with the wet reopening values
(Figure 4-15). The reason is that the tensile strength calculated by Eq. (4-4) is lower (Fig-
ure 4-14c), because the reopening values lie closer to the formation breakdown pressure.
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(a) Plot of pressure vs time for the second and third dry re-
opening cycles.
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Figure 6-3: Dry reopening test in SB3.1 at 20 m depth. In both plots the deviation from a linear
trend or kink in the record, showing a decrease in the system sti�ness, is taken as fracture
reopening pressure.
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Figure 6-4: Three examples of reconciliation plots of the dry reopening tests compared to breakdown
and wet reopening pressures of the mini-frac experiments. Note that the dry reopening
pressure should be compared to the wet reopening of the �rst refrac cycle, as with
increasing refrac cycle the interfering in
uence of the 
uid on reopening values increases.
(a) shows an interval where dry and wet reopening give nearly similar values, (b) one
where the dry reopening exceeds breakdown and possibly a new fracture was created
and (c) an interval in which the dry reopening is around 3 MPa higher than the wet one.
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6-2-2 Formation sti�ness estimation

The system sti�ness could be estimated for all experiments, but due to unknown sti�ness
of the packer no formation/rock sti�ness could be calculated. As the packer sti�ness is a
constant value, the results can still indicate spatial variations between the tests. Figure 6-
3b shows one example of how well a linear regression can be �tted to the data prior to
reopening the hydraulic fracture, which is associated with a departure from the linear �t.
Results of the sti�ness estimation are shown in Figure 4-14b as averaged values per interval.
The three repeated cycles per interval have a mean standard deviation of 5:8 MPa L� 1 in
SB3.1 and 7:3 MPa L� 1 in SB2.2, which can be taken as an uncertainty estimate for the
sti�ness determination. Throughout the boreholes the system sti�ness varies in a small range
of 30 MPa L� 1 (SB3.1) and 20 MPa L� 1 (SB2.2), whilst the borehole average value is nearly
identical with 98:97 MPa L� 1, respectively. Certain trends along the borehole are not visible
given the calculated uncertainty of the measurements.

6-2-3 Dilatometer test

The averaged deformation observed from the three transducers during the dilatometer test
in SB2.2 can be seen in Figure 6-5. The �rst cycle pressurised the rock up to 3:4 MPa, the
second one up to 5:4 MPa and the �nal one up to 7:9 MPa. When comparing the loading and
unloading cycle, it can be seen that some deformation is permanent because the unloading
cycle ends at a higher deformation than the loading cycle starts.
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Figure 6-5: Record from the dilatometer test at 9 m depth in SB2.2 (Becker and Klee, 2019). Shown
is the average deformation of the top, middle and bottom displacement transducer. The
three loading cycles with rising maximum pressure can be seen.
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The calculated modulus of deformation during the loading cycleDL , during the reloading
cycle DR and the elastic modulus from the unloading cycleEU are given in Table A-6 in the
Appendix. The values do not show a distinct trend with increasing maximum pressure. The
average elastic modulus is, also taking into account the dilatometer test in the vertical borehole
SB4.1 (see Table A-7), is 42 MPa� 18 MPa. The overall average of the deformation modulus
from the loading cycle is 12 MPa� 4 MPa and from the reloading cycle 45 MPa� 25 MPa.
The high standard deviation shows the large scatter of the values.

6-3 Discussion

6-3-1 Fracture reopening pressure

The higher reopening pressures from the dry reopening tests compared to the wet mini-frac
reopening proves that the 
uid 
ow into the fracture and gradual opening of the fracture
have an e�ect on the evaluation of reopening pressures. There is no clear explanation, why
there is a similar di�erence between the wet and dry reopening pressures in SB2.2, whilst in
SB3.1 they are nearly equal. Possibly it has something to do with the inclination of SB2.2,
which could result in hydraulic fractures that do not initiate perpendicular to the minimum
principal stress and reorientate whilst propagating away from the borehole. As the dry
reopening is likely to open the fracture solely close to the borehole and not over its complete
extent, a higher pressure would be needed to open the misaligned fracture.

The two tests in SB3.1 which exceed the breakdown pressure can be explained by the double
fracture mechanism (Serata et al., 1992). The previously created hydraulic fracture alters
the stress distribution around the borehole, such that the minimum tangential stress lies 90�

to the fracture. Further increasing pressure leads to an initiation of a secondary fracture.
Propagation direction of this fracture is perpendicular to the �rst one, thus in direction of
the minimum horizontal stress. This explains that a pressure above the hydraulic breakdown
pressure is reached in the tests and in subsequent cycles an elevated reopening pressure is
measured. Potentially, these measurements can be used to determine the minimum and
maximum horizontal stress magnitudes (Serata et al., 1992; Charsley et al., 2003), but the
proposed method requires a special tool which measures the diametral deformation of the
borehole. Furthermore, a second borehole logging campaign should be conducted to verify if
a second hydraulic fracture was created and, if that is the case, to determine its orientation.

6-3-2 Dilatometer test

At Bedretto no other experiments to determine the elastic moduli were carried out yet.
Typical static Young`s modulus values for granite lie between 25 to 75 GPa (Sch•on, 2011).
Comparing the values to the granite at the Grimsel site show that they generally agree
with the here presented data. Dambly et al. (2019) determined the static shear modulus
in uniaxial compression tests which give an elastic modulus of around 44 GPa assuming an
isotropic medium. Krietsch et al. (2019) used two di�erent overcoring methods and observed
a range of 19 to 31 GPa for an isotropic model. The authors stated that a transversely
anisotropic model better describes the rock with the foliation plane as isotropy plane.
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Laboratory measurements under zero-con�nement gave a static elastic modulus of 29 GPa
normal to the foliation and 8 GPa in-plane with it (Nejati, 2018).

Further experiments have to be conducted to evaluate the e�ect of anisotropy at the BULG.
The inelastic deformation that took place during the loading and unloading cycles can be
explained by the closure of cracks and discontinuities in the rock (Gharouni-Nik and Hashemi,
2010). It should be noted that the moduli of the dilatometer test were calculated assuming
a Poisson's ratio of 0.33. Laboratory measurements or inversion of overcoring experiments
should be carried out in the future to characterise the rock mass. The �rst dilatometer test
just gives a range of elastic moduli that are to be expected.



Chapter 7

Conclusion and Outlook

The main conclusions of this thesis can be summarised as follows:

� Traces of natural fractures were found in every borehole. The slip-tendency analysis
shows that the intersecting fractures can be reactivated at reasonable pressure increases
which are reached during the mini-frac experiments.

� Pressure transient analysis of mini-frac tests make it possible to estimate the fracture
closure pressure, which is a good approximation for the minimum principal stress mag-
nitude. Di�erent techniques can be applied to pick closure pressure, here the fracture
compliance method gives the best results.

� Extended shut-in times enable the analysis of the local pore pressure around the interval
and the determination of 
ow regimes, also after fracture closure. A linear to bilinear

ow period is correlated to progressive fracture closure and fracture sti�ness increase.
After closure a formation linear and, if the observation time is su�ciently long, (pseudo)
radial period develops.

� ISIP, closure pressure from the bilinear pressure-decay method (dP=dt vs P) and the
early tangent method give comparable results. The resulting pressure is interpreted to
represent early time inertial 
uid e�ects, a near-wellbore bottleneck or the closure of
natural fractures. This means it does not accurately estimate the minimum principal
stress magnitude.

� Multiple closures are observed in every tested interval. Indications are down de
ections
in the Bourdet derivative on G-function and square root of time plots and two peaks
on log-log plots of the pressure derivative. Pre-existing fractures are likely to be inter-
sected during fracture propagation and have higher closure pressures than the hydraulic
fracture, therefore they close earlier.

� Values for minimum, maximum horizontal stress, just calculated for vertical borehole
SB3.1, and pore pressure vary in a range of a few MPa and agree with the range
speci�ed in the preliminary analysis by Ma et al. (2019). Ranges estimated in this
thesis: Shmin = 12:6 � 15:2 MPa, SHmax = 17:8 � 23:8 MPa, Pp = 2 :4 � 5:3 MPa
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� The formation breakdown, fracture closure and fracture reopening pressures vary on
the here investigated scale of a few tens of meters. The variation is bigger than their
uncertainty and might be introduced by the distribution of natural fractures along the
borehole. For instance, breakdown, closure and reopening pressures drop close to a
fractured zone in SB3.1.

� Dry reopening tests allow to estimate a fracture reopening pressure that is more reliable
than the one obtained from mini-frac experiments. Furthermore, the system sti�ness,
largely determined by the rock sti�ness, can be calculated and is approximately constant
along the boreholes.

In the future, more analysis can be done, especially with the data from dry reopening tests
and overnight shut-ins. In particular, two evaluations regarding the rock mass characterisa-
tion are interesting: �rstly, the calculation of a matrix permeability from extended shut-ins,
secondly, the estimation of the elastic modulus (Young's modulus) and shear modulus
from the dry packer reopenings. Permeability calculations can be done using di�erent
analysis techniques and data from a certain 
ow period, for instance the formation linear
or (pseudo) radial 
ow. This will be done in further work. For the estimation of elastic
moduli, a calibration of the used packer system is needed. Another important point is that
the slip-tendency analysis should be redone with the calculates stress magnitudes and pore
pressure for the speci�c boreholes.

In addition, the BULG is at an early stage and soon more experiments will take place.
The stress magnitudes and directions should be veri�ed and re�ned by other methods like
overcoring or microseismic monitoring. Longer boreholes, around 300 m, will be drilled and
more mini-frac tests conducted. This will enable a characterisation of the stress variations
on a larger scale. Moreover, when at a later stage the 
uid injections take place on a larger
scale, poroelastic and possibly thermoelastic e�ects might in
uence the state of stress, which
should be investigated.
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RSTUVWVXTYUZT[\\X]Û_ÙTSaVYU\bXU]WcXYUSdUWeeUWa\bS TYUWTXUTXfa[TXghU
�
i�j�klmn� o	�l����j�klmn�
� � �

� � �

� � �

� � �

� � �

�
p0/?�8:�,0>49/7*+�B�.34=0*8�/?9/�

q�B���#����!!���������������������!�����"��������!� ������r����������s t0/9/034�+/0;7+//+ &������!������
,?++/5�

q�B�?91+�<3.78+4/+<�922�8+/?3<,u�<9/9�94<�-*3.+,,+, �/*7/?=722:5�
q�B�?91+�43/�8940-729/+<�94:�<9/95�
q� B�?91+�8+4/034+<�922�-+*,34,�@?3�@+*+�,0>40=0.94/�= 9.020/9/3*,�3=�/?+�@3*D 5�

�
B�98�9@9*+�/?9/�/?+�@3*D�89:�C+�,.*++4+<�+2+./*340. 922:�=3*�-29>09*0,85 �
�
v����w�P���� x	����N��klm�
� � �

� � �

� � �

� � �

� � �

U U
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Appendix A

Data and �gures

A-1 Natural fractures

Table A-1: Identi�ed natural fractures on ATV and OTV. The critical pressure increase, which is
needed to induce slip, is calculated according to the method described in Chapter 3.

Borehole Depth [m] Strike [� ] Dip Direction [ � ] Dip [ � ]
Critical Pressure
Increase [MPa]

SB2.2 14.89 196.22 286.22 58.26 18.3

SB3.1

25.58 149.66 239.66 70.6 10.7
25.94 175.74 265.74 68.51 16.6
26.19 150.66 240.66 67.71 11.0
26.28 140.29 230.29 65.36 9.5
26.31 147.62 237.62 54.07 11.5
26.34 181.18 271.18 65.94 17.8
26.58 164.09 254.09 65.56 14.0
29.43 134.75 224.75 58.93 9.2



A-2 Measurement campaign overview 81

A-2 Measurement campaign overview



82 Data and �gures

F
ig

ur
e

A
-1

:
O

ve
rv

ie
w

ab
ou

t
th

e
di

�e
re

nt
m

ea
su

re
m

en
ts

ca
rr

ie
d

ou
t

in
b

or
eh

ol
e

S
B

2.
2.



A-2 Measurement campaign overview 83

F
ig

ur
e

A
-2

:
O

ve
rv

ie
w

ab
ou

t
th

e
di

�e
re

nt
m

ea
su

re
m

en
ts

ca
rr

ie
d

ou
t

in
b

or
eh

ol
e

S
B

3.
1.



84 Data and �gures

A-3 Injection protocols of mini-frac tests
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Figure A-3: Injection protocols of SB2.2 showing packer pressure (red), interval pressure (blue) and

ow rate (green).
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(c) 20 m

(d) 24 m
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(e) 28 m a

(f ) 28 m b

Figure A-4: Injection protocols of SB3.1 showing packer pressure (red), interval pressure (blue) and

ow rate (green).
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A-4 Pressure transient analysis of individual mini-frac cycles

Figure A-5: Plot of pressure vs G-function after pump shut-in and the Bourdet derivatives. The
data is from the �rst and second refrac cycle at 28 m (SB3.1), similar to Figure 4-6.
The straight black lines show the di�erent methods to pick fracture closure (Pcl ). (1)
Early tangent method. (2) Fracture compliance method. (3) Late tangent method.
Note that point (3) needs a su�ciently long shut-in time.
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A-4-1 Reconciliation plots

(a) 11:5 m

(b) 19:5 m

(c) 21:5 m

(d) 23:5 m
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(e) 27:5 m

(f ) 31:5 m

Figure A-6: Reconciliation plots of the pressure transient analysis in borehole SB2.2. All shown
parameters can be taken as an estimate for the minimum principal stress. Whilst (b),
(c) and (d) show fracture closure pressure picks according to di�erent methods, (a)
shows the instantaneous shut-in pressure (ISIP). Triangles show a second possible pick
for the tangent or compliance method, for instance a second peak in the derivative where
a tangent line can be �tted to.

(a) 12 m
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(b) 16 m

(c) 20 m

(d) 24 m

(e) 28 m

Figure A-7: Reconciliation plots of the pressure transient analysis in borehole SB3.1. All shown
parameters can be taken as an estimate for the minimum principal stress. Whilst (b),
(c) and (d) show fracture closure pressure picks according to di�erent methods, (a)
shows the instantaneous shut-in pressure (ISIP). Triangles show a second possible pick
for the tangent or compliance method, for instance a second peak in the derivative where
a tangent line can be �tted to.
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A-4-2 dP/dt plots

(a) 11:5 m (b) 19:5 m

(c) 21:5 m (d) 23:5 m

(e) 27:5 m (f ) 31:5 m

Figure A-8: Collection of pressure-decay vs pressure plots of the intervals in SB2.2. Successive cycles
are shown in di�erent colors.
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(a) 12 m (b) 16 m

(c) 20 m
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Figure A-9: Collection of pressure-decay vs pressure plots of the intervals in SB3.1. Successive cycles
are shown in di�erent colors.
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A-4-3 Fracture closure pressure averaging

Table A-2: Table that shows which methods and cycles were included in the closure pressure aver-
aging process for the given intervals in SB2.2.
y = applied and included
n = applied and not included due to data quality and/or ambiguous pick
- = method not applicable
2x = two di�erent pics were possible
IC = incomplete closure
MC = multiple closures

Depth [m] Cycle
G-function sqrt(t)

dP/dt Comment
tangent compliance tangent compliance

11.5

Frac n - n - y IC
RF1 y n y n y IC
RF2 y - y - y IC
RF3 y (2x) y y (2x) y y IC?, MC
RF4 y (2x) y y (2x) y y MC
RF5 y y y y y MC

19.5

Frac n - y - y IC
RF1 n y y y y IC
RF2 y - y - y -
RF3 y - y - y -
RF4 y (2x) y y (2x) y y MC

21.5
Frac y y - - y IC
RF1 y y y y y MC
RF2 y y y y y MC

23.5

Frac - y - y n IC, MC
RF1 - y - y y IC, MC?
RF2 - y - y y IC, MC (2x)
RF3 - y, n (2x) - y, n (2x) y IC, MC
RF4 y y, n (2x) y y, n (2x) y IC, MC (2x)

27.5

Frac - y, n (2x) - y, n (2x) y IC, MC (2x)
RF1 - y - y y IC, MC
RF2 - y - y y IC, MC?
RF3 - y - y y IC, MC?
RF4 - y - y y IC, MC?

31.5

Frac - n - n n IC, MC
RF1 - y - y y IC, MC?
RF2 y y y y y MC
RF3 y y y y y MC
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Table A-3: Table that shows which methods and cycles were included in the closure pressure aver-
aging process for the given intervals in SB3.1.
y = applied and included
n = applied and not included due to data quality and/or ambiguous pick
- = method not applicable
2x = two di�erent pics were possible
IC = incomplete closure
MC = multiple closures

Depth [m] Cycle
G-function sqrt(t)

dP/dt Comment
tangent compliance tangent compliance

12

Frac n n n n n IC
RF1 y y y y y IC, MC?
RF2 y y y y y IC, MC
RF3 n y y y y IC, MC
RF4 y - y - y IC, MC

16

Frac n n n n n IC
RF1 y y y y y IC, MC
RF2 y y y y y IC, MC
RF3 y y y y y IC, MC
RF4 y y y y y IC, MC

20

Frac n n n n n IC
RF1 y y n y y IC, MC
RF2 y y y y y IC, MC
RF3 - n - n n IC, MC
RF4 y y y y y IC, MC, N

24

Frac n y y y y IC, MC?
RF1 y - y - y IC
RF2 n - y - y IC
RF3 n - y - y IC, MC?
RF4 n - y - y IC, MC?

28

Frac y - y - n -
RF1 y (2x) y y (2x) y y MC
RF2 y y y y y IC, MC
RF3 y y y y y IC, MC?
RF4 y y y y y IC, MC?
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A-5 Interval averaged results of mini-frac tests

Table A-4: Overview mini-frac results of the two boreholes. The closure pressure (Pcl ) here is the
average of the compliance method from G-function and square root of time plots (results
of both in Table A-5). For more information about the variables and how the values were
obtained, see the methods section in Chapter 4.

Borehole SB2.2 SB3.1

Depth [ m] 11.5 19.5 21.5 23.5 27.5 31.5 12 16 20 24 28

Pb [MPa] 27.5 18.3 18.3 21.8 22.5 24.727.3 26.8 25.5 18.9 22.2

Pr wet [MPa] 16.1 12.4 13.2 14.5 15.1 16.616.9 16.2 15.5 13.5 14.8

Pr dry [MPa] 19.7 15.4 - 17.8 18.1 19.8 17.7 17.3 15.8 - -

Pjacking [MPa] 18.2 13.6 12.8 14.2 13.9 - 15.7 15.5 15.7 15.0 14.6

Pcl [MPa] 11.3 10.5 10.8 12.3 13.0 14.315.2 15.1 15.0 13.6 12.6

PISI [MPa] 18.6 12.7 12.4 13.9 14.4 15.716.2 16.0 16.1 14.9 14.4

Imatrix

[L min � 1 MPa� 1]
- - - - - - 0.056 - - - 0.200

I f racture

[L min � 1 MPa� 1]
3.19 4.25 9.64 4.67 2.80 - 3.15 3.10 5.12 1.30 2.44



A-5 Interval averaged results of mini-frac tests 103

A-5-1 Fracture closure pressure results: G-function, square root time plots
& bilinear decay method
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A-6 Extended shut-in times

A-6-1 Square root time plot for di�erent shut-in times

Figure A-10: Comparison of 11 min, 1 h and 14 h (refrac cycle three, �ve and four, respectively)
shut-in time against square root of time for the interval at 11:5 m (SB2.2). Same data
as in Figure 5-3, but the di�erent length of the shut-in periods is better visible. Just
a part, roughly one third, of the 14 h shut-in data is shown.
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A-6-2 Log-log plots SB2.2

(a) Overnight shut-in 11:5 m: The closure of two fractures can be observed with fracture linear 
ow
developing two times before closure. During the closure of the �rst fracture, the derivative increases
in slope after a linear period, which shows the increase of fracture sti�ness. After the second
closure, formation linear 
ow and (pseudo) radial 
ow develops.

(b) Overnight shut-in 31:5 m: The closure of one fracture and a early time fallo� in the derivative can
be observed. The early time decline could be linked to a multiple closure or inertial 
uid e�ects.
A unit slope and short linear 
ow develops before closure. After closure, formation linear 
ow
and (pseudo) radial 
ow develops.

Figure A-11: Pressure and its derivative plotted against time on a log-log plot. The two overnight
shut-ins of SB2.2 are shown.
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A-7 Dry reopening tests

A-7-1 Dilatometer tests

Table A-6: Calculated elastic modulus and modulus of deformation from dilatometer test in SB2.2
at a depth of 9 m (Becker and Klee, 2019).

Cycle
E�ective pressure

[MPa]

DL

[GPa]

EU

[GPa]

DR

[GPa]

1 1.37 - 3.39 - 0.87 16.8 61.7 84.1

2 0.87 - 5.37 - 0.88 11.0 27.8 18.8

3 0.88 - 7.89 - 0.87 11.9 38.3 -

Table A-7: Calculated elastic modulus and modulus of deformation from dilatometer test in the
vertical borehole SB4.1 at a depth of 20 m (Becker and Klee, 2019).

Cycle
E�ective pressure

[MPa]
DL

[GPa]
EU

[GPa]
DR

[GPa]
1 2.74 - 3.94 - 0.93 12.1 34.0 32.0
2 0.93 - 6.34 - 0.93 13.8 69.0 45.6
3 0.93 - 7.64 - 0.93 4.4 18.7 -
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A-7-2 Reconciliation plots: breakdown, wet reopening, dry reopening

(a) 11:5 m (b) 19:5 m

(c) 23:5 m (d) 27:5 m

(e) 31:5 m

Figure A-12: Reconciliation plots of the dry reopening tests in borehole SB2.2. Additionally, the
formation breakdown pressure and reopening pressures of the mini-frac tests are shown
for comparison. In an ideal case, the dry reopening and wet reopening pressure values
should be close to each other.
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(a) 12 m (b) 16 m

(c) 20 m (d) 24 m

(e) 28 m

Figure A-13: Reconciliation plots of the dry reopening tests in borehole SB3.1. Additionally, the
formation breakdown pressure and reopening pressures of the mini-frac tests are shown
for comparison. In an ideal case, the dry reopening and wet reopening pressure values
should be close to each other.



Appendix B

Digital appendix

The raw data �les from all the mini-frac experiments are accessible on the website:https://
www.polybox.ethz.ch/index.php/s/N15gmtU0Kl9kBMm . Which cycles are included in which
�le can be obtained from Figure A-1 (SB2.2) and Figure A-2 (SB3.1).

B-1 Additional �gures

Due to the big amount of images for all the di�erent mini-frac intervals and cycles in each
interval, the �gures of all the analysis techniques are accessible under the link stated above.
The �gures are sorted for each borehole and then into the following categories/folders:

(1) dPdt : Plots of the pressure derivative vs pressure to determine fracture closure vie the
bilinear intersect method.

(2) DryReopening : Plots concerning the dry packer reopening.

(3) FractureReopeningPressure : Plots showing the analysis of the mini-frac reopening
cycles to pick the fracture reopening pressure.

(4) Gfct : G-function plots after shut-in to determine the fracture closure pressure.

(5) ISIP : Plots after pump shut-in to pick the ISIP.

(6) loglog : Double logarithmic plots to determine the 
ow regime during and after fracture
closure.

(7) ReconPlots : Reconciliation plots which compile the analysis results of the used meth-
ods.

(8) sqrt(t) : Square-root of time plots after shut-in to determine the fracture closure pres-
sure.

(9) StepRate : Plots of step-rate injection tests and their evaluation on P vs Q plots.

(10) Volume : Plots showing the injected and recovered volume during every mini-frac stage.


