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a b s t r a c t 

Understanding others’ speech while individuals simultaneously produce speech utterances implies neural com- 

petition and requires specific mechanisms for a neural resolution given that previous studies proposed opposing 

signal dynamics for both processes in the auditory cortex (AC). We here used neuroimaging in humans to investi- 

gate this neural competition by lateralized stimulations with other speech samples and ipsilateral or contralateral 

lateralized feedback of actively produced self speech utterances in the form of various speech vowels. In experi- 

ment 1, we show, first, that others’ speech classifications during active self speech lead to activity in the planum 

temporale (PTe) when both self and other speech samples were presented together to only the left or right ear. 

The contralateral PTe also seemed to indifferently respond to single self and other speech samples. Second, spe- 

cific activity in the left anterior superior temporal cortex (STC) was found during dichotic stimulations (i.e. self 

and other speech presented to separate ears). Unlike previous studies, this left anterior STC activity supported 

self speech rather than other speech processing. Furthermore, right mid and anterior STC was more involved in 

other speech processing. These results signify specific mechanisms for self and other speech processing in the left 

and right STC beyond a more general speech processing in PTe. Third, other speech recognition in the context 

of listening to recorded self speech in experiment 2 led to largely symmetric activity in STC and additionally 

in inferior frontal subregions. The latter was previously reported to be generally relevant for other speech per- 

ception and classification, but we found frontal activity only when other speech classification was challenged 

by recorded but not by active self speech samples. Altogether, unlike formerly established brain networks for 

uncompetitive other speech perception, active self speech during other speech perception seemingly leads to a 

neural reordering, functional reassignment, and unusual lateralization of AC and frontal brain activations. 
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. Introduction 

Auditory speech is an important feature of many social interactions,

nd understanding the speech of others is critical to successful com-

unicative interactions. Accurately understanding the speech of other

ndividuals requires neural processing in a distributed network of brain

egions. Given the acoustic nature of auditory speech, the first important

rain system to recognize speech is the auditory cortex (AC) located in

he superior temporal cortex (STC). At the neural level of the AC, several

tudies have shown increased left anterior STC (aSTC) activity for un-

erstanding others’ speech ( Evans et al., 2014 ; Scott et al., 2000 ), espe-

ially when noise levels decreased that masked or degraded the speech.

he latter notion refers to a specific line of research that investigated

he neural effects of understanding the speech of others during subopti-

al listening conditions. Decreasing noise levels allows a better recog-
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ition of others’ speech based on a lesser degree of noise masking, and

he cognition rate correlates roughly with this noise decrease. Besides

he aSTC a critical cortical node for speech recognition, recent reports

lso pointed to the bilateral mid STC (mSTC) and posterior STC (pSTC)

or others’ speech perception ( Evans et al., 2014 ; Okada et al., 2010 ;

snes et al., 2011 ) using a similar line of research setups. 

Humans not only listen to speech samples of other individuals, but

hey also listen to their own speech while talking. These own speech

amples should have the same acoustic properties as speech samples

f other individuals, with the only difference being that these speech

amples are self-produced by the listener and include some acoustic

ffects introduced by bone conduction. Given the involvement of the

C/STC in the analysis of others’ speech, it should be also involved in

he acoustic analysis of self speech generated by the listener. Accurate

vert self-generated speech production and self-speech feedback regis-
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ration lead to activity in STC, but with apparent opposite neural effects

n terms of lower activations compared to a baseline condition. Specif-

cally, while decreasing the noise level during other speech perception

eads generally to higher AC activity, decreasing the noise level during

elf speech perception leads to lower AC activity. Accordingly, studies

n active speech production found decreased activity in the AC that is

ainly localized to the bilateral mSTC and pSTC ( Behroozmand et al.,

015 ; Christoffels et al., 2011 , 2007 ), with stronger effects in the right

emisphere ( Franken et al., 2018 ). This suppression effect in the AC

uring active self speech seems to originate when the difference be-

ween intended speech (potentially stored as a vocal motor template

n the frontal pre-motor cortex) and actual speech (analyzed by audi-

ory feedback registration) is minimal, such that no vocalizing errors

ccurred. This suppression effect might thus serve to more easily de-

ect and correct vocalizations errors, and to minimize the interference

ith following speech productions ( Hickok, 2012 ). Thus suppression ef-

ect for AC activity during active self speech, is commonly found to be

tronger with decreasing levels of noise during feedback registration of

elf speech ( Hickok, 2012 ). 

Given these previous studies on other speech perception and self

peech production, neural effects in the AC accompanying speech per-

eption in others and self speech production thus seem to neurally over-

ap in the mSTC and pSTC subregions of the AC ( Cheung et al., 2016 ;

vans and Davis, 2015 ; Rampinini et al., 2017 ), but seem to elicit con-

rasting signal dynamics. Given these opposing signal dynamics in the

C, this could cause neural competition and/or neural interaction when

thers’ speech is recognized while self-speech is produced simultane-

usly. This neural competition also requires mechanisms for a neural

esolution of this conflict, which so far are relatively unexplored. As

entioned above, a common line of research into the neural dynamics

f speech perception uses noise to degrade and mask speech samples of

ther individuals. A critical difference in our study is that we introduced

 source of noise during others’ speech perception that is internal to the

istener. Because this “noise ” is produced by the listener, it is thus partly

ore predictable for the listener. Compared to common mechanisms of

eural resolution and neural interaction, the case of internally generated

oise in the listener could thus potentially cause more non-linear neural

ffects both of attenuated nature (given the predictability of the noise)

nd/or of increased nature (less neural suppression to self speech). The

atter might be especially the case because introducing some kind of

oise signal (other speech) during active self speech diminishes the AC

uppression effect to certain degrees, which could interact with AC ac-

ivity for other speech perception. 

Besides neural activity in AC for other speech perception and self

peech production, there is also commonly found activity in the inferior

rontal cortex (IFC) for both functional domains, given also close struc-

ural ( Friederici, 2011 ; Frühholz et al., 2015 ) and functional connec-

ions to the AC ( Frühholz and Grandjean, 2012 ; Hickok, 2012 ). Specif-

cally, the posterior IFC (inferior frontal gyrus (IFG), pars opercularis)

hows increased activity during speech production ( Brown et al., 2005 ;

ickhoff et al., 2009 ), whereas the more anterior IFC (IFG, pars tri-

ngularis) shows increased activity rather during the semantic decod-

ng of speech ( Elmer and Kühnis, 2016 ; Tyler et al., 2005 ). Addition-

lly, the IFG displays hemispheric differences with the left IFG show-

ng more activity for processing speech-related information, while right

FG activity seems to be predominantly found processing pitch contours

n linguistic and paraverbal contexts ( Frühholz and Grandjean, 2013a ;

eiser et al., 2008 ; Merrill et al., 2012 ). Similarly, the ventral premotor

ortex (vPMC) is active both during the perception and production of

peech ( Aziz-Zadeh et al., 2010 ; Hickok, 2010 ; Parkinson et al., 2012 ).

hile some models propose that vPMC to not be essential for speech per-

eption ( Scott et al., 2009 ), while other findings point to its relevance in

he neutrally efficient analysis of speech sounds ( Möttönen et al., 2013 ),

specially through sensorimotor integration ( Hickok et al., 2011 ). 

Unlike the AC, neural suppression effects in the IFC have not been

bserved during active self speech production, such that both other
2 
peech perception and self speech production lead to increased activ-

ty in the IFC. For both domains, however, neural IFC activity seems

patially separated, with some potential overlap in vPMC. It is thus un-

lear how the IFC and its subregion deal with the simultaneous task

f speech perception and speech production, but this specific condition

ould lead either to a potentiation of the combined neural processing

n overlapping frontal regions or to an accentuation of each speech sig-

al in certain IFC subregions. To thus investigate this neuronal inter-

ction of simultaneous self-speech production and other-speech percep-

ion in the AC and the IFC, we conducted therefore two fMRI experi-

ents including human participants. More specifically, we investigated

he production and perception of simple speech sounds in the form of

peech vowels as basic elements of human speech and that could easily

e produced in functional neuroimaging environment. We focused on

hree major questions: (a) Are both processes relatively lateralized in

he AC when performed simultaneously? (b) Do they overlap, compete,

nd interact (non-)linearly for neural resources at specific subregions

f the STC ( Assaneoet al., 2019 )? and (c) What is the additional role

f the ventral (pre)motor cortex (vPMC) ( Behroozmand et al., 2015 ;

vans and Davis, 2015 ; Markiewicz and Bohland, 2016 ; Meister et al.,

007 ; Stokes et al., 2019 ; Wilson et al., 2004 ) and the IFC ( Cogan et al.,

014 ) in simultaneous self speech production (i.e. speech motor plan-

ing) and other speech perception (i.e. motor mirroring, vowel identi-

cation), given the strong and partly differential involvement in both

rocesses? 

. Materials and methods 

.1. Participants 

Thirty-one healthy and right-handed adults with normal or

orrected-to-normal vision, normal hearing, and no reported history of

eurological or psychiatric disorder took part in the fMRI experiments.

hree participants were excluded because they had excessive motion ar-

ifacts, resulting in a final sample of 28 participants (13 females; mean

ge 25.89y, SD = 3.81). All participants gave written informed consent

nd were reimbursed for their participation. The study was approved by

he Swiss governmental ethics committee of the Cantone Zürich. 

.2. Stimuli 

The general purpose of the experiments was to investigate the abil-

ty of participants to identify the speech of others (i.e. other speech,

OTHER ”) while producing self-speech at the same time (i.e. speaker’s

elf-speech, “SELF ”). Both OTHER and SELF consisted of the vocally ex-

ressed vowels /a/, /e/, /i/, and /o/. For OTHER, we used prerecorded

ocalizations of these vowels by one male and one female speaker, thus

onsisting of 8 different recordings. These recordings were 24-bit vowel

ocalizations of 300 ms duration with a sampling rate of 44.1 kHz.

THER were presented at an intensity level of 70 dB SPL. 

.3. Experimental procedure of experiment 1 

The experiment consisted of two main experiments separated into

ifferent sessions. In experiment 1 ( “active SELF speech task ”), the par-

icipants were asked to produce SELF while listening to and classifying

THER. For the identification and classification of OTHER (i.e. partici-

ants classified OTHER as /a/, /e/, /i/, or /o/) we used a 4-alternative

orced-choice task using the index and middle finger of both hands, and

ith counterbalanced response option assignment across participants.

or SELF, participants were asked to produce 1 of the 4 vowels with

he restriction that the OTHER and the SELF were never the same on a

ingle trial. For each trial, an uppercase letter on the screen ( “A ”, “E ”,

I ”, or “O ”) cued the participants to produce the respective vowel for

bout 1 s duration on an MR-compatible microphone (OptoActive sys-

em, Optoacoustics). The cue remained on the screen for 2 s. If no SELF
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Fig. 1. Behavioral and functional brain data for experiment 1. (a) The experimental conditions required participants to produce vowels by themselves (SELF, 

self-speech, red lines) while simultaneously listening to vowel recordings of other individuals (OTHER, other speech, blue lines). Own and other speech was presented 

to the same ear or to different ears. (b) Reaction time (upper panel) and accuracy data (lower panel) for the decision on OTHER for the 4 conditions in experiment 

1 (expe 1, red) and experiment 2 (expe 2, blue). (c) Functional definition of the voice-sensitive area (TVA; red dashed line). (d) Presenting all speech to the left ear 

([O L S L > O R S R ], upper panel) or to the right ear ([O R S R > O L S L ], lower panel) leads to increased activation in the AC in the contralateral brain centered on the PTe. 

Brain activity ( n = 28) thresholded at a combined voxel ( p < 0.005) and cluster level ( k = 42) threshold ( p < 0.05 corrected at the cluster level). White dotted lines in 

panel c-d mark the anatomical subregions of the AC: primary AC (Te1.0–1.2), secondary AC (PTe), and higher-level AC (Te3). (For interpretation of the references 

to colour in this figure legend, the reader is referred to the web version of this article.) 
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as produced by the participant on one trial, no OTHER was presented

see below), which happened in 3.71% of trials. These trials were ex-

luded from further analyses. The SELFs were sampled and recorded at

 sampling rate of 44.1 kHz with 24-bit encoding. We decided to include

owels instead of syllables or longer speech utterances as speech sounds

n our experiments, given certain requirements for the task. We aimed to

nclude speech sounds of short duration and a similar level of “complex-

ty ” that could be easily identified by participants in the 4-alternative-

orced choice task in the fMRI environment. Also, we wanted that self

nd other speech could be rather easily separated since we did not want

o challenge the acoustic confusion too much between both speech sam-

les. Finally, vowels were chosen as speech sounds, such they could

e accurately identified by the voice onset detector and to accurately

rigger the presentation of OTHER speech and ensure a proper overlap

etween SELF and OTHER speech samples (see below). 

A voice-onset detector indicated the onset of SELF by the partici-

ants and instantaneously prompted the presentation of OTHER. This

rocedure ensured that OTHER and SELF were always presented at the

ime of voice onset of SELF. SELF was played back to the participants at

pproximately 70 dB SPL, based on the (de-)amplification of the SELF

peech sample, which was estimated from each participant’s vocaliza-

ion intensity during a pre-experimental training run (see below). SELF

peech was passed through a filter, which increased frequencies below

 kHz by + 2 dB and frequencies above 1 kHz by − 2 dB. This filtering

as done to simulate the effects of bone conduction during self speech

eedback processing, which enhances lower and attenuates higher voice

requency components ( Dauman, 2013 ). 

SELF and the OTHER were presented by using MR-compatible head-

hones (OptoActive II TM ANC Headphones). These headphones included

ctive noise cancelation of scanner noise of ~20 dB. They were ran-

omly presented to the left and/or right ear with online mixing of

THER and SELF with a frame size of 64 samples based on a 44.1 kHz

ampling rate, resulting in 4 different stimulation conditions: condition

 L S L with both sounds on the left ear or O R S R on the right ear; condition

 L S R with OTHER on the left and SELF on the right ear, or condition

 R S L with SELF on the left and OTHER on the right ear ( Fig 1 a). This

ateralized presentation allowed us to investigate laterality effects, as-

uming that auditory signals elicit stronger contra- than ipsilateral AC

ctivity, and to disentangle the neural overlap of speech production and

erception mechanisms. 

Experiment 1 consisted of 2 experimental runs (see below) preceded

y 3 training runs to familiarize the participants with the experiment.

n the first training run, a pseudorandom sequence of 32 OTHERs was

rst presented. Each OTHER had to be identified by the participants

y pressing one of the corresponding keys on a keyboard with the index

nd middle fingers of both hands. This training was repeated until a 95%

b  

3 
ccuracy rate was reached. This response button assignment remained

he same throughout the experiment for each participant but was coun-

erbalanced across participants. During the second training run, partic-

pants were asked to vocalize each of the 4 vowels 4 times. A pseudo-

andom sequence of 16 vowels was visually presented to the partici-

ants, who were given an uppercase cue as described earlier. When a

owel instruction was displayed, the participants had to vocalize it for

 s. The 16 SELFs were recorded and the mean vocalization intensity

i.e. mean root mean square) was calculated and used for amplifying

r de-amplifying the level of the SELF played back to participants to

atch the intensity of the OTHER at about 70 dB SPL. This calcula-

ion of the (de-)amplification level was used throughout all runs of the

ain experiment and for the third training run. The latter consisted of a

seudorandom sequence of 16 cued vowels for SELF while participants

ad to both vocalize the SELF (as in training run 2) and to listen and

dentify the OTHER by using the 4 response buttons (as in training run

). The identification of OTHER was also the task during the main ex-

eriment, using a 4-alternative forced-choice task using the index and

iddle finger of both hands, and with counterbalanced response option

ssignment across participants. 

After the 3 training runs, participants were asked to take part in the

 runs of the main experiment. Participants accomplished 96 trials in

ach run, including active SELF during the 4 experimental conditions as

escribed earlier, thus including 24 trials for each condition with con-

itions and vowels equally distributed across the trials. The trial order

as random, with the exceptions of more than 3 times the same SELF,

THER, or laterality condition in a row. 

.4. Experimental procedure of experiment 2 

In addition to the active speaking task in experiment 1, we ran a sec-

nd experiment 2 in a separate scanning session by using only a passive

istening to SELF and OTHER ( “passive SELF speech task ”), but includ-

ng the same classification task on the OTHER as in experiment 1. These

 passive runs were included to be used as a baseline comparison condi-

ion. Since the major hypothesis of the study concerned the influence of

ctive SELF on the perception and identification of OTHER, we aimed

o include another experimental condition in which participants were

resented with the same setup of listening to SELF and to OTHER, but

ithout an active vocalization condition. For this purpose, SELF record-

ngs from the active conditions in experiment 1 were played back to the

articipants while they listened both to their SELF recordings and to the

THER at the same time. The SELF was randomly combined with an

THER with the restriction that the vowel of the SELF and the OTHER

ere not the same. The participants’ task was to identify the OTHER

y using the same 4 buttons as during experiment 1. The participants
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ccomplished 2 runs with 96 trials each and with the same trial order

estrictions as during experiment 1. 

.5. Functional voice localizer scan 

To identify human voice-sensitive regions in the bilateral superior

ortex, we used sound clips of 8 s length from an existing database

 Belin et al., 2000 ). These sound files consisted of 20 vocal sounds and

0 non-vocal sounds. Participants were instructed to listen passively to

he stimuli. The functional voice localizer scan was used to determine

oice-sensitive regions along the STC in both hemispheres that are com-

only referred to as temporal voice area (TVA; Fig. 1 c). Using the func-

ional definition of the TVA in both left and right AC, we restricted the

iscussion of activation pattern found in experiment 1 and 2 to activ-

ty that was located inside the TVA to ensure that we only discuss AC

ctivity that is related to voice processing as the carrier of our speech

amples. 

.6. Behavioral data analysis 

Each experiment included 4 different conditions represented by the

ithin-subject factors laterality of SELF (2 levels: left, right) and lat-

rality of OTHER (2 levels: left, right). Across these 4 different condi-

ions, we quantified the reaction times and the accuracy level of OTHER

dentifications for each participant. RTs and accuracy were considered

nly for trials in which the participants produced the correct vocaliza-

ions according to the cued instruction. Trials during the active runs

ith incorrect target SELF speech were included in the passive runs, but

hese trials were overall discarded from further analyses for both exper-

ments. The RTs and accuracy level of each participant was subjected to

 random-effects group analysis of a 2 × 2 repeated measures ANOVA,

ncluding the within-subject factors mentioned earlier. The significance

hreshold was set at 𝛼= 0.05. 

.7. Functional image acquisition 

All structural and functional MRI images were acquired on a

T Philips Ingenia System. The structural images were obtained

y using a high-resolution magnetization prepared rapid acquisi-

ion gradient-echo T1-weighted sequence (301 contiguous 1.2 mm

lices, TR/TE = 1.96 s/3.71 ms, FOV = 250 mm, in-plane resolution

 × 1 mm) obtained in sagittal orientation. Functional brain data

ere recorded by using 31 axial slices covering the whole brain

ligned to the anterior (AC) or to the posterior (PC) commissure

lane (thickness/gap = 3.5/0.4 mm, FOV = 219 mm, in-plane resolution

.71 × 1.71 mm). A sparse temporal acquisition protocol was used

ith TR = 3.29 s, which consisted of TA = 1.71 s for volume acquisition

nd 1.58 s of a silent gap. For the functional voice localizer scan (see

elow) we used a continuous whole-head acquisition with 31 slices

thickness/gap = 3.5/0.4 mm, FOV = 219 mm, in-plane 1.71 × 1.71 mm)

ligned to the AC-to-PC plane with a TR/TE = 1700/30 ms. 

.8. Functional image analysis 

Statistical parametric mapping software (SPM12,

l.ion.ucl.ac.uk/spm/software/spm12) was used for the prepro-

essing and analysis of the functional brain data. Functional images

ere realigned and coregistered to the anatomical image. The re-

ligned functional images were spatially normalized to the Montreal

eurological Institute (MNI) stereotactic template brain by using the

egmentation procedure implemented in the Computational Anatomy

oolbox (CAT12; neuro.uni-jena.de/cat/). Normalized images were

patially smoothed by using an isotropic Gaussian kernel with a

ull-width half-maximum of 8 mm. 

A general linear model was used for the first-level statistical analy-

es, including boxcar functions defined by the onset and duration of the
4 
uditory stimuli. These boxcar functions were convolved with a canoni-

al hemodynamic response function. We created separate regressors for

ach of the 4 experimental conditions. The model included 6 additional

egressors of no interest that were based on motion estimates to account

or motion artifacts. 

For the main experiment, contrast images for each experimental con-

ition were entered into a second-level group analysis. All contrasts

etween conditions were thresholded at a voxel threshold of p < 0.005

nd a minimum cluster size of k = 42. This combined voxel and cluster

hreshold corresponds to p = 0.05 corrected at the cluster level and was

etermined by the 3DClustSim algorithm implemented in AFNI software

 afni.nimh.nih.gov/afni ; version AFNI_18.3.01), including the recent ex-

ension to estimate the (spatial) autocorrelation function according to

he median estimated smoothness of the residual images. For the voice

ocalizer, we contrasted vocal against non-vocal trials on the group level

y using a threshold of p < 0.005 (uncorrected) and a cluster extent of

 = 42 voxels (see earlier). We determined voice-sensitive regions along

he STC in both hemispheres. 

. Results 

.1. Experiment 1: active production of self speech during concurrent other 

peech perception 

In experiment 1, participants produced self-speech utterances (SELF)

hat instantaneously triggered the presentation of non-identical record-

ngs of others’ speech signals from unfamiliar speakers (OTHER). Partic-

pants had to identify the vowel spoken by OTHER, which revealed no

ifference (F 1,27 < 2.321, p > 0.139; all rmANOVA unless stated otherwise,

 = 28) and no interaction effect (F 1,27 = 0.956, p = 0.337, n = 28) in re-

ction times across the 2 × 2 conditions (SELF left or right, OTHER left

r right) and no difference in the accuracy level (F 1,27 < 0.460, p > 0.503,

 = 28), but did reveal an interaction effect (F 1,27 = 6.354, p = 0.018,

 = 28). Trials of O L S R had significantly better performance compared

ith those of O L S L ( p = 0.019), such that displaying SELF to the right

ar led to better performance in classifying OTHER speech from the left

ar compared with presenting SELF with OTHER together to the left ear

 Fig 1 b). We performed the same analysis for reaction times quantified

rom SELF speech offset instead of SELF speech onset (Fig. S1), which

esulted in the same patterns of behavioral data. 

To investigate the neural effects of concurrent SELF and OTHER

rocessing, we first determined the voice-sensitive areas (VA) in the

C by using a separate functional localizer scan ( Belin et al., 2000 ;

ernet et al., 2015 ). This functional voice localizer scan revealed spa-

ially extended activity in the bilateral AC covering areas of primary

Te1.0–1.2), secondary (planum temporale [PTe]), and higher-order AC

peaks located in Te3) ( Fig 1 c). The following analyses of AC activity for

he main experiments were accordingly limited to activations within the

A. For the main experiment 1, we first determined neural effects from

nilateral stimulations of both SELF and OTHER according to the ex-

erimental conditions, either to the left [O L S L > O R S R ] or to the right

ar [O R S R > O L S L ]. Given that we presented both speech samples ipsi-

ateral to one ear, we accordingly found contralateral activity mainly in

he secondary AC (PTe) for each contrast. One activation peak stood out

rom this overall contralateral and symmetric activation pattern, as for

O L S L > O R S R ] we found additional peak activations in the ipsilateral

eft aSTS when presenting both speech samples to the left ear ( Fig. 1 d).

In the next step, we compared the conditions while presenting SELF

nd OTHER to separate ears and brain hemispheres to assess potential

ateralized neural indications for SELF suppression and OTHER posi-

ive cortical effects. This revealed no activations for comparing [O L S R >

 R S L ] or [O R S L > O L S R ]; these contrasts directly compared if present-

ng SELF and OTHER to separate ears would elicit similar or different

ortical effects of neural activations or neural suppression of both types

f speech samples. It seemed like both SELF and OTHER elicited similar

evels of neural activations with no obvious suppression effects for SELF.

http://afni.nimh.nih.gov/afni
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Fig. 2. Functional brain data for experi- 

ment 1. (a) Decreased activation found in the 

bilateral AC for SELF ∗ and in the right AC for 

OTHER ∗ . (b) Increased activation found in con- 

tralateral AC both for SELF + and OTHER + . 
Voxel p < 0.005, cluster k = 42 ( p < 0.05 cor- 

rected at the cluster level), n = 28. White dotted 

lines mark the anatomical subregions of the AC: 

primary AC (Te1.0–1.2), secondary AC (PTe), 

and higher-level AC (Te3). 
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In the next step, we accordingly looked at functional activity result-

ng from a combined presentation of SELF and OTHER to either the left

O L S L ) or the right ear (O R S R ) compared with the bilateral conditions

f presenting both speech samples (O R S L or O L S R ). We quantified two

ypes of activation profiles. First, we quantified activity that we refer to

s “decreased activity ”. For example, we performed the contrast [O L S L 
 O R S L ] that compared the presentation of both samples to the left ear

ith the presentation of only SELF to the left ear (SELF left). Given that

coustic signals are predominantly processed in the contralateral AC,

e assumed that if this contrast leads to significant contralateral activ-

ty in the same ear condition (O L S L ), it should be the missing condition

n the left ear (OTHER left) that is responsible for the lower activity for

he bilateral presentation (O R S L ). This is why we termed this activity

s “decreased activity ” and marked the responsible condition for the re-

uced activity with a star (OTHER 

∗ ) ( Fig. 2 a). Second, we quantified “in-

reased activity ” by performing a different set of contrasts. For example,

e performed the contrast [O L S R > O L S L ] and found left brain activity,

nd marked it with a plus (SELF + ), since SELF was the single right ear

ondition contralateral to the combined left ear condition ( Fig. 2 b). Re-

arding the latter increased activity, we found consistent increased and

ymmetrical activity in the secondary AC (PTe), both for SELF + (based

n [O L S R > O L S L ] and [O R S L > O R S R ]) and OTHER + (based on [O R S L
 O L S L ] and [O L S R > O R S R ]), with additional activity in the pSTG for

THER + for the contrast [O R S L > O L S L ]. 

Besides these large symmetrical effects of SELF and OTHER in the

psilateral secondary AC, we found decreased and rather asymmetric

ctivations that were very specific for comparisons with the O L S L con-

ition, thus when all speech samples were presented to the left ear and

redominantly processed in the right AC ( Fig. 2 a). In the right AC, we

ound peak locations for OTHER 

∗ ([O L S L > O R S L ]) in the right mSTC

nd aSTC and for SELF ∗ ([O L S L > O L S R ]) in right PTe. Furthermore, we

ound activity in the left aSTC for SELF ∗ ([O L S L > O R S L ]) resembling

he activity found for the unilateral stimulation with O L S L ( Fig. 1 d).

his aSTC activity for SELF ∗ did not follow our general definition of de-

reased activity, because it appeared ipsilateral to the combined left ear

ondition (O L S L ) instead of contralaterally to it. But given that O L S L can

nduce strong ipsilateral activity in left aSTC (see above; Fig. 1 d), and

or O R S L the missing right ear condition was SELF, we labeled the left

STC as negative activity originating from SELF ∗ . 

.2. Experiment 2: listening to recorded self speech during concurrent other

peech perception 

To test whether these neural mechanisms reflected by increased and

ecreased activations in experiment 1 are specific to the active self-

peech condition, we conducted a similar experiment (experiment 2),

he only difference being that participants were presented passively with

ecordings of their own SELF speech samples extracted from experi-
5 
ent 1 instead of producing them actively. Participants again had to

dentify OTHER speech, leading to no differences in reaction times (all

 1,27 < 2.817, p > 0.105, n = 28) and in the accuracy level (all F 1,27 < 2.832,

 > 0.104, n = 28) according to the main factors and for interaction ef-

ects ( Fig. 1 b). 

In terms of neural activity, the comparison of unilateral stimulations

[O L S L > O R S R ] and [O R S R > O L S L ]) revealed results comparable to

hose for experiment 1 in PTe, but missing the left aSTS activation for

ELF ∗ ( Fig. 2 a). Furthermore, unlike in experiment 1, we found only

ncreased but no decreased activity for comparing unilateral with bi-

ateral conditions ( Fig. 3 ). Unlike the PTe activations in experiment 1,

ncreased activity was located predominantly in ipsilateral AC (ipsilat-

ral to the unilateral combined ear stimulation) but partly also in con-

ralateral high-level AC ranging from mSTC to pSTC ( Fig. 3 b-c). While

he ipsilateral increased activations followed the definition of “increased

ctivity ” defined above, the contralateral activity reflected the increased

ctivity of a single speech sample (e.g. S R ) compared to the combined

resentation of both speech samples (e.g. O R S R ). 

In addition, in experiment 2 only we found increased activity in the

ilateral frontal cortices (vPMC, IFC). Since we did not expect lateraliza-

ion effects on the frontal cortex according to lateralized experimental

onditions, all frontal activity has been labeled according to the general

efinition of increased activity. This was also confirmed by a lateraliza-

ion analysis, which showed that frontal activity was not lateralized to

he left or right brain (Fig. S2). 

These neural findings are summarized in Fig. 2 a, including a later-

lity analysis of the AC activations from experiments 1 and 2 ( Fig. 2 b;

ee Fig. S2 for the laterality analysis on frontal activations). Unlike the

rontal activations (t 27 < 1.141, p > 0.419, t-tests; n = 28; all FDR cor-

ected), all AC activations were significantly lateralized to their reported

rain hemisphere ( n = 28, t 27 = 2.662–9.287, p = 1.830 × 10 − 8 –0.023,

DR), except for left mSTC activity (t 27 = 1.681, p = 0.176) in experiment

. 

. Discussion 

The task of understanding other speech in noisy contextual condi-

ions is a critical challenge in daily life conversations and is the topic

f a broad research field in human neuroscience. While many previous

tudies investigated speech-in-noise perception while introducing exter-

al sources of noise, we here introduced a source of noise that is internal

o the person listening to and decoding other speech samples. This in-

ernal noise of self speech is different from external noise in two ways:

rst, unlike external noise that is more of a random acoustic nature,

elf speech as a source of noise is acoustically more similar to the tar-

et other speech samples; second, this internal noise however is more

redictable since it is self-initiated and self-shaped by the person that

imultaneously produces self speech while listening to other speech. 
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Fig. 3. Functional AC activity in experiment 2. (a) Brain activation for unilateral stimulation. (b) Increased activity for SELF + and OTHER + largely in the left AC 

when compared to the O L S L condition as reference, and (c) for the same contrasts with O R S R as reference condition. Voxel p < 0.005, cluster k = 42 ( p < 0.05 corrected 

at the cluster level), n = 28. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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In our study, participants were asked to actively produce self speech

internal noise) while listening to and classifying other speech samples

n experiment 1. In terms of behavioral classification performance of

ther speech, we found a similar performance in terms of reaction times

or all four conditions. While we found no delay in the performance for a

ertain condition, we found that the condition O L S L (when compared to

ondition O L S R ) seems to be a suboptimal case in terms of lower perfor-

ance accuracy. This lower performance accuracy might be caused by

he fact that during O L S L both speech signals are predominantly pre-

ented to the non-dominant right hemisphere ( Price, 2012 ), but this

hallenge becomes attenuated when self speech is swapped to the right

ar as in O L S R . The finding that O L S R revealed a better performance

compared to O L S L ) however contradicts the general observation of a

ight ear advantage for other speech recognition ( Lazard et al., 2012 ),

hich would imply that the O R S L should have resulted in the best perfor-

ance. It might be that during concurrent self speech production while

ecoding other speech the O L S R condition leads to the least interference

etween both tasks, such that the left AC can accurately monitor self

peech production ( Christoffels et al., 2007 ; Hickok, 2012 ), and other

peech recognition is performed by associated right brain mechanisms

or speech decoding ( Abrams et al., 2008 ; Xing et al., 2016 ). 

We next looked at the brain activity that is elicited when compar-

ng the four experimental conditions. First, when comparing unilateral

timulations with both speech samples, we found largely symmetric ac-

ivity in the contralateral hemisphere that was largely focused on PTe.

his area is supposed to represent secondary AC that integrates acoustic

eatures for further processing ( Griffiths and Warren, 2002 ). This PTe

ight serve to represent and separate both speech samples at a rather

arly stage of auditory processing. This is likely given that this separa-

ion should be rather easy to accomplish because the acoustic effects

f self speech seem predictable based on correlative effects with vocal

otor execution ( Hickok, 2012 ). One exception from the symmetric PTe

ffects was activity in left aSTC for the O L S L condition. This latter asym-

etric finding in the aSTC points to a specific interaction effect of self

nd other speech processing when presented to the left but not the right

ar, accompanied by neural activity in a region that was thought to be at

he center for other speech recognition ( Evans et al., 2014 ; Scott et al.,

000 ). Given that we unilaterally stimulated with both speech samples,

his left aSTC activity might more strongly respond to the other speech

ignal in the combined acoustic sample for accurate recognition of other

peech. However, an alternative explanation for the left aSTC might be

ossible as we discuss below. Interestingly, this aSTC activity was only
6 
ound in experiment 1 when active self speech had to be produced dur-

ng the recognition of other speech. 

In a second step we directly compared the bilateral stimulation con-

itions against each other (O L S R with O R S L ). This was done to compare

eural suppression effects for self speech with neural enhancement ef-

ects for other speech. Using these unilateral conditions ensured that the

espective conditions (self speech, other speech) are directly compared

n either left or right AC. If the AC would respond with opposing sig-

al dynamics to own and other speech samples, this effect should be

aximized in the comparison of these conditions. Surprisingly, none of

hese comparisons led to significant neural activations, especially in the

ase when we compared other speech processing (i.e. enhanced neural

ctivity) with self speech processing (i.e. suppressed neural activity),

hich according to previous studies should lead to large signal differ-

nces. Our data thus seem to suggest that the contralateral suppressed

ortical effect for self speech is either of a similar neural activity level

s that for common other speech processing, or that ipsilateral influ-

nces of other speech lead to minimization or modulation of the con-

ralateral self speech suppression effect. The latter could resemble the

eneral observation that the self speech suppression effect disappears

hen additional acoustic noise is introduced during active self speech

roduction and feedback registration ( Christoffels et al., 2007 ). In any

ase, it seems like the commonly observed neural suppression effect for

elf speech in the AC is only observed in conditions with pure self speech

 Hickok, 2012 ), but this effect seems to be modulated when additional

istening and task conditions are introduced. Presenting other speech

uring concurrent self speech might figure as a challenging noise con-

ition, and the self speech suppression effect is known to diminish with

xternal noise ( Christoffels et al., 2007 ). 

In a third step, we then compared bilateral with unilateral stimula-

ion conditions to either quantify decreased (i.e. when unilateral stimu-

ation elicited higher activity than bilateral stimulation) or increased

eural effects (i.e. when bilateral stimulation elicited higher activity

han unilateral stimulation). In terms of increased activity, we found

elatively symmetric effects in PTe, both for self speech and for other

peech processing in experiment 1. These effects resemble the effects

hat we found when directly comparing the unilateral conditions against

ach other (see above). As all increased activation comparisons and

he unilateral comparisons show similar activation profiles, it seems

ikely the PTe activity in our study resembles the notion of PTe be-

ng a computational hub for acoustic feature integration ( Griffiths and

arren, 2002 ). This might support auditory classification and low-level
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Fig. 4. Functional frontal activity in experiment 2. Increased activity in the 

bilateral vPMC and IFC only during experiment 2 for SELF + and OTHER + . Voxel 

p < 0.005, cluster k = 42 ( p < 0.05 corrected at the cluster level), n = 28. 
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peech detection indiscriminately for self- or other speech in a cortical

egion that is midway between low- and higher-order AC ( Kumar et al.,

007 ). 

Unlike these symmetric increased neural activations, the neural pat-

erns for decreased activations were rather asymmetric and they were

ery specific for experiment 1. We found separate peaks for other speech

rocessing in right mSTC and aSTC, and in right PTe and left aSTC for

elf speech processing. This points to a potential interaction effect be-

ween speech signals (i.e. decreased activations were found only when

ne but not the other speech signal was missing) of self and other speech

rocessing, especially in the right hemisphere during the active speech

ask. The interaction effect between both speech signals is also high-

ighted by the fact that we did not find these peaks when comparing the

ilateral conditions against each other (i.e. when both speech samples

ere presented to separate ears; see above). The activity that we found

n left aSTC resembled the activity in left aSTC that we found when

omparing the unilateral conditions, which also revealed an asymmet-

ic effect in left aSTC. While the previous notion on the aSTC activity was

elatively ambiguous about which speech sample could have caused the

eft aSTC activity, the more specific comparison between uni- and bilat-

ral conditions pointed to effects of the missing right ear self speech sam-

le that caused this decreased activity (i.e. self ∗ ). We therefore labeled

his region as being predominantly responsible for decoding self speech

ignals. For other speech processing ( Evans et al., 2014 ; Scott et al.,

000 ), the left aSTC is usually found to be part of a ventral process-

ng stream for sound meaning analysis ( Rauschecker and Scott, 2009 ).

urprisingly, our data seem to indicate that left aSTC activity might be

pecific to self rather than other speech processing when both are pre-

ented at the same time. Although task-relevant other speech processing

ight still be accomplished by the aSTC in our task ( Evans et al., 2014 ;

cott et al., 2000 ), self speech analysis super-additively outweighs the

ffects of other speech processing. This effect is most likely based on

elf speech monitoring demands during the active production of the lis-

eners’ own-speech signals, but could potentially also be driven by the

bsence of strong effects of other speech signals in this area. 

Concerning the functional data from experiment 1, we finally have

o note that we did not find any activation in IFC when comparing the

ctive speech conditions. This finding does not mean that there was no

ctivity in the IFC during the active speech task while listening to other

peech, but there was no significant difference in terms of neural activity

etween the four conditions. We also did not find frontal activity when

omparing conditions for which we found differences in behavioral per-

ormance. This points to similar frontal activations between the con-

itions, and processing concurrent active self and other speech signals

eem to be resolved by neural mechanisms of the AC. This highlights

he notion that competition in experiment 1 largely seems to happen at

he level of acoustic processing rather than higher-order speech identi-

cation. 

A different pattern of neural effects, especially in the IFC, emerged

owever for neural activity comparisons in experiment 2. Experiment

 was identical to experiment 1, with the exception that participants

assively listened to self speech samples while simultaneous classifying

ther speech signals. We first looked at the behavioral performance in

xperiment 2, and found no difference in reaction times and the accu-

acy level across the four conditions. We however observed that reac-

ion times were generally longer in experiment 2, pointing to a higher

ask difficulty of other speech classification. Other speech classification

ight have been easier in experiment 1, because self speech as a source

f noise was more predictable in experiment 1 than in experiment 2.

xperiment 2 required first to assign self and other labels to the two

peech samples, which obviously requires more processing time. This

ncrease in reaction time might have diminished differences between

xperimental conditions in terms of performance parameters. 

To quantify neural activations in experiment 2, we applied the same

omparisons as in experiment 1. When directly comparing the unilat-

ral stimulation condition, we found the same neural effects in PTe as
7 
n experiment 1 except for the activity in left aSTC. Thus, the combined

nilateral presentation of self and other speech samples leads to the

ame effects in PTe, independent of self speech being actively produced

r being heard from recorded self speech samples. Only left aSTC acti-

ations seem specific to actively produced self speech. When compar-

ng uni- with bilateral stimulations in experiment 2, we only found in-

reased activations, but no decreased activations as in experiment 1.

nlike experiment 1, the increased activations were not predominantly

ocated in PTe, but were shifted to more high-order AC along different

ocations in pSTC and mSTG. These increased activations were also rel-

tively symmetric across the left and right STC. This shift of activation

rom secondary to high-level AC might represent a shift in processing

equirements. Self and other speech can be more easily separated dur-

ng active self speech, and thus both require only an acoustic analysis

nd integration ( Griffiths and Warren, 2002 ). Separating self and other

peech when listening to recorded self speech is a complex matter of

peech signal attribution, which more likely involves high-level AC re-

ions for auditory object recognition ( Kumar et al., 2007 ) and social

ignals analysis ( Belin et al., 2000 ). 

Unlike in experiment 1, we found various frontal activations in ex-

eriment 2, located both in the inferior frontal gyrus (IFG) and in the

entral premotor cortex (vPMC). These frontal activations might help

o resolve competition, especially in some higher-order cognitive pro-

esses to facilitate other speech classification in experiment 2 including

arious functions to support this classification. Specifically, the frontal

ctivity might be related to attributing the two simultaneous presented

peech signals to self and other signal sources, to orient attention to

he other speech sample by articulatory representations of other and

or self speech, and to support an accurate decision on other speech

amples. Specifically, activity in vPMC might support accurate other

peech processing, presumably from motor mirroring ( Meister et al.,

007 ; Wilson et al., 2004 ) and by accessing articulatory representa-

ions ( Evans and Davis, 2015 ). These processes seem increased in exper-

ment 2, because other speech classification happens somehow under

uboptimal listening conditions caused by the concurrently presented

elf speech samples. Complementarily, the IFG activity might be more

irectly related to sound meaning classification as part of the audi-

ory ventral stream ( Frühholz and Grandjean, 2013b ; Rauschecker and

cott, 2009 ). This is in correspondence with the increased reaction time

ound in experiment 2. The increased frontal activity was specifically

ound during the conditions with separate speech signals to both ears,

pecifically for the O L S R condition. The self/other attribution might re-

uire increased neural support, especially when these signals are pre-

ented to their non-dominant hemispheres as in O L S R during passive

istening to both speech samples. 

Taken together, the neural activations that we found in experiments

 and 2 are summarized in Fig. 5 . Our data suggest several important

ndings. First, our data seem to suggest that the previously described

eural brain network for other speech processing ( Evans et al., 2014 ;
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Fig. 5. Summary of findings, regions of interest, and laterality analysis. 

(a) Summary of the imaging findings for the left and right AC subregions (PTe, 

STC) and the frontal brain areas (PMC, IFC); other/self marks the preference for 

other- or self-speech; + / ∗ indicates whether activity resulted from increased or 

decreased activity (see text). (b) Signal in regions of interest ( n = 28) for all 4 

conditions in experiment 1 (expe 1, red) and experiment 2 (expe 2, blue) for the 

left and right hemispheres. The signal profile was fitted with a 3rd degree poly- 

nomial function. (c) Lateralization analysis ( n = 28) for AC subregions; all areas 

showed significant lateralization effects ( p < 0.05, FDR corrected) except for the 

left mSTC for the contrast [O R S L > O L S L ] (marked with ►). (For interpretation 

of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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kada et al., 2010 ; Osnes et al., 2011 ; Scott et al., 2000 ) might show

ome functional flexibility and seem to functionally reorganize when

here is a perceptual and cognitive rivalry with simultaneous self speech.

ore specifically, this functional flexibility and reorganization are was

ased on competitive acoustic processing of self and other speech de-
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