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\begin{abstract}
CAT-COSMO-CAMPD: Integrated in silico design of catalysts and processes based on quantum chemistry

\section{1. Introduction}
Catalysts play a key role in today’s chemical industry. About 75\% of chemical processes are based on catalytic reactions and over 90\% of new processes developed in recent years use catalysts (Hagen, 2015). Catalysts may enhance reaction kinetics by orders of magnitude or provide the selectivity required for economic production of chemicals. Consequently, the selection of a suitable catalyst is a key step in chemical process design. Today, catalysts are usually selected based on experimental methods such as high-throughput experimental screenings or combinatorial chemistry. However, these methods are usually not target-oriented and may lead to a huge experimental effort. Moreover, the chemical design space of possible catalytic molecules is vast (Fink et al., 2005; Rey mond, 2015). Therefore, it is not feasible to test all potential catalysts experimentally and the full potential of the chemical design space is thus likely not exploited. Consequently, it is highly desirable to develop in silico-methods to explore the chemical design space and to suggest the most promising candidates for experimental testing.

To identify the most promising molecules in large design spaces efficiently, Computer-Aided Molecular Design (CAMD) (Austin et al., 2016) methods have been developed. CAMD methods explore the chemical design space in silico, typically based on optimization algorithms that are employed to find the best candidates. As described in our recent review article (Gertig et al., 2020c), CAMD methods comprise of 3 building blocks:

1. An algorithm is required to explore the chemical design space and to suggest and optimize molecular structures (Papadopoulos et al., 2018). Typically, the design spaces are defined by a set of functional groups or molecule fragments. Structures of candidate molecules are generated from these groups or fragments. The optimization of these structures can be based on deterministic or stochastic optimization (Papadopoulos et al., 2018).
2. CAMD requires a sound prediction of such unknown properties, e.g., molecular and thermodynamic quantities as well as
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chemical properties such as reaction kinetics. The reason for the need to predict properties in CAMD is that CAMD methods are supposed to not only examine already known molecular structures, but also to suggest new candidate molecules with unknown properties. Thermodynamic properties are commonly predicted in CAMD based on group-contribution (GC) methods (Papadopoulos et al., 2018; Gmehlung, 2009). GC methods offer the advantage of a straightforward implementation and computational efficiency (Gani, 2019). However, the chemical design space accessible with these methods is limited to the functional groups a GC method was trained for. Moreover, the prediction of different properties often requires several GC methods. In contrast, the computationally more demanding quantum chemical (QC) (Atkins and Friedman, 2011) methods are not limited to certain functional groups. In conjunction with thermochemistry (Paulechka and Kazakov, 2017; Umer and Leonard, 2013), QC methods provide consistent predictions of molecular and thermodynamic properties as well as kinetics of chemical reactions (Vereecken et al., 2015). Due to the availability of increased computational capacities, even the use of advanced QC methods in CAMD has become feasible in recent years (Gertig et al., 2020c).

3. The performance of the designed molecules needs to be evaluated during CAMD based on a chosen objective. Commonly, CAMD methods use simple performance indicators as objective function defined based on predicted molecular, thermodynamic or chemical properties (Papadopoulos et al., 2018). However, such indicators may not capture all aspects and trade-offs relevant for the intended use of the designed structures. Thus, CAMD using simple performance indicators likely results in the design of sub-optimal molecules (Adjiman et al., 2014). Preferentially, CAMD should evaluate all candidate molecules directly based on their intended application (Gertig et al., 2020c). In the context of process design, the designed molecules are applied in processes e.g., as working fluids, solvents or catalysts (Papadopoulos et al., 2018). Thus, each candidate molecule should be evaluated using process optimizations to determine the process performance that can be reached using the candidate. The integration of process optimizations into the design procedure corresponds to the extension of CAMD to integrated Computer-Aided Molecular and Process Design (CAMPD) (Papadopoulos et al., 2018).

CAMPD methods have already been used extensively for integrated in silico design of molecules and processes, e.g., working fluids and Organic Rankine Cycles (Schilling et al., 2017; 2020; Linke et al., 2015) or extraction solvents and processes (Austin et al., 2017; Papadopoulos and Linke, 2009; Scheffczyk et al., 2018). A very comprehensive review of CAM(P)D applications was recently given by Papadopoulos et al. (2018). For reactive chemical processes, CAMD methods have been used to design reaction solvents that accelerate reaction kinetics (Gertig et al., 2019a; Struben et al., 2013; 2017; Liu et al., 2019a; 2019b). Moreover, CAMPD methods have been developed for integrated design of reaction solvents and processes (Zhou et al., 2015; Gertig et al., 2020b; Zhang et al., 2020).

The main difference of CAMPD methods for non-reactive and for reactive processes lies in the building block property prediction: CAMD methods for non-reactive processes are commonly based on GC methods for property prediction (Papadopoulos et al., 2018). In contrast, the prediction of reaction kinetics usually requires quantum chemistry. Quantum chemical methods in conjunction with thermochemistry and transition state theory (TST) (Vereecken et al., 2015; Eyring, 1935) have proven to have been suited to predict reaction kinetics in CAM(P)D of reaction solvents and processes (Gertig et al., 2020c).
sequently, a set of candidates is generated by enumerating the different combinations of atoms that can be added at the binding sites and saturating the resulting structures with hydrogen atoms. These additional hydrogen atoms are replaced by binding sites in the subsequent iteration. The structures are scored with a measure of forces on the nuclei of the unstable fragment computed with quantum mechanical density functional theory (DFT). In an iterative procedure, new “onion shells” (Krausbeck et al., 2017) of atoms are constructed around promising candidates from previous steps until a structure is obtained where the forces on the nuclei in the unstable fragment vanish. More recently, Chang et al. (2018) designed Ni catalyst complexes for a catalytic CO/CO₂ conversion. In their design approach, selected groups of the ligands of the Ni complexes are optimized with the objective to minimize the activation energy of the rate-limiting reaction step. During the design procedure, the activation energies are predicted using the tight binding linear combination of atomic potentials (TB-LCAP) (Xiao et al., 2008) method. Promising candidates from the design are subsequently investigated in more detail using DFT.

The design approaches discussed above can be regarded as pioneering work towards in silico design of molecular catalysts. However, two important building blocks of a reliable, direct in silico design of molecular catalyst structures have not been completed, yet. First, a reliable prediction method is needed for the catalytic performance of candidate catalysts, i.e., the acceleration of the reaction kinetics by the designed catalysts. To be reliable, the prediction should employ high-level QC methods already during the design procedure. Second, the ultimate objective of chemical process design is maximum process performance rather than the acceleration of the chemical reactions. Thus, a process-based evaluation of each candidate catalyst is desired. For this purpose, process optimizations have to be integrated into the in silico design of molecular catalysts. In this work, we propose a CAMPD method called CAT-COSMO-CAMPD that integrates the discussed building blocks into the in silico design of molecular catalysts. The prediction of catalytic effects is based on TST and advanced QC methods such as DLPNO-CCSD(T) (Riplinger and Neese, 2013) and COSMO-RS (Klamt et al., 2010). This prediction is broadly applicable and not limited to certain functional groups. Thereby, large and diverse chemical design spaces can be explored. Optimal catalyst structures and process conditions are determined by a hybrid optimization scheme: The genetic optimization algorithm LEA3D (Douguet et al., 2005) generates and optimizes catalyst structures based on a library of 3D molecular fragments. Deterministic process optimizations maximize the performance of processes for each molecular catalyst considered during the design procedure. Thus, the desired process-based evaluation is ensured for all candidate catalysts. Currently, CAT-COSMO-CAMPD is applicable to the integrated design of homogeneous molecular catalysts and chemical processes involving gaseous and liquid phases. Potential extensions to other classes of catalysts are discussed in Section 4.

The proposed CAT-COSMO-CAMPD method is explained in detail in Section 2 of this article. Next, the application of CAT-COSMO-CAMPD to the case study of a catalytic carbamate-cleavage process is presented (Section 3). Subsequently, current limitations and future prospects of CAT-COSMO-CAMPD are discussed and conclusions are drawn (Section 4).

2. CAT-COSMO-CAMPD for integrated catalyst and process design

The integrated catalyst and process design problem is formulated as optimization problem specifying the generic CAMD problem discussed by Gani (2004):

\[
\begin{align*}
\max_{x, y} & \quad f(x, \Theta, k) \\
\text{s.t.} & \quad k = h_1(x, \Theta) \\
& \quad \Theta = h_2(x, y) \\
& \quad 0 = h_3(x, \Theta, k) \\
& \quad g_1(y) = 0 \\
& \quad g_2(y) \leq 0 \\
& \quad c_1(\Theta) \leq 0 \\
& \quad c_2(\Theta) \leq 0 \\
& \quad c_3(x, \Theta, k) \leq 0 \\
& \quad x \in X \\
& \quad y \in Y
\end{align*}
\]

In Problem (1), \( f(x, \Theta, k) \) represents the process-based objective (e.g., conversion or yield) that may depend on the variable process conditions \( x \), on thermodynamic equilibrium properties \( \Theta \) and on the reaction kinetics determined by reaction rate constants \( k \). The objective is maximized by optimizing the variable process conditions \( x \) and the molecular structure of the catalyst molecule \( y \). Rate constants \( k \) themselves also depend on \( x \) and \( \Theta \) and are calculated using a kinetic model \( h_1(x, \Theta) \). The thermodynamic equilibrium properties \( \Theta \) depend on the variable process conditions \( x \) as well as on the molecular structure of the catalyst molecule \( y \) and are calculated using a thermodynamic property model \( h_2(x, y) \). The equations of the process model are represented by \( h_3(x, \Theta, k) \). Equality constraints \( g_1(y) \) and inequality constraints \( g_2(y) \) ensure chemical feasibility of the catalyst molecules, e.g., correct valency of all atoms in the molecule. Additionally, constraints on thermodynamic properties \( c_1(\Theta) \) (e.g., minimal boiling point of the catalyst molecule), on molecular properties \( c_2(\Theta) \) (e.g., number of atoms in the molecule or restrictions on the combination of functional groups) and on the process \( c_3(x, \Theta, k) \) may be used. The variable process conditions \( x \) contained in a range of allowed process conditions \( X \) represent the process-related degrees of freedom. Besides quantities like pressures and temperatures, these process-related degrees of freedom may e.g., also include vessel sizes or compositions of mixtures fed to the process. The molecular structure of the catalyst molecule \( y \) is contained in a chemical design space \( Y \).

It should be noted that the rate constants \( k = h_1(x, \Theta) \) in Problem (1) do not directly depend on the molecular structure of the catalyst molecule \( y \). However, this missing direct dependence does not mean that catalysts do not impact the rate constants but rather reflects the way rate constants are calculated. Catalyst molecules influence rate constants by reducing so-called activation barriers that reactions need to overcome to take place. We regard these activation barriers as quantities associated with thermodynamic pseudo-equilibria and therefore include them in the thermodynamic equilibrium properties \( \Theta \). The calculation of reaction rate constants is explained in more detail in Section 2.1. Subsequently, the prediction of thermodynamic equilibrium properties (Section 2.2) and process modeling (Section 2.3) are described, before the solution approach to the optimization Problem (1) is presented (Section 2.4).

2.1. Quantum chemistry-based prediction of reaction kinetics

The kinetics of catalytic reactions are described by reaction rate constants \( k \) that indirectly depend on the structure of the used catalyst molecule \( y \) as explained above. The methods we use to predict rate constants were described in detail in earlier work.
The term “pseudo-equilibrium” implies that the reactants are not in equilibrium with the products at the same time, although the back-reaction might proceed via the same transition state.

1. Optimized geometries of reactants, catalysts and transition states are determined using the quantum-mechanical density functional theory (DFT) method B3LYP (Stephens et al., 1994) with empirical dispersion correction (Grimme et al., 2010) (B3LYP-D3) and TZVP basis set. Vibrational analysis is carried out subsequently. The B3LYP method is known for good accuracy in geometry optimization and frequency analysis in spite of the rather moderate computational resources required (Zheng et al., 2009; Gottschalk et al., 2018). The rigid rotor harmonic oscillator (RRHO) (Atkins and Friedman, 2011) model is used in the frequency analysis. The software Gaussian 09 (Frisch et al., 2013) is employed for both geometry optimization and frequency analysis.

2. To obtain accurate electronic energies, single point (SP) calculations are performed with the post-Hartree-Fock method DLPNO-CCSD(T) (Riplinger and Neese, 2013; Riplinger et al., 2013) with aug-cc-pVTZ basis set and TightPNO settings. The software ORCA (Neese, 2018) is used for these SP calculations.

3. Activation barriers $\Delta G^\ddagger_{i,G}$ in the ideal gas reference state are determined by thermochemical calculations with GoodVibes (Funes-Ardoiz and Paton, 2018) based on the RRHO approximation. As the RRHO approximation can cause significant errors in calculated entropies in case of low frequencies, Grimm's quasi-harmonic treatment (Grimme, 2012) is employed to reduce these errors.

4. Next, the reaction rate constants $k_{i,G}^G$ in the ideal gas reference state are computed using Eq. (4).

5. Optionally, tunneling corrections to $k_{i,G}^G$ may be computed in case significant impact of tunneling on the reaction rate is expected. Tunneling corrections based on Eckart (1930) computed with the TAMkin package (Ghysels et al., 2010) have been found to be a reasonable choice.

6. The advanced solvation model COSMO-RS (Klamt et al., 2010; Klamt, 1995; Klamt et al., 1998) is used to calculate Gibbs free energies of solvation $G^\ddagger_{\text{solv}}$ of reactants, catalysts and transition states. The software turbomole (Ahrlichs et al., 1989; TURBOMOLE, 2015) is employed for COSMO (Klamt and Schümann, 1993) calculations with BP86 (Becke, 1988; Perdew, 1986a; 1986b) and def2-TZVP basis set. For this purpose, geometries are optimized with BP86/def2-TZVP in vacuum and the actual COSMO calculations are performed as SP calculations. The COSMO-RS calculations (COSMOtherm; Eckert and Klamt, 2002) to obtain the $G^\ddagger_{\text{solv}}$ values are performed subsequently.

4. As discussed in our previous work (Gertig et al., 2021), it may be important to search for conformers of reacting species and transition states to obtain accurate reaction rate constants $k_i$. We perform this conformer search using rotor scans (Foresman and Frisch, 2015). For the integrated catalyst and process design with CAT-COSMO-CAMPD, we assume that it is sufficient to find the conformer with the lowest energy for all species by means of such scans. This assumption is a compromise between prediction accuracy and the effort and complexity of the computations performed during the integrated design. The rotor scans to search the most stable conformers are performed for reactants, products and solvents in advance of the actual design. As catalysts and tran-
sition states change during the design, selected automated rotor scans are performed as explained in Section 2.4.

The expected uncertainty in the rate constants $k$ computed with the methods described above was discussed in detail in previous work (Gertig et al., 2019, 2021; Kröger et al., 2017) and is thus only mentioned briefly here. Generally, we expect that the predicted rate constants $k$ should agree with experimentally determined rate constants $k^{\text{exp}}$ within one order of magnitude at a temperature of 25°C. The uncertainty is expected to decrease with increasing temperature. Furthermore, some errors cancel if the prediction is used for comparison of different candidate catalysts, which is advantageous in CAM(P)D where absolute values are less important than rankings and trends.

2.2. Prediction of thermodynamic equilibrium properties

All thermodynamic equilibrium properties $\Theta$ required to solve Problem (1) are computed based on the COSMO-RS (Klamt et al., 2010) model. These quantities typically include Gibbs free energies of solvation $\tilde{G}^{\text{solv}}$, pure component vapor pressures $p_i^v$ as well as activity coefficients $\gamma$ and unsymmetrically normalized activity coefficients $\gamma^\text{un}$.

We compute the Gibbs free energies of solvation $\tilde{G}^{\text{solv}}$ at all temperatures of interest directly using COSMO-RS. This is practical because the $\tilde{G}^{\text{solv}}$ are calculated for defined reference states and thus do not change with changing reaction mixture composition during process simulations and optimizations.

Pure component vapor pressures $p_i^v$ are calculated using the Antoine equation (Pfennig, 2004). The required Antoine parameters for each component are computed with COSMO-RS.

In contrast to $\tilde{G}^{\text{solv}}$ and $p_i^v$, the activity coefficients $\gamma$ and unsymmetrically normalized activity coefficients $\gamma^\text{un}$ depend on the reaction mixture composition. Therefore, these quantities have to be re-evaluated frequently in case mixture compositions change. These re-evaluations would consume too much time if COSMO-RS was used directly during process simulations and optimizations. This time-consumption is not only caused by the solution of the COSMO-RS equations themselves, but also by required software interfacing. Thus, the NRTL (Renon and Prausnitz, 1968) activity coefficient model is used as surrogate model. NRTL parameters are automatically fitted to activity coefficient data generated for every system under consideration using COSMO-LS.

2.3. Process modeling

Process models are formulated based on balance equations and equations accounting for phase equilibria. Moreover, power laws (Levenspiel, 1999) are employed in conjunction with the predicted reaction rate constants $k$ to describe the rates of elementary reactions. The predicted property data allows to formulate a wide range of process models. In the case study presented below, we consider semi-batch operation. In this case, the resulting set of equations is a differential-algebraic system of equations (DAE). The DAE system used in the case study is discussed in the supporting information. The process models are implemented in MATLAB (2019) and solved with the ode15s solver.

2.4. Solution approach of CAT-COSMO-CAMPD

In the following, the solution approach of the proposed CAT-COSMO-CAMPD method to the integrated catalyst and process design Problem (1) is explained. The solution approach of CAT-COSMO-CAMPD follows our quantum chemistry-based design methods for solvents (Scheffczyk et al., 2018; Gertig et al., 2019a; 2020b; Scheffczyk et al., 2017; Fleitmann et al., 2018). A preliminary and brief presentation of CAT-COSMO-CAMPD was already given at the conference corresponding to this special issue (Gertig et al., 2020a). CAT-COSMO-CAMPD employs a hybrid optimization scheme. The genetic optimization algorithm LEA3D (Douguet et al., 2005) is used to identify the structure $y^*$ of the optimal catalyst molecule, whereas gradient-based process optimization is used to determine optimal values of the variable process conditions $x^*$ for each considered catalyst.

The LEA3D algorithm generates 3D molecular structures based on a predefined library of 3D molecule fragments. Fragments are combined randomly in the initial step of the optimization to obtain a first generation of candidate molecules. Based on the performance of these initial candidates, LEA3D uses genetic operations to alter the structures and to suggest the next generation of candidates. New generations are iteratively suggested until a specified maximum number of generations is reached. By this procedure, the space of candidate molecules is systematically explored to determine the optimal structure $y^*$. Other convergence criteria suitable for genetic algorithms could be employed (Safe et al., 2004). Still, the used genetic algorithm is stochastic such that convergence to the global optimum cannot be guaranteed.

Working with 3D molecular structures in the optimization of catalyst molecules offers the major advantage that quantum chemistry-based property prediction can be employed in a straightforward way: QC methods generally require 3D starting geometries as input. QC-based property prediction offers several advantages (see Section 1: Quantum chemical methods and thermochemistry consistently predict a broad range of molecular, thermochemical and chemical properties including reaction rate constants. In contrast to e.g., group-contribution methods, QC methods are not limited to previously fitted functional groups. Thus, a wide variety of 3D molecule fragments may be chosen when setting up the chemical design space.

Currently, CAT-COSMO-CAMPD requires the user to specify a so-called scaffold fragment among the other 3D fragments. This scaffold fragment contains the reactants as well as the catalytically active group contained in all catalysts designed in one CAT-COSMO-CAMPD run. Thus, during one design run, the mechanism of catalysis does not change. The scaffold fragment is employed to construct starting geometries for the search of transition states of the catalytic reactions with the designed catalysts. Further information about scaffold fragments is given in the subsequent description of the design procedure and an example is discussed in Section 3.1.

The complete CAT-COSMO-CAMPD procedure to solve the integrated design Problem (1) is shown in the flowchart in Fig. 1 and explained in the following:

1. First, several specifications have to be made:
   - The reaction network and the process under consideration have to be specified.
   - The catalytically active group is chosen. The designed catalysts are based on this group.

2. Quantum chemical and thermochemical calculations are performed for reactants and products in the specified reaction network as well as for solvents used in the process. These QC and thermochemical calculations are discussed in Section 2.1 (Steps 1-3 and 6). Moreover, a so-called reference system is defined (Fig. 1) that corresponds to a reaction system including a typical molecule with the catalytically active group as catalyst. QC calculations are employed to determine the transition state geometry for the reference system. From this TS geometry, the scaffold fragment is constructed (for an example, see Fig. 4). As already described above, the scaffold fragment contains the reactants and the catalytically active group of the catalyst. All atoms of the reactants and the catalytically active group are positioned in space as in the determined TS geometry of the
reference system. The scaffold fragment is used in Step 3 when the chemical design space \( Y \) is defined.

3. Design specifications have to be made for the integrated catalyst and process design:

- A fragment library is provided that contains various 3D molecule fragments including the catalyst scaffold fragment. From these 3D fragments, catalyst structures are constructed. The choice of fragments in the library determines the chemical design space \( Y \) for CAMD of catalysts. It is important to note that the resulting design space does not correspond to a set of possible catalysts, but to a set of possible transition states of the catalytic reaction under consideration. The reason is that the scaffold fragment contains not only the catalytically active group of the catalyst, but also the reactants. Consequently, the transition states are designed directly instead of the catalyst molecules. The direct design of the transition states is advantageous because starting geometries for the optimization of the transition state structures have to be provided. Obtaining suitable starting geometries of transition states can be considered the critical aspect of the automated prediction of rate constants \( k \) of catalytic reactions.
- The user may choose rotor scans and additional pre-optimizations performed in Step 5.
- Settings are required for the genetic algorithm LEA3D used for the optimization of catalyst molecular structures. These settings include the maximum number of generations, the number of candidate catalyst molecules per generation as well as the probabilities for genetic operations such as mutation and cross-over of candidates.
- The process model \( h_3(x, \Theta, k) \) is specified.
- The process-based objective function \( f(x, \Theta, k) \) of the design is chosen.
- The values of constant process parameters are assigned and process degrees of freedom \( x \) are selected.
- The allowed range of operating conditions \( X \) is defined.
- Constraints are set including constraints \( c_1(\Theta) \) on thermodynamic properties, \( c_2(y) \) on molecular properties and \( c_3(x, \Theta, k) \) on the process.

LEA3D inherently respects the constraints \( g_1(y) \) and \( g_2(y) \) to ensure chemical feasibility of designed molecules. Moreover, LEA3D ensures that each candidate catalyst molecule contains one scaffold fragment and thus one catalytically active group.

4. LEA3D suggests a generation of 3D molecular structures of transition states with candidate catalysts. The initial generation is created by random combination of the scaffold fragment with further molecule fragments from the fragment library. Candidates of subsequent generations are obtained from genetic operations such as mutation and cross-over that are applied to promising candidates of the preceding generation. The generated structures are passed to the automated property prediction and gradient-based process optimization.

5. Suitable starting geometries for the optimization of catalysts and transition states are determined. It is important to note that by the term “geometry” of a molecule or TS, we here understand the set of spatial positions of all atoms comprising the molecule or TS. In contrast, “molecular structures” include the connectivity of atoms as shown in structural formulas of molecules. In principle, 3D geometries of transition states are already provided by LEA3D in Step 4. However, it happens occasionally that these structures are not accurate enough for the subsequently used QC methods to work properly. Thus, a first pre-optimization improves the TS geometries employing the force field method MMFF94 (Halgren, 1996a; 1996b; 1996c) available in the chemical toolbox Open Babel (O’Boyle et al., 2011; Open Babel). As this first pre-optimization is not suited to handle transition states, the scaffold fragment is substituted by a dummy atom. Afterwards, the dummy is re-substituted by the scaffold fragment using translation and rotation operations in 3D cartesian coordinate space. Next, further pre-optimization is performed using Gaussian 09. Selected rotor scans are performed using the QC method AM1 (Dewar et al., 1985) to ensure that the minimum energy conformer of each TS is identified. The selection of rotor scans to perform is made by the user (Step 3). Optionally, a geometry optimization with the DFT method B3LYP that minimizes energy may follow the rotor scans. During rotor scans and energy minimization with Gaussian 09, it has to be ensured that no atomic distances are changed that correspond to bonds that break or form during the considered reaction. For this purpose, the “modredundant” option (Foresman and Frisch, 2015) is employed. The TS geometries obtained from the described pre-optimizations are used as starting geometries for subsequent QC calculations. Starting geometries of the catalyst molecules are extracted as a subset of the TS starting geometries.

6. To predict reaction kinetics of the catalytic reactions, reaction rate constants \( k \) are computed as explained in Section 2.1. Calculations for reactants, products and solvents performed in Step 2 are not repeated here.

7. Required thermodynamic equilibrium properties \( \Theta \) are predicted as described in Section 2.2.

8. Gradient-based process optimizations are performed for processes with each candidate catalyst. For these processes, the process optimizations determine the optimal process performance \( f^*(x^*, \Theta, k) \) as well as the corresponding optimal values of variable process conditions \( x^* \). The interior point algorithm available in the built-in function \textit{fmincon} in MATLAB is employed for process optimizations. The evaluations of the process model \( h_3(x, \Theta, k) \) required during process optimization are performed with the solver \textit{ade15s} as already mentioned in Section 2.3.

As the quantum chemical calculations performed in Steps 6 and 7 may be computationally demanding, the output files of these calculations are stored in dedicated QC file databases. If structures are suggested in Step 4 that were already considered previously, the demanding QC calculations can be skipped. It is important to
note here that the prediction of reaction kinetics (Step 6) already requires some thermodynamic equilibrium properties \( \Theta \). Moreover, certain equilibrium properties need to be re-evaluated when conditions such as reaction mixture composition change during dynamic processes or when variable process conditions \( x \) are changed during process optimizations (Step 8). Thus, Steps 6 to 8 are not performed strictly in the sequence displayed in Section 2.4.

9. The candidate catalysts of the current generation are ranked based on the determined values of the optimal process performance \( f^*(x^*, \Theta, k) \).

10. A new generation of candidate structures is generated by LEA3D based on the previous generation using genetic operations (Step 4). The probabilities that certain candidates of the previous generation are selected as parents for candidates of the new generation are related to the process performance \( f^*(x^*, \Theta, k) \). Steps 4 to 10 are repeated until the maximum number of generations specified in Step 3 is reached.

11. As output of the integrated catalyst and process design with CAT-COSMO-CAMPD, a ranked list of catalyst structures \( y \) including the corresponding values of \( f^*(x^*, \Theta, k) \) and \( x^* \) is assembled.

Obtaining a ranked list instead of a single optimal catalyst as output of the design offers an important advantage: The user may choose candidates for experimental testing among several near-optimal candidates from the design. Thus, further criteria such as ease of synthesis, commercial availability or toxicity that were not considered in the design may be taken into account in the final choice.

3. Case study: integrated catalyst and carbamate-cleavage process design

To demonstrate the application of CAT-COSMO-CAMPD, an integrated catalyst and process design is performed for a catalytic carbamate-cleavage process (Wang et al., 2017) of methyl phenyl carbamate (MPC) to phenyl isocyanate and methanol (Fig. 2). Carbamate-cleavage reactions represent challenging steps in possible production routes to industrially important isocyanates (Six and Richter, 2003). One such production route that aims at CO\(_2\)-based isocyanate production (Kaiser et al., 2018) has been investigated in the research project (Carbon2Chem). The design of carbamate-cleavage processes is challenging because the cleavage reactions are strongly endothermic. Moreover, reaction equilibria strongly favor carbamate formation and are thus very unfavorable for carbamate-cleavage processes (Leitner et al., 2018). Typically, reaction temperatures of \( T^R > 200^\circ\text{C} \) are required to drive the reaction. To avoid fast back-reactions, continuous removal of the alcohol produced as by-product is required during carbamate-cleavage. In case of volatile alcohols such as methanol, this continuous removal can be ensured using stripping with inert nitrogen gas (Cao et al., 2015). A suitable process flowsheet already introduced in previous studies (Gertig et al., 2020b; 2020a; 2019b) is shown in Fig. 3. A semi-batch reactor is employed to carry out the catalytic cleavage reaction that takes place in the liquid phase using di-phenyl ether as solvent. Nitrogen is used for stripping to carry the formed volatile methanol out of the reactor. A flash is used to condense and recycle unintentionally removed isocyanate, carbamate, solvent and catalyst. Ideally, only nitrogen and methanol leave the semi-batch process with the top product stream of the flash. A process model \( h_3(x, \Theta, k) \) for this process was developed as explained in Section 2.3 and is discussed in more detail in the supporting information. Required rate constants \( k \) of the catalytic cleavage reaction as well as thermodynamic equilibrium properties are computed as described in Sections 2.1 and 2.2. It was shown in previous work (Gertig et al., 2021) that the employed methods are suited to carbamate-cleavage reactions. Due to the challenging nature of carbamate-cleavage, it is expected to be difficult to obtain satisfying isocyanate yields in the considered semi-batch cleavage process, even when using a catalyst. Thus, the isocyanate yield is a good choice for the objective of the integrated catalyst and carbamate-cleavage process design. The specifications of the according design with CAT-COSMO-CAMPD are given in the following section.

3.1. Specifications for the integrated catalyst and carbamate-cleavage process design

The reaction and process under consideration are specified as described above. As catalytically active group, the carboxyl group is chosen that is known to have catalytic properties (Satchell and Satchell, 1975). The constructed scaffold fragment is shown in Fig. 4. As can be seen, the scaffold fragment contains the reactant MPC in a partially cleaved state as well as the carboxyl group of the catalyst that is designed. The carboxyl group acts as both proton acceptor and proton donor in a concerted reaction: The proton originally bound to the nitrogen of the carbamate (atom 2 in Fig. 4) is accepted and simultaneously, the proton initially contained in the carboxyl group (atom 6 in Fig. 4) is donated to the methoxy group of the carbamate to form the by-product methanol. The violet dot marks the anchor point where the scaffold fragment is connected to other 3D molecule fragments in the catalyst design.

No significant influence of tunneling is expected for the catalytic carbamate-cleavage. Thus, no tunneling corrections are computed. One rotor scan is performed for each candidate around
the bond between the carboxyl group and the rest of the catalyst (atom 4 and violet dot in Fig. 4; see step 5 in Section 2.4).

The yield used as objective $f(x, \Theta, k)$ of the integrated design is defined as the final moles of isocyanate present in the reactor divided by the initial moles of carbamate provided. This objective is maximized solving the integrated design Problem (1) in order to identify the optimal catalyst structure $y^*$ and corresponding optimal values of variable process conditions $x^*$. The temperature $T^f$ in the flash and the volume flow $V_{N_2}$ of nitrogen fed to the reactor are chosen as variable process conditions for process optimizations. The reaction temperature $T^R$ in the reactor is fixed to 473.15 K. This reaction temperature lies in the typical range of reaction conditions for carbamate-cleavage (Gertig et al., 2021; Wang et al., 2017). The reaction temperature is lower compared to our previous study of auto-catalytic carbamate-cleavage (Gertig et al., 2020b) to take into account that the designed catalysts accelerate the cleavage reaction. Higher temperatures are expected to accelerate the cleavage reaction, but may also lead to undesired side reactions. The pressure of the process is set to $P^{set} = 4$ bar. The semi-batch process is allowed to run for 12 h. A reactor volume of $V^R = 1$ m$^3$ as well as initial fractions of 15 mass-% MPC and 5 mass-% catalyst in the reaction mixture are chosen.

The constraints $g_1(y)$ and $g_2(y)$ (see Problem (1)) to ensure chemical feasibility of designed catalyst molecules are inherently respected by the LEA3D algorithm as already mentioned in Section 2.4. Moreover, constraints $c_2(y)$ ensure that each designed catalyst contains exactly one scaffold fragment and limit the number of non-hydrogen atoms in the designed catalysts to a maximum of 13. The operating range $X$ is set to allow flash temperatures of $280 \text{K} < T^f < 380 \text{K}$ as well as nitrogen volume flows of $5 \times 10^{-4} \text{m}^3\text{s}^{-1} < V_{N_2} < 1.5 \times 10^{-1} \text{m}^3\text{s}^{-1}$. The temperature range used for $T^f$ likely allows for the use of cooling water. The optimal nitrogen volume flow $V_{N_2}^*$ is sought between values close to zero and an upper bound that is expected to lie well above favorable values. To define the design space $Y$ for catalyst design, various 3D alkyl, aryl, ether, ester, keto, nitrite, halide, sulfone, sulfide, and imine fragments are provided. The full list of fragments is given in the supporting information. After the initial generation of candidate catalyst molecules designed by random combination of fragments, the integrated catalyst and carbamate-cleavage process design is run for 6 further generations of candidates using a number of 12 candidates per generation.

3.2. Results of the integrated catalyst and carbamate-cleavage process design

The integrated catalyst and carbamate-cleavage process design with CAT-COSMO-CAMPD results in the optimized catalyst molecular structure $y^*$ with SMILES (Weininger, 1988) code CICOC(C(=O)O)C1CCCCC1. The corresponding 2D structural formula is shown in Fig. 5. The achieved objective function value $f^*(x^*, \Theta, k)$ amounts to a yield of 21%. The corresponding optimal values $x^*$ of the variable process conditions are a flash temperature of $T^f = 281.1 \text{K}$ and a nitrogen volume flow of $V_{N_2} = 5.4 \times 10^{-2} \text{m}^3\text{s}^{-1}$. The top catalyst molecule enables a considerably higher process performance compared to common carboxylic acids such as acetic acid (9% yield, also displayed in Fig. 5). In total, 33 candidate catalysts from the design shown in Fig. 5 meet all constraints. The full list of SMILES codes of these catalyst molecules can be found in the supporting information.

The obtained results show that CAT-COSMO-CAMPD successfully identifies molecular structures of catalysts that considerably improve the predicted process performance compared to common reference molecules. However, it is not clear at this point whether the whole integrated catalyst and process design was required to achieve this result or whether it would be sufficient to perform a less complex catalyst design optimizing the rate constant $k$ of the catalytic cleavage reaction. To shed light on this question, a catalyst design that is not integrated with process optimization is presented in the following.

3.3. Specifications for the catalyst design without integrated process optimization

Performing a less complex catalyst design without integrated process optimization corresponds to reducing the Computer-Aided Molecular and Process Design (CAMPD) to a Computer-Aided Molecular Design (CAMD). Thus, Problem (1) (see Section 2) simplifies: The objective function $f(\Theta, k)$ does not depend on any variable process conditions $x$ and no process model $f_h$ is required any more. Consequently, also the possibility to set process constraints $c_2$ as well as an operation range $X$ are removed. Except any specifications that are not relevant for the resulting CAMD problem, the catalyst design without integrated process optimization is specified as the integrated design (Section 3.1).

3.4. Results of the catalyst design without integrated process optimization

The catalyst design to maximize the rate constant $k$ of the catalytic carbamate-cleavage reaction results in brominated formic acid with SMILES code OCl(=O)Br as optimal catalyst molecule. The 2D structural formula is shown in Fig. 6. The corresponding predicted rate constant at 200 °C amounts to $k = 4.43 \times 10^{-6} \text{m}^3\text{mol}^{-1}\text{s}^{-1}$. In total, 26 catalysts from the design meet all constraints (Fig. 6). While we suspect brominated formic acid to be unstable at reaction conditions, the results of the design with $k$ as objective demonstrate the problems associated with simple performance measures: Using a catalyst that enables a high rate constant $k$ may still lead to a poor process performance. Brominated formic acid as catalyst leads to the highest predicted rate constant $k$, but the process using this catalyst achieves only a relatively low yield of 13% after 12 h (see Fig. 5). The underlying reason for the poor performance of simple design objectives is that besides a high reaction rate constant, further aspects are important to reach maximum process performance. For example, the volatility of the catalyst influences catalyst loss due to stripping with nitrogen. Highly polar catalysts increase the overall polarity of the reaction mixture, which has adverse effects on the reaction rate depending on the amount of catalyst used. Moreover, the catalyst molecule influences activities of other substances in the mixture.
Fig. 6. Optimized predicted rate constants $k$ of the catalytic carbamate-cleavage reaction achieved with 26 catalyst molecules from the design that meet all constraints.

and thus the vapor-liquid equilibria (VLE) in the process. Consequently, for example, the catalyst impacts the activity coefficient of methanol in the flash and can lead to unfavorable methanol recycling. In summary, several criteria need to be accounted for and trade-offs between these criteria have to be made in order to reach optimum process performance. Therefore, an integrated catalyst and process design is required that combines molecular design with process optimization. Still, evaluation criteria used to identify promising catalyst molecules might sometimes even go less far as to calculate reaction rate constants. For many reactions, simpler, heuristic criteria could be thought of. In the subsequent section, we discuss why such criteria may not only fail to identify catalysts enabling optimal process performance, but even fail to find catalysts that enable optimal rate constants.

3.5. Discussion of heuristic criteria for catalyst design

In many cases, heuristic criteria for catalyst design can be defined that allow assessing candidates with less effort than computing reaction kinetics or using process-based evaluation such as our design method CAT-COSMO-CAMPD. For the catalytic carbamate-cleavage reaction considered in the present case study, we discuss three possible examples of heuristic evaluation criteria:

- The barrier in electronic energy $\Delta E^\text{el}$ computed in vacuum often represents the largest contribution to the overall activation barrier $\Delta G^\dagger$ in Gibbs free energy that the reaction has to overcome. Thus, a heuristic design objective for catalyst design could be to minimize $\Delta E^\text{el}$ of the reaction.
- The catalyst and the carbamate form a ring for concerted proton transport in the transition state of the catalytic carbamate-cleavage reaction (see Fig. 4, atoms 1–8). Thus, it could be supposed that the proton donor and/or acceptor properties of the carboxyl group determine catalytic activity. These donor/acceptor properties are related e.g., to the partial charges of the oxygen atoms of the carboxyl group of the catalyst. Therefore, the partial charges should be either strong or weak, depending on whether proton acceptance or donation is critical, or a certain value represents the optimal trade-off. Thus, another objective for catalyst design could be to maximize or minimize partial charges of the carboxyl oxygen atoms or to match a certain target value.
- There are assumptions mentioned in literature (Satchell and Satchell, 1975) that a nucleophilic character of the oxygen atom of the reactant’s methoxy group stabilizes the transition state of the reaction. Thus, it is supposed that an important function of the catalyst is to increase this nucleophilic character. A high nucleophilicity should be associated with a high negative partial charge of the oxygen atom and should be observable in the transition state of the catalytic reaction.

The 3 criteria discussed above were evaluated for the catalysts designed in the design run presented in Section 3.4. All required quantities were extracted from the output of the DLPNO-CCSD(T) calculations (see Step 2 of the computation scheme explained in Section 2.1). Mulliken charges (Mulliken, 1955) are used to approximate the partial charges of atoms. Fig. 7 plots the criteria versus the logarithm of the reaction rate constant $k$ achieved with the respective catalysts. For reasons discussed in the preceding sections, it cannot be expected that the heuristic criteria reflect the achievable process performance. Still, one could argue that using one of the heuristic criteria should at least result in the design of catalysts that optimize the reaction rate constant $k$ of the catalytic carbamate-cleavage. However, if this was the case, the chosen criterion should correlate well with $k$.

As can be seen in the upper part of Fig. 7, there is a general trend of increasing rate constants $k$ with decreasing barriers in electronic energy $\Delta E^\text{el}$ as expected. However, the correlation of $k$ with $\Delta E^\text{el}$ is clearly not good enough for $\Delta E^\text{el}$ to serve as design objective. In particular, the catalyst leading to the lowest $\Delta E^\text{el}$ enables only a moderate rate constant $k$. The reason for the insufficient correlation is that important effects on $k$ are not reflected by $\Delta E^\text{el}$. Although representing a major contribution to the activation barrier $\Delta G^\dagger$ that in turn determines the rate constant, evaluation of catalysts based on $\Delta E^\text{el}$ completely neglects entropic and solvation effects.

The partial charges of the oxygen atoms in the carboxyl group of the catalyst are shown in the middle part of Fig. 7. The term “donor O-atom” hereby refers to the oxygen atom initially bonded to a hydrogen atom. The correlation of these partial charges with $k$ is not satisfactory. Indeed, there is a trend that the absolute values

Fig. 7. Heuristic criteria vs. log of the rate constant $k$. Upper part: barrier in electronic energy $\Delta E^\text{el}$ calculated using DLPNO-CCSD(T) for the carbamate-cleavage with designed catalysts. Middle part: Mulliken charges of the 2 oxygen atoms in the carboxyl groups of designed catalysts. Lower part: Mulliken charge of the oxygen atom in the methoxy group of the carbamate (in TS).
of the charges of the oxygen atoms decrease with increasing rate constant $k$, which could be related to proton donor and acceptor properties of the catalysts. In fact, most of the highly ranked catalysts contain electron-withdrawing groups like halogens or nitrile groups, which explains the small absolute charge of the oxygen atoms in the carbonyl group. However, it can be seen in Fig. 7 that the trend is only weak and there is strong scattering.

The third suggested heuristic criterion, the nucleophilic character of the oxygen atom of the methoxy group, is evaluated based on the Mulliken charge of the O-atom in the TS. Interestingly, some of the catalysts that enable very high rate constants strongly increase the absolute charge of the O-atom, relating to an increased nucleophilicity. However, no general trend is observed over the whole range of $k$ values. Thus, the third heuristic criterion is also no reliable design objective.

The above discussion shows why choosing heuristic criteria as design objectives is not reliable: Important effects are likely neglected by such criteria. The correlation of heuristic criteria with the ultimate goal of a catalyst design may be weak and there may be strong scattering.

In summary, two important conclusions are drawn from the presented results: First, a full computation of reaction kinetics is required in catalyst design. Heuristic criteria do not guarantee finding the catalyst structures that enable the largest catalytic effects. Second, various other effects besides accelerating reaction kinetics are important to achieve optimal process performance. Consequently, a process-based evaluation of candidate catalysts as used by CAT-COSMO-CAMPD is strongly recommended.

4. Conclusions and future perspectives

Here, we present CAT-COSMO-CAMPD as a method for integrated silico design of catalysts and processes. The integrated design is formulated as optimization problem and a hybrid optimization scheme is employed to solve the design problem: The genetic optimization algorithm LEA3D is used to explore the chemical design space and to identify the most promising candidate catalyst molecules. Process conditions are optimized in gradient-based process optimizations. The LEA3D algorithm works with 3D structures and designs molecules based on a library of 3D molecule fragments. Thus, 3D structures of all considered molecules are available throughout the design and the direct use of quantum chemical methods for property prediction is facilitated. Consequently, CAT-COSMO-CAMPD avoids simplified property prediction methods and the need for extensive experimental data. Reaction rate constants are predicted based on transition state theory and thermo-dynamic properties of mixtures are computed using the advanced solvation model COSMO-3S.

The application of CAT-COSMO-CAMPD for integrated catalyst and process design is demonstrated for a catalytic carbamate-cleavage process. The results show that promising catalyst molecules are identified and processes are optimized successfully. Moreover, we show that the integration of molecular design with process optimization is required to achieve optimal process performance. In contrast, selection of catalysts based on predicted reaction rate constants or heuristic criteria likely fails to find the optimal catalyst structures.

So far, we have applied CAT-COSMO-CAMPD only to organic molecular catalysts. More sophisticated homogeneous catalysts such as catalyst complexes may be designed with the same approach, although the QC-based prediction of the catalytic activity of the complexes will be more demanding. First, larger system sizes will either require more computer power or using less sophisticated QC methods. Second, converging geometry optimizations during automated design may become more challenging for larger catalyst structures. Third, different possible spin multiplicities will have to be considered for some catalyst complexes.

The design of heterogeneous catalysts is not within the current scope of our method. For such catalysts, dedicated approaches are required to obtain candidate catalysts and to predict catalytic activity. For a review of such approaches, the reader is referred to Freeze et al. (2019). However, the integration of catalyst design with process optimization using a hybrid optimization scheme as introduced with CAT-COSMO-CAMPD may also be applied in the design of heterogeneous catalysts.

Possible extensions to CAT-COSMO-CAMPD also include more sophisticated process simulation and optimization. For the demonstration of CAT-COSMO-CAMPD in the case study presented in the previous section, a process model was implemented that contains the 2-phase reactor and a flash. Considering additional separation steps or even the complete downstream processing is straightforward in the sense that the additional steps may be implemented in the same process model (Scheffczyk et al., 2018). Of course, the process optimization is expected to become increasingly challenging with an increasing number of degrees of freedom.

In principle, it is also possible to call an external software for rigorous process simulation. In this case, the user could benefit from available libraries with detailed unit operation models and dedicated solution algorithms. In turn, the use of external programs requires suitable interfacing and thus needs to consider how data is transferred to and from the process simulation software. In addition, it must be ensured that no convergence problems occur that would require manual overrides and thus hinder the automation of the design. However, promising solutions for this approach have been presented (Scheffczyk et al., 2018; López et al., 2018; Navarro-Amorós et al., 2014). As an alternative to integrating external software into the design, sophisticated process simulations and optimizations could be used to examine promising candidates after the actual integrated design.

Current limitations of CAT-COSMO-CAMPD in the design of homogeneous catalysts are the accuracy and computational requirements of QC methods used as well as the need to know the mechanism of catalysis and the active group in advance. However, in silico design methods such as CAT-COSMO-CAMPD will benefit from the growth of computational capacity and the ongoing development of efficient but accurate QC methods. Thus, we expect that the design of increasingly complex systems will become possible. There are also promising developments in the field of automated generation of reaction networks (Döntgen et al., 2015; 2018; Simm et al., 2018; Dewyer et al., 2018) that may serve to overcome the need of CAT-COSMO-CAMPD to know the mechanism of catalysis in advance. Moreover, such an automated determination of reaction mechanisms could ease the consideration of multiple catalytically active groups and undesired side reactions. At present, none of the available methods seems to be accurate and efficient enough for a broad range of systems. However, improving such methods is subject of ongoing research.

Surrogate models (e.g., neural networks) may complement QC methods in property prediction during design. For the design of reaction solvents, a hybrid approach using both QC-based prediction of reaction rates and a surrogate model was already introduced by Struebing et al. (2013, 2017). In their work, only part of the candidate molecules are investigated using the full QC-based treatment. Most candidates are evaluated with a surrogate model that is constantly refined during the design procedure using the results from QC. However, one should be aware that the advantages of surrogates regarding computation time and computational capacity usually come with the disadvantage of a lower accuracy compared to the original model. Still, depending on the computational requirements and the number of candidates that need to be evaluated, also integrated catalyst and process design might
benefit from such a hybrid approach. Exploiting the recent advances in machine learning for catalyst design (dos Passos Gomes et al., 2021) could therefore be promising.

Despite the use of high-level QC methods, there is no guarantee that the prediction of catalytic activity does not overestimate the performance of candidates. Therefore, we recommend integrating in silico design with selected experiments in the future. A first step would be testing the top candidates obtained with CAT-COSMO-CAMPD experimentally as already shown for our approach to integrated design of solvents and separation processes (Scheffczyk et al., 2018). The experimental results could be used to confirm the catalytic activity and, if required, to modify the used combination of QC methods for a second design run with CAT-COSMO-CAMPD.

In summary, this article shows the promise of methods for integrated in silico design of catalysts and processes. The proposed CAT-COSMO-CAMPD method was demonstrated successfully in the presented case study and is generally applicable to various other systems. As computational design of molecular catalysts is still a quite unexplored field of research, we expect major developments in the coming years.
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