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ABSTRACT: The effect of molecular cluster formation on the estimation of kinetic parameters for primary nucleation and growth in different systems has been studied using computationally generated data and three sets of experimental data in the literature. It is shown that the formation of molecular clusters decreases the concentration of monomers and hence the thermodynamic driving force for crystallization, which consequently affects the crystallization kinetics. For a system exhibiting a strong tendency to form molecular clusters, accounting for cluster formation in a kinetic model is critical to interpret kinetic data accurately, for instance, to estimate the specific surface energy $\gamma$ from a set of primary nucleation rates. On the contrary, for a system with negligible cluster formation, a consideration of cluster formation does not affect parameter estimation outcomes. Moreover, it is demonstrated that using a growth kinetic model that accounts for cluster formation allows the estimation of $\gamma$ from typical growth kinetic data (i.e., desuper saturation profiles of seeded batch crystallization), which is a novel method of estimating $\gamma$ developed in this work. The applicability of the novel method to different systems is proven by showing that the estimated values of $\gamma$ are closely comparable to the actual values used for generating the kinetic data or the corresponding estimates reported in the literature.

1. INTRODUCTION

Nucleation and growth are fundamental crystallization phenomena in which solute molecules arrange into a crystal lattice. These two phenomena are typically driven by the volume and surface diffusion of solute molecules and their integration into the crystal lattice,\textsuperscript{1, 2} although in some nonclassical cases the crystal growth can be driven by the incorporation of dimers.\textsuperscript{3}

Solute molecules in a solution comprise a mixture of monomers and molecular clusters, whose existence has been supported experimentally\textsuperscript{4–7} by applying various methods and rationalized theoretically by using the classical nucleation theory (CNT)\textsuperscript{1} and the two-step nucleation theory.\textsuperscript{8} Accordingly, two types of solute concentrations can be used in defining the driving force for crystallization, namely, the bulk solute concentration, $c$, accounting for all solute molecules in the mixture, i.e., present both as monomers and in molecular clusters, and the monomer concentration, $Z_1$, considering only monomers. The bulk supersaturation $S$ is defined as\textsuperscript{10}

$$ S = \frac{c}{c_e} \quad (1) $$

where $c_e$ is the bulk solubility (i.e., the bulk solute concentration at equilibrium). This supersaturation is often used, partly because it is easier to characterize experimentally.\textsuperscript{9} The monomer-based supersaturation $s$ is defined as\textsuperscript{10}

$$ s = \frac{Z_1}{C_{1,e}} \quad (2) $$

where $C_{1,e}$ is the monomer solubility (i.e., the monomer concentration at equilibrium).

These two types of supersaturations are equivalent under the assumption that all solute molecules in the liquid phase exist only as monomers, which overlooks the fact that part of the molecules can form molecular clusters. Consequently, to describe crystallization kinetics in the presence of the molecular clusters, $s$ should be used instead of $S$. Note that crystallization kinetics described through these two supersaturations of reference can be closely comparable to each other; a similar discussion has also been presented elsewhere.\textsuperscript{9, 11}
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Despite the convenience of using the bulk supersaturation $S$, it is beneficial to use the monomer supersaturation $s$ when inferring actual properties of a system, such as the specific surface energy, $\gamma$, from experimental data of primary nucleation rates, provided that the crystallization kinetics of the system is limited by the transport of monomers rather than that of oligomers. Given that $\gamma$ is a key quantity in the study of several phenomena, an accurate estimate of $\gamma$ is essential. Moreover, by employing $s$, more information can be extracted from the same experimental data. For instance, by utilizing a growth kinetic model formulated on $s$, $\gamma$ can be estimated from growth kinetic data; this is a novel method of determining $\gamma$ developed in this work. Note that a more profound understanding of primary nucleation and growth kinetics can offer a deeper insight into other crystallization phenomena, e.g., secondary nucleation, which is the dominant nucleation mechanism in industrial crystallization, particularly when operated continuously.20

This work has two objectives. The first is to demonstrate, for the first time, the effect of cluster formation on the estimation of crystallization kinetic parameters in different systems, with a focus on primary nucleation and growth. The second is to present a novel method of estimating $\gamma$ exploiting the information embedded in growth kinetic data.

To achieve these objectives, it is crucial to acquire a set of comprehensive and unbiased data describing the kinetics of primary nucleation and growth. However, acquiring all data experimentally can be highly challenging. The nucleation rate can be easily under- or overestimated because of other concomitant mechanisms (e.g., aggregation) and/or technical challenges (e.g., an inadequate mixing of solutions and inherent limitations in available particle characterization devices).13 A recent experimental investigation has also revealed that nucleation rates characterized by different methods can differ by several orders of magnitude. Likewise, several issues can negatively affect the experimental characterization of growth kinetics. Seeded batch de-supersaturation experiments, which is a standard method of characterizing growth kinetics for process design,21,22,23 can be accompanied by secondary nucleation.9,24 In addition, some intrinsic properties of a compound (e.g., crystal morphology) can make measured data nonrepresentative. For instance, the particle size data of needle-like crystals measured by some 1D sizing techniques (e.g., laser diffraction or focused beam reflectance measurement) poorly represent the actual particle size distribution (PSD).

To overcome these difficulties and to address the two objectives, measurement data are computationally generated using a first-principle mathematical model. This in silico approach prevents any potential systematic bias in data from confounding the present work; in silico approaches have been widely adopted in the literature, for instance, to study particle characterization techniques25−27 and growth kinetic estimation.28 In this contribution, data are generated using a kinetic rate equation (KRE) model. The generated data are first perturbed by Gaussian white noise to reflect measurement errors and then used to estimate the parameters of kinetic models for primary nucleation or for growth that are based on either $s$ or $S$. Note that these kinetic models used for interpreting the data are completely independent of the KRE model used to generate the data. Estimated parameters and corresponding confidence intervals are compared with a set of the actual parameters characterizing a system described by the KRE model, which reveals the conditions in which applying an $s$-based model (instead of a $S$-based one) is advantageous. Moreover, to prove the applicability of this analysis to real experimental data, three sets of experimental data in the literature are analyzed in the same manner.

This article is structured as follows. In section 2, the model and the methods for generating kinetic data are presented, and the three sets of reference experimental data are explained. In section 3, the methods for primary nucleation and growth kinetic modeling and parameter estimation are discussed. Finally, in section 4, the parameter estimation results and the novel method of estimating $\gamma$ are presented and discussed.

2. ACQUISITION OF KINETIC MEASUREMENT DATA

The KRE model (see section 2.1) was used to computationally generate kinetic data for primary nucleation and growth individually (see section 2.2). Besides the generated data, three sets of experimental data in the literature (see section 2.3) were used to estimate the parameters of the kinetic models for primary nucleation and growth.

2.1. Kinetic Rate Equation Model. The conventional KRE model of nucleation (i.e., the Szilard model29) simulates primary nucleation, growth, and Ostwald ripening in a self-consistent manner in that all phenomena are explained by a unifying principle; all of them are described as a result of a series of molecule attachments to and detachments from molecular clusters.30 This self-consistency is absent in the population balance equation (PBE) model where each phenomenon is explained by a distinctive kinetic/thermodynamic description. It is important to note that the description of the Szilard model is consistent with the CNT.1 Although other nucleation mechanisms (e.g., the two-step nucleation theory) could be considered by adopting a corresponding kinetic description, doing this is nevertheless beyond the scope of this work.

The KRE modeling framework has been successfully applied to describe several systems, e.g., the polymorphic system of silica,32 that of L-glutamic acid,30 and a system for the synthesis of semiconductor nanocrystals.33 Moreover, the model has been extended to describe secondary nucleation caused by interparticle energies between seed crystals and molecular clusters,34 with its description of underlying interparticle interactions built on a thermodynamic analysis.35 In this work, the Szilard model was used for generating kinetic data. The model equations are

$$\frac{dZ_{n}}{dt} = k_{n}^{a}Z_{n-1}^{a} + k_{n}^{d}Z_{n+1}^{d} - k_{n}^{a}Z_{n}^{a} - k_{n}^{d}Z_{n}^{d}$$

$$\left( n = 2, 3, ..., n_{\max} \right) \quad \text{(3a)}$$

$$\frac{dZ_{n}}{dt} = -\sum_{n=2}^{n_{\max}} n Z_{n} \frac{dZ_{n}}{dt}$$

$$\text{(3b)}$$

where $Z_{n}(t)$ is the concentration of molecular clusters consisting of $n$ solute molecules (i.e., the $n$-sized clusters), $t$ is the time, $k_{n}^{a}$ and $k_{n}^{d}$ are the rate constants of molecule attachment to and detachment from the $n$-sized clusters, respectively, and $Z_{n+1}(t) \equiv 0$, with $n_{\max}$ being the upper bound of the cluster size; this bound should be large enough to avoid any effect on numerical solutions.33 The $n$-sized clusters represent crystals when the size $n$ is larger than the critical nucleus size $n^{c}$ defined in the CNT, whereas they account for...
part of the liquid phase when \( n \) is smaller than or equal to \( n^* \), thus determining the bulk solute concentration \( c \). Equation 3b is the mass balance for the solute molecules. The initial condition for eqs 3 is

\[
Z_n(0) = Z_{n,0}
\]

(4)

where \( Z_{n,0} \) is the initial concentration of the \( n \)-sized clusters. The expression for \( k_n^s \) is determined by the rate-limiting mechanism of the monomer transport to the \( n \)-sized clusters, e.g., the volume-diffusion limited or surface-integration limited mechanism. In this work, the surface-integration limited mechanism is considered as an example since this mechanism is frequently encountered in practice.\(^5,10,25,36\) A corresponding expression for \( k_n^d \) is\(^1,34\)

\[
k_n^d = k_n^s - Z_1 \left( \frac{\Delta G_n - \Delta G_{n-1}}{k_B T} \right)
\]

(6)

where \( \Delta G_n \) (\( \Delta \mu, \gamma \)) is the Gibbs free energy for the formation of a \( n \)-sized cluster at a given driving force for crystallization, \( \Delta \mu, k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature of the system. With the initial condition (eq 4) and the rate constants (eqs 5 and 6), the system of the governing equations (eqs 3) can be solved to describe the temporal evolution of \( Z_{n,0} \). To do that, \( \Delta G_n \) should be defined explicitly. Under the capillary approximation,\(^1\) the Gibbs free energy \( \Delta G_n \) (in eq 6) is defined as

\[
\Delta G_n = -n \Delta \mu + \gamma b n^{2/3}
\]

(7)

where \( b = k_0 (V_i/k_c)^{2/3} \) is the surface area of a solute molecule. The driving force \( \Delta \mu \) is the difference in the chemical potential between the solute molecule in the liquid phase and that in the solid phase, and it is given by\(^10\)

\[
\Delta \mu = k_0 T \ln s
\]

(8)

where \( s \) can be evaluated using eq 2 once the monomer solubility \( C_{1,e} \) (in eq 2) is known.

The monomer solubility \( C_{1,e} \) can be determined using the mass balance of the solute in the liquid phase, and the constraint that the bulk solute concentration \( c \) is equal to the bulk solubility \( c_e \) at phase equilibrium (i.e., \( \Delta \mu = 0 \)). The mass balance in the liquid phase can be written as

\[
c = \sum_{n=1}^{n^*} n Z_n
\]

(9)

\[
\approx \sum_{n=1}^{n^*} n C_n
\]

(10)

where \( n^* = (2b/3 \Delta \mu)^{3/2} \) is the critical nucleus size in the CNT\(^1\) and the concentration \( Z_n \) is approximated by the equilibrium concentration of the \( n \)-sized clusters, \( C_{n,0} \), considering that a population of subcritical and critical clusters reaches equilibrium with a characteristic time shorter than those of nucleation and growth.\(^10\) The equilibrium cluster concentration \( C_n \) is defined as

\[
C_n = C_0 \exp \left( -\frac{\Delta G_n}{k_B T} \right)
\]

(11)

where \( C_0 \) is the concentration of nucleation sites in the system on which the clusters of the solid phase can form.\(^1\) The value of \( C_0 \) can be determined by using eqs 7, 10, and 11, and the aforementioned constraint (i.e., \( c = c_e \) when \( \Delta \mu = 0 \)): \( C_0 = c_e / \sum_{n=1}^{n^*} m \exp (-\Omega n^{2/3}) \) where \( \Omega \) is the dimensionless surface energy defined as

\[
\Omega = \gamma b/k_B T
\]

(12)

One can determine \( C_{1,e} \) using eq 11 since \( C_{1,e} \) is by definition equal to \( C_1 \) at \( \Delta \mu = 0 \).

The relationship between \( S \) and \( s \) can be derived in two steps: first, substituting eqs 7 and 8 into eq 11 yields

\[
C_n = C_0 \exp \left( -\Omega n^{2/3} \right)
\]

(13)

Then, accounting for eqs 1, 12, and 13 in eq 10 leads to the following relationship between \( s \) and \( S \):

\[
S = \sum_{n=1}^{n^*} \frac{\Omega^{3/2}}{\ln n^{1/3}} \frac{1}{m} \exp \left( -\Omega n^{2/3} \right)
\]

(14)

where \( \Omega \) is the only parameter.

The KRE model (eqs 2, 3–11) was solved by applying numerical methods widely used in the literature:\(^60,32–34\) for small \( n \) (e.g., \( n < 50 \)), a system of ordinary differential equations (ODEs) (eqs 3) can be integrated in time using an ODE solver (e.g., the MATLAB’s ode15s), whereas, for large \( n \) (e.g., \( n \geq 50 \)), the system of the ODEs can be adequately approximated by the Fokker–Planck partial differential equation, which can be solved efficiently using the weighted finite difference scheme proposed by Chang and Cooper.\(^60\)

As shown in section S1 in the Supporting Information, nondimensionalization of the KRE model reveals that the general behavior of the model depends only on the initial condition and on the system-dependent property \( \Omega \), thus suggesting that, for a given initial condition, the behavior of different systems can be studied by varying \( \Omega \). To this aim, two values of \( \Omega = \{3, 10\} \) are used in this work. Concerning the other properties, those of the paracetamol–ethanol system at 20 °C (summarized in Table 1) are used as a reference.

### 2.2. Data Generation Methods.

Primary nucleation kinetics are often determined based on the data of nucleation rates \( J \) characterized at different values of \( S \).\(^12,14–17,42\) To generate this type of data in silico, unseeded batch crystallization was simulated at different initial supersaturations using the KRE model, where the initial concentrations of subcritical clusters were set to zero; hence, only monomers were present at the start, which corresponds to a typical initial condition in the literature.\(^10,33\) For each simulation, a nucleation rate, \( J \), was calculated using the following definition:\(^1\)

\[
J = \frac{d}{d t} \left( \sum_{n=n^*+1}^{n_{\text{max}}} Z_n(t) \right) \bigg|_{t=t_i}
\]

(15)
3. KINETIC PARAMETER ESTIMATION FOR PRIMARY NUCLEATION AND GROWTH

Kinetic models for primary nucleation and growth (see sections 3.1 and 3.2, respectively) were used to estimate model parameters in accordance with the procedure explained in section 3.3. This allowed for the interpretation of experimental data with and without consideration of cluster formation and its impact on crystallization kinetics. Note that the cluster formation can be considered in a kinetic model by using the monomer supersaturation \( s \) instead of the bulk supersaturation \( S \) as the supersaturation value of reference.

### 3.1. Primary Nucleation Kinetics

The primary nucleation rate \( J \) is typically described by using the following expression:\(^1\)

\[
J = \theta^{\text{PN}}_1 x \exp \left( \frac{-\theta^{\text{PN}}_2}{\ln x} \right)
\]  

(16)

where \( x \in \{s, S\} \) is a generic supersaturation and \( \theta^{\text{PN}}_i \) \( (i = 1, 2) \) is the parameter to be estimated from a given set of primary nucleation rate data. Using the one-to-one correspondence between \( \theta^{\text{PN}}_2 \) and \( \Omega \) according to the CNT \( (i.e., \theta^{\text{PN}}_2 = 4\Omega^3 / 27)\), corresponding values of \( \Omega \), \( s \) (eq 14), and \( \gamma \) (eq 12) can be determined from the estimated value of \( \theta^{\text{PN}}_2 \).

Equation 16 adequately approximates \( J \) obtained from the KRE model using eq 15, when \( x = s \), and \( \theta^{\text{PN}}_1 \) and \( \theta^{\text{PN}}_2 \) are set as follows (see the relevant derivation in section S2 in the Supporting Information):

\[
\theta^{\text{PN,KRE}}_1 = \frac{\beta k_d d L C_0}{3} \sqrt{\frac{\Omega}{\pi}}
\]  

(17)

\[
\theta^{\text{PN,KRE}}_2 = \frac{4}{27} \Omega^3
\]  

(18)

These parameters correspond to the actual nucleation kinetic parameters of a system described by the KRE model.

### 3.2. Growth Kinetics. Population Balance Model

The PBE model for a well-mixed batch reactor can be written as

\[
\frac{df}{dt} + G f = 0
\]  

(19)

\[
f(0, L) = f_0(L)
\]  

(20)

\[
f(t, 0) = 0
\]  

(21)

Here, \( L \) is the characteristic length of the crystal, \( G \) is the crystal growth rate assumed to be size-independent, and \( f(t, L) \) is the PSD, \( i.e., f(t, L) \) \( dL \) being the number of crystals with length \( L \in [L_i + dL_i] \) per unit suspension volume. \(^{39}\) Equation 20 is the initial condition, with \( f_0(L) \) being the initial PSD, while eq 21 is the boundary condition establishing that no nucleation occurs in the system. Note that neither agglomeration nor breakage is considered in the model. The PBE is coupled with the solute material balance

\[
\frac{dc}{dt} = \frac{k_v}{v_1} \frac{dm_l}{dt}
\]  

(22)

\[
c(0) = c_0
\]  

(23)

where \( c(t) \) is the solute concentration, \( m_l = \int_0^L f(t, L) \, dL \) \( (i = 0, 1, 2, \ldots) \) is the ith moment of \( f \), \( c_0 \) is the initial solute concentration, and \( v_1 \) is the molecular volume.

---

Table 2. List of Reference Experiments

<table>
<thead>
<tr>
<th>data</th>
<th>phenomenon</th>
<th>system</th>
<th>( T ) (K)</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>homogeneous nucleation</td>
<td>benzoic acid/sodium chloride/water</td>
<td>303.15</td>
<td>ref 14</td>
</tr>
<tr>
<td>E2</td>
<td>homogeneous nucleation</td>
<td>( \alpha )-L-glutamic acid/water</td>
<td>298.15</td>
<td>ref 17</td>
</tr>
<tr>
<td>E3</td>
<td>growth</td>
<td>( \alpha )-L-glutamic acid/water</td>
<td>298.15</td>
<td>ref 21</td>
</tr>
</tbody>
</table>
The PBE was solved numerically by applying a fully discrete, high-resolution finite volume method with the van Leer flux limiter, while satisfying the convergence condition by Courant–Friedrichs–Lewy. At the upper bound of the size domain, a numerical outflow boundary condition was imposed by using a zero-order extrapolation method. For the discretization of $f$ along $L$, a regular grid with a sufficiently small size was used to obtain a numerical solution independent of the grid size; in this work, the corresponding size ranged between 0.025 and 1 μm depending on the data set used for fitting and a chosen growth model.

**Growth Rate Models.** Two growth rate models are considered in this work, namely, the rough growth (RG) model and the birth and spread (BS) model. The RG model was used for analyzing the data obtained from the KRE model whose description follows the rough growth mechanism, and a corresponding rate expression is

$$G = \theta_{\text{RG}}(x - 1)$$

(24)

where $\theta_{\text{RG}}$ is the parameter to be estimated. When $x = s$ and a specific value of $\theta_{\text{RG}}$ is assigned, the numerical solutions of the PBE model (eqs 19–24) approximate those of the KRE model that simulates seeded batch crystallization where nucleation is negligible, and the corresponding value of $\theta_{\text{RG}}$ is as follows (see the relevant derivation in section S3 in the Supporting Information):

$$\theta_{\text{RG,KRE}} = \frac{\beta k d DC_{i,c} \sqrt{\gamma}}{k_{v}}$$

(25)

This equation gives the actual growth kinetic parameter of a system described by the KRE model.

The birth and spread growth model was used when interpreting the experimental data E3 (see Table 2), considering that the growth kinetics of the corresponding system has been adequately described by the BS model in the literature. The corresponding growth rate expression is

$$G = \theta_{\text{BS}}(x - 1)^{2/3} \left( \ln x \right)^{1/6} \exp \left( -\frac{\theta_{\text{BS}}}{T^2 \ln x} \right)$$

(26)

where $\theta_{\text{BS}} (i = 1, 2)$ is the parameter to be estimated.

It is worth noting that using a $s$-based growth rate model allows the simultaneous estimation of the growth kinetic parameters and of the specific surface energy $\gamma$, which is a novel method of determining $\gamma$. The determination of $\gamma$ is possible because, at a given solute concentration $c$, the growth rate $G$ given by a $s$-based model depends not only on the kinetic parameters but also on $\gamma$, which affects the monomer supersaturation $s$ (see eqs 1, 12, and 14). An application of this method to the generated data and to the experimental data E3 is presented in section 4.3.

**3.3. Fitting Procedure.** As detailed in section S4 in the Supporting Information, the parameter(s) of a kinetic model were estimated from a set of data points using the method of least-squares, and corresponding confidence intervals were estimated by applying a linear approximation of the model. Prior to parameter estimation, suitable model transformation and parameter transformation were applied, as explained in section S5 in the Supporting Information.

For nucleation kinetics, the logarithm of the nucleation rate ($\ln J$) was chosen as a response variable in parameter estimation because it is the most common choice in the literature and also because it linearizes the $S$-based model (eq 16 with $x = S$) such that a simple linear regression can be applied. Moreover, the variance of $\ln J$ in a set of experimental data is approximately constant, suggesting that the logarithmic transformation is helpful to satisfy the constant-variance assumption in parameter estimation. To reflect noise in experimental data, white Gaussian noise was added to the generated data of $\ln J$ before using them for fitting.

For growth kinetics, the time evolution of bulk supersaturation $S(t)$ was directly used as a response variable for parameter fitting, as it is common in the literature. To give equal weight to each de-supersaturation profile regardless of its time duration, the profiles with a longer time duration were down-sampled such that the number of the data points of each profile used in parameter estimation is equal, which is a data preprocessing technique used also elsewhere. To consider measurement noise in experimental data, white Gaussian noise was added to the generated $S$ profiles before using them in parameter estimation, as done elsewhere.

**4. RESULTS AND DISCUSSION**

**4.1. Comparison of Bulk and Monomer Supersaturation.** Figure 1 illustrates the relationship, given by eq 14,
a small deviation (e.g., the region (b) in Figure 1) would yield similar results, as demonstrated in sections 4.2 and 4.3 for primary nucleation kinetics and growth kinetics, respectively.

4.2. Primary Nucleation Kinetics. The effect of cluster formation on the estimation of primary nucleation kinetic parameters for the s-based and S-based models (i.e., eq 16 with \( x = s \) and \( x = S \), respectively) is demonstrated in the following. Parameter estimation results based on a set of generated data corresponding to either region (a) or (b) in Figure 1, each representing a \( \Omega = 3 \) or \( \Omega = 10 \) system, respectively, are presented, followed by a discussion on the parameter estimation outcomes obtained from the experimental data E1 and E2.

Generated Data. Parameter estimation outcomes based on the \( \Omega = 3 \) and \( \Omega = 10 \) data are presented in Figure 2, panels a and b, respectively, where the nucleation rate data (S, J), the corresponding (s, J) data, the outputs of fitted models, and the corresponding 95% confidence intervals are reported. In the case of \( \Omega = 3 \), the outcomes of the s-based and S-based models are distinctly different, thus clearly indicating that the interpretation of identical data can be strikingly different depending on the choice of the supersaturation of reference. Table 3 summarizes the actual value of primary nucleation parameters \( \theta_{\text{PN,kre}} \) used to generate the \( \Omega = 3 \) and \( \Omega = 10 \) data, the fitted parameters for the s-based and the S-based model, denoted by \( \theta_{\text{PN}} \) (x = s) and \( \theta_{\text{PN}} \) (x = S), respectively, and the corresponding 95% confidence intervals. For instance, the estimated value of \( \theta_{\text{PN}} \) for the s-based model is \( 1 \times 10^{30} \) with a 95% confidence interval ranging from \( 8 \times 10^{26} \) to \( 2 \times 10^{33} \). It can be seen that, in the case of \( \Omega = 3 \), the actual parameter values can be satisfactorily estimated only when the s-based model is employed. On the contrary, using the S-based model underestimates \( \theta_{\text{PN}} \) and overestimates \( \theta_{\text{PN}} \), which can be explained by considering the functional form of eq 16: since S is noticeably larger than s in the case of \( \Omega = 3 \) (see Figure 1), a lower value of \( \theta_{\text{PN}} \) and a higher value of \( \theta_{\text{PN}} \) are necessary to obtain the same nucleation rate value. The overestimated \( \theta_{\text{PN}} \) yields an overestimation of \( \gamma \) (see eqs 12 and 18), which highlights that using the s-based model is necessary to estimate \( \gamma \) accurately for a system where cluster formation is significant.

Parameter estimation outcomes obtained from the \( \Omega = 10 \) data contrast sharply with those from the \( \Omega = 3 \) data. In Figure 2b, the outputs of the two models fitted to the \( \Omega = 10 \) data are closely comparable to each other, to the point that their 95% confidence intervals overlap. Moreover, as presented in Table 3, the fitted parameters for both models are extremely similar to the actual values, thus indicating that the two models are virtually equivalent in parameter estimation for a system where cluster formation is negligible.

Experimental Data. Parameter estimation outcomes for the data E1 and E2 are illustrated in Figure 3, panels a and b, respectively. In the case of E1 (corresponding to the benzoic acid/sodium chloride/water system as listed in Table 2), the behaviors of the two models are noticeably different, as previously observed for the \( \Omega = 3 \) case. As summarized in Table 4, using the S-based model in parameter estimation yields a lower value of \( \theta_{\text{PN}} \) and a higher value of \( \theta_{\text{PN}} \) than those obtained using the s-based model, which is the same trend identified in the \( \Omega = 3 \) case. According to the noticeable difference between two parameter estimation results based on the two models, it can be inferred that the system of E1 exhibits a strong tendency to form molecular clusters.

In Figure 3b, the results of parameter estimation using the data E2 (corresponding to the \( \alpha l \)-glutamic acid/water system as listed in Table 2) shows characteristics observed in the \( \Omega = 10 \) case. The 95% confidence intervals for the outputs of the two models overlap and the fitted parameter values for both models are extremely similar (see Table 4), thus suggesting that the formation of molecular clusters and its influence on parameter estimation can be regarded as insignificant in the system of E2.

4.3. Growth Kinetics. The aim of this section is to demonstrate the effect of cluster formation on the estimation
of growth kinetic parameters and to present the novel method of estimating the specific surface energy $\gamma$ from growth kinetic data. To this aim, estimation outcomes based on two sets of data generated with $\Omega = 3$ and $\Omega = 10$ are analyzed, followed by a discussion on parameter estimation results using the experimental data E3.

**Generated Data.** In Figure 4, the concatenated time series of the $\Omega = 3$ data and the corresponding predictions of the fitted, $s$-based, and $S$-based model (explained in section 3.2) are shown.

For both models, the only fitted output was the bulk supersaturation $S$, as explained in section 3.3, while the volume-weighted mean size $\bar{L}_v$ was calculated according to its definition: $\bar{L}_v = m_s/m_v$. As shown in Figure 4, the outputs of both models overlap with the actual values obtained from the KRE simulations, thus suggesting that the descriptions of the two models are practically identical and these descriptions conform to that of the KRE model.

Although the outputs of the two models are remarkably similar, a striking difference is observed in the fitted values of the parameter $\theta^{\Omega}_{\text{fit}}$, as summarized in Table 5. The value obtained using the $S$-based model is noticeably smaller than the actual one ($\theta^{\Omega,\text{KRE}}$), whereas the one from the $s$-based model is closely comparable to the actual one. Recall that the difference between the two models originates from the difference between $s$ and $S$ as illustrated in Figure 1. Moreover, by using the $s$-based model, the specific surface energy $\gamma$ was simultaneously estimated as explained in section 3.2, which is the novel method of determining $\gamma$. Remarkably, the estimated value of $\gamma$ ($8.2 \text{ mJ m}^{-2}$) is very close to the actual one ($7.4 \text{ mJ m}^{-2}$), which falls within the 95% confidence interval of the estimate ([6.0, 11.2] mJ m$^{-2}$), thus proving the applicability of the novel method to a system featuring a relatively small $\Omega$.

In Figure 5, the parameter estimation results based on the $\Omega = 10$ data are shown. On the one hand, the results are similar to those for the $\Omega = 3$ data in that the $s$-based and $S$-based...
models fit the data satisfactorily: the outputs of the two models coincide with the data, and the corresponding 95% confidence intervals are narrower than the thickness of the lines representing the model outputs. On the other hand, the results differ from the ones obtained for the $\Omega = 3$ data because, in the case of $\Omega = 10$, the estimated $\hat{\theta}^{\text{E3}}$ for the two models is practically the same, as summarized in Table 5. This is mainly because $s$ and $S$ are almost equivalent in the corresponding conditions, as shown in Figure 1. As reported in Table 5, the value of $\gamma$ estimated from the $\Omega = 10$ data (26.0 mJ m$^{-2}$) is closely comparable to the actual one (24.6 mJ m$^{-2}$), thus showing that the novel method of estimating $\gamma$ is also applicable to a system exhibiting a relatively high $\Omega$.

**Experimental Data.** Finally, the parameter estimation results obtained using the experimental data E3 (corresponding to the $\alpha$ L-glutamic acid/water system as listed in Table 2) are illustrated in Figure 6. As explained in section 3.2, the birth and spread (BS) growth model (eq 26 with $x = S$ or $x = s$) was utilized to fit the E3 data. In Figure 6, both $s$-based and S-based models fit data adequately, and the 95% confidence intervals for the predictions of the models are narrower than the width of the lines representing the predictions. Analogous to the results illustrated in Figures 4 and 5, the behavior of the two models illustrated in Figure 6 is essentially equivalent. Note that, unlike the BS model, the rough growth (RG) model could not describe the data E3 adequately (see section S6 in the Supporting Information). This clearly suggests that the growth of the $\alpha$ L-glutamic acid crystals in aqueous solution is not governed by the BS mechanism, and thus the estimated $\Omega$ value from the RG model cannot be trusted.

Table 6 summarizes the estimated parameters for the $s$-based and S-based models as well as those obtained from the reference literature (ref 21) for the E3 data, denoted by $\hat{\theta}^{\text{BS}} (x = s)$, $\hat{\theta}^{\text{BS}} (x = S)$, and $\hat{\theta}^{\text{BS,ref}}$ respectively. There is a reasonable agreement between the estimated parameters for the S-based model $\hat{\theta}^{\text{BS}} (x = S)$ and the reference values $\hat{\theta}^{\text{BS,ref}}$ with a small difference in the value of $\hat{\gamma}$. Note that it is not possible to obtain parameter values for the $s$-based model $\hat{\theta}^{\text{BS}} (x = S)$ identical to the reference values $\hat{\theta}^{\text{BS,ref}}$ because the applied parameter estimation methods are different, and the reference values $\hat{\theta}^{\text{BS,ref}}$ were fitted using the whole data sets measured at 25 °C, whereas only a subset measured at 25 °C were reproduced with permission from the Royal Society of Chemistry.

**Table 5. Actual Parameters in a Simulated Environment ($\hat{\theta}^{\text{RG,KRE}}$) and Parameter Estimation Results Using Two Sets of Generated Data ($\hat{\theta}^{\text{BS}}$)**

<table>
<thead>
<tr>
<th>$\Omega$</th>
<th>$\hat{\theta}^{\text{BS}}$ (μm s$^{-1}$)</th>
<th>$\gamma \times 10^5$ (J m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$\hat{\theta}^{\text{KRE}}$</td>
<td>0.286</td>
</tr>
<tr>
<td></td>
<td>$\hat{\theta}^{\text{BS}} (x = s)$</td>
<td>[0.189, 0.334]</td>
</tr>
<tr>
<td></td>
<td>$\hat{\theta}^{\text{BS}} (x = S)$</td>
<td>[0.167, 0.172]</td>
</tr>
<tr>
<td>10</td>
<td>$\hat{\theta}^{\text{KRE}}$</td>
<td>0.435</td>
</tr>
<tr>
<td></td>
<td>$\hat{\theta}^{\text{BS}} (x = s)$</td>
<td>[0.432, 0.440]</td>
</tr>
<tr>
<td></td>
<td>$\hat{\theta}^{\text{BS}} (x = S)$</td>
<td>[0.429, 0.431]</td>
</tr>
</tbody>
</table>

$[\alpha_{\text{min}}, \alpha_{\text{max}}]$: a 95% confidence interval of an estimate is from $\alpha_{\text{min}}$ to $\alpha_{\text{max}}$. 

Figure 5. Concatenated time series of the data generated with $\Omega = 10$ and the outputs of the fitted, $s$-based, and S-based models with respect to the bulk supersaturation $S$ and the volume-weighted mean size $\bar{L}_v$. The alternating background color is used to distinguish a subset of the whole data, each generated from a different KRE simulation.
Particle imaging. For instance, a concentration estimate cannot be accurately determined because Ω does not affect the growth rate through eq 14. When eq 14 reduces to S = s, then Ω cannot be estimated from growth experiments.

5. CONCLUSIONS

The effect of molecular cluster formation on supersaturation and, consequently, on the estimation of kinetic parameters for primary nucleation and growth has been investigated in different systems using computationally generated data and three sets of benchmark experimental data. Utilizing the generated data has allowed us to study different systems under different conditions more extensively, to prevent any systematic error in experimental measurements from confounding our analysis, and to identify a general, system-dependent trend in cluster formation and its influence on the estimation of kinetic parameters. The generated data and the reference experimental data were used for fitting primary nucleation and growth kinetic models, while each model was formulated on the basis of supersaturation defined in two different manners. One supersaturation definition, denoted by S, was based on bulk concentrations, whereas another definition of supersaturation, denoted by s, was formulated based on monomer concentrations to consider the impact of cluster formation on kinetics. As a result, two kinetic models were formulated for each phenomenon.

Parameter estimation results using s-based and S-based models have demonstrated that considerable cluster formation in a system leads to strikingly different interpretations of identical data depending on the choice of the supersaturation of reference. In this case, an accurate estimation of model parameters can be achieved only when the s-based model is employed. On the contrary, when cluster formation is insignificant, its influence on parameter estimation outcomes is negligible.

A novel method of estimating the specific surface energy γ from concentration profiles of seeded batch crystallization has been developed. This method gives a more reliable estimate of γ than standard methods that utilize nucleation rate data, mainly because the concentration can be quantified more accurately than the nucleation rate. The applicability of the novel method to different systems has been proven by demonstrating that the estimates of γ agree with the actual values used to generate data or with the values reported in the literature.

It is worth noting that the present analysis is valid only within the framework of classical nucleation theory, where crystallization kinetics are limited by the transport of monomers instead of that of oligomers; molecular clusters have the same structure and specific surface energy as crystals and consist of molecules having the same bulk chemical potential as crystals independent of their cluster size. Although a generalization of this work is in principle possible, for instance, to be applicable to two-step nucleation theory, this is nonetheless beyond the scope of this contribution.
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Table 6. Parameter Estimation Results Using Experimental Data E3 (See Table 2)*

<table>
<thead>
<tr>
<th>data parameters</th>
<th>θ^0 (μm s⁻¹)</th>
<th>θ^0 × 10⁻⁴ (K²)</th>
<th>γ × 10³ (J m⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E3</td>
<td>0.42</td>
<td>5.42</td>
<td></td>
</tr>
<tr>
<td>E3 (x = i)</td>
<td>0.57 [0.40, 0.74]</td>
<td>4.72 [4.44, 5.01]</td>
<td>14.2 [10.4, 19.4]</td>
</tr>
<tr>
<td>E3 (x = S)</td>
<td>0.41 [0.40, 0.43]</td>
<td>4.97 [4.79, 5.14]</td>
<td></td>
</tr>
</tbody>
</table>

*ω_{max} - ω_{min}: a 95% confidence interval of an estimate is from ω_{min} to ω_{max}.

was employed for fitting the S-based model. The main motivation for using the 25 °C data only is to determine γ, a temperature-dependent quantity, by applying the novel method and to compare its value with that estimated from the data E2, which is the primary nucleation kinetic data for the same system at the same temperature. It is worth mentioning that a comparison between the estimated parameters for the S-based and the S-based model shows that the estimated values of θ^0 are noticeably different, and those of θ^2 are highly comparable. The contrasting difference in the estimated θ^0 suggests that the cluster formation in this system (i.e., an aqueous solution of L-glutamic acid) is likely to be significant.

The specific surface energy γ of a L-glutamic acid crystal in an aqueous solution at 25 °C was estimated to be 29.7 mJ m⁻² in section 4.2 where the data E2 were used for fitting. However, this estimate of γ differs substantially from other four estimates reported in the literature, namely, 6.8, 8.4, 10.4, and 17.1 mJ m⁻², where two values of γ are given in ref 16, and the other two are calculated from the estimated values of θ^0 reported in ref 15 using eqs 12 and 18. A comparison of all the estimates based on five sets of nucleation rate data of the same system at the same temperature suggests that estimating γ from a set of nucleation rates is not highly reliable due to inherent difficulties in acquiring nucleation rates accurately (see ref 48 for a detailed discussion about inherent uncertainty in primary nucleation rate measurement due to its intrinsic stochasticity).

On the contrary, the presented method of determining γ from the temporal evolution of a solute concentration (or bulk supersaturation) is intrinsically more robust, because the concentration can be monitored quite accurately using various techniques such as spectroscopy, mass spectrometry, chromatography, and particle imaging. For instance, a concentration estimate obtained from attenuated total reflectance Fourier transform infrared (ATR-FTIR) spectroscopy can have an error of 3% with respect to the equilibrium concentration, or even less. As listed in Table 6, the value of γ estimated using our method is 14.2 mJ m⁻² (corresponding to Ω = 4.9), which is closely comparable to the two literature estimates (10.4 and 17.1 mJ m⁻²) mentioned above. Although validating the presented method further by applying it to other systems is highly recommended, this is nevertheless outside the scope of this contribution.

The optimal method for estimating γ depends on a number of factors. If nucleation rates can be measured accurately, the standard method of fitting a nucleation rate model is more effective due to the relative simplicity of the fitting procedure. Moreover, the novel method can be inaccurate, when a quantitative estimation of solute concentration is difficult (e.g., due to a very low solubility), when other concomitant mechanisms (e.g., breakage and secondary nucleation) occur uncontrollably during seeded batch de-supersaturation experiments, and when a system exhibits a very large value of Ω such that s and S are very similar. In the last case, Ω cannot be accurately estimated because Ω does not affect the growth rate through eq 14. When eq 14 reduces to S = s, then Ω cannot be estimated from growth experiments.
expression (section S2), derivation of the growth rate expression (section S3), methods for estimating parameters and their confidence intervals (section S4), the transformation of the models and the parameters in parameter estimation (section S5), and the fitted outputs of the rough growth model to the experimental data E3 (section S6) (PDF)
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**NOMENCLATURE**
TBD: units are different on a case-by-case basis

**ACRONYMS**
BS - birth and spread
CNT classical nucleation theory
KRE kinetic rate equation
ODE ordinary differential equation
PBE population balance equation
PSD particle size distribution

**GREEK SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>sticking probability [-]</td>
</tr>
<tr>
<td>$\Delta\mu$</td>
<td>driving force for crystallization [J]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>dynamic viscosity [Pa s]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>specific surface energy [J m$^{-2}$]</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>nondimensional surface energy [-]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>arbitrary quantity [TBD]</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>solid density [kg m$^{-3}$]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>parameter [TBD]</td>
</tr>
</tbody>
</table>

**ROMAN SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_v$</td>
<td>volume-weighted average size [$\mu$m]</td>
</tr>
<tr>
<td>$b$</td>
<td>surface area of a solute molecule [$m^2$]</td>
</tr>
<tr>
<td>$C$</td>
<td>equilibrium concentration of clusters at a given $\Delta\mu$ [$m^{-3}$]</td>
</tr>
<tr>
<td>$c$</td>
<td>bulk solute concentration [$m^{-3}$]</td>
</tr>
<tr>
<td>$c_M$</td>
<td>molar solubility [mol L$^{-1}$]</td>
</tr>
<tr>
<td>$C_0$</td>
<td>concentration of nucleation sites [$m^{-3}$]</td>
</tr>
<tr>
<td>$D$</td>
<td>diffusion coefficient of a solute molecule in a solution [$m^2 s^{-1}$]</td>
</tr>
<tr>
<td>$d_1$</td>
<td>molecular diameter [m]</td>
</tr>
<tr>
<td>$f$</td>
<td>particle size distribution [$m^{-3} \mu$m$^{-1}$]</td>
</tr>
<tr>
<td>$G$</td>
<td>growth rate [$\mu$m s$^{-1}$]</td>
</tr>
<tr>
<td>$J$</td>
<td>nucleation rate [$m^{-3} s^{-1}$]</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant [J K$^{-1}$]</td>
</tr>
<tr>
<td>$k_s$</td>
<td>surface area shape factor [-]</td>
</tr>
<tr>
<td>$k_v$</td>
<td>volume shape factor [-]</td>
</tr>
<tr>
<td>$k_a$</td>
<td>rate constant of molecule attachment [$m^3 s^{-1}$]</td>
</tr>
<tr>
<td>$k_d$</td>
<td>rate constant of molecule detachment [$s^{-1}$]</td>
</tr>
<tr>
<td>$L$</td>
<td>characteristic length of a crystal [$\mu$m]</td>
</tr>
<tr>
<td>$M_w$</td>
<td>molecular weight [kg mol$^{-1}$]</td>
</tr>
<tr>
<td>$m_n$</td>
<td>nth moment of the particle size distribution $f$ [$\mu$m$^m$]</td>
</tr>
<tr>
<td>$n$</td>
<td>cluster size in terms of the number of solute molecules [-]</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Avogadro number [mol$^{-1}$]</td>
</tr>
<tr>
<td>$S$</td>
<td>supersaturation based on bulk solute concentrations [-]</td>
</tr>
<tr>
<td>$s$</td>
<td>supersaturation based on monomer concentrations [-]</td>
</tr>
<tr>
<td>$T$</td>
<td>absolute temperature [K]</td>
</tr>
<tr>
<td>$t$</td>
<td>time [s]</td>
</tr>
<tr>
<td>$t_\infty$</td>
<td>time for the occurrence of stationary nucleation [s]</td>
</tr>
<tr>
<td>$V$</td>
<td>volume [$m^3$]</td>
</tr>
<tr>
<td>$v_1$</td>
<td>molecular volume in cubic micrometer [$\mu$m$^3$]</td>
</tr>
<tr>
<td>$x$</td>
<td>generic supersaturation [-]</td>
</tr>
<tr>
<td>$Z$</td>
<td>concentration [$m^{-3}$]</td>
</tr>
<tr>
<td>$\Delta G$</td>
<td>Gibbs free energy for forming a molecular cluster [J]</td>
</tr>
</tbody>
</table>

**SUPERSCRIPTS AND SUBSCRIPTS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>initial value</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>minimizer</td>
</tr>
<tr>
<td>$n$</td>
<td>$n$-sized clusters</td>
</tr>
<tr>
<td>*</td>
<td>critical nucleus</td>
</tr>
<tr>
<td>BS</td>
<td>birth and spread</td>
</tr>
<tr>
<td>data</td>
<td>data</td>
</tr>
<tr>
<td>e</td>
<td>phase equilibrium</td>
</tr>
<tr>
<td>KRE</td>
<td>kinetic rate equation</td>
</tr>
<tr>
<td>max</td>
<td>upper bound</td>
</tr>
<tr>
<td>min</td>
<td>lower bound</td>
</tr>
<tr>
<td>PN</td>
<td>primary nucleation</td>
</tr>
<tr>
<td>ref</td>
<td>reference</td>
</tr>
<tr>
<td>RG</td>
<td>rough growth</td>
</tr>
</tbody>
</table>
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