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ABSTRACT: Secondary nucleation, in the absence of attrition, is known
to be dependent on external fields, such as contact forces, shear, or
interparticle forces. In this contribution, the thermodynamic effect of the
presence of the seed crystal surface on secondary nucleation is derived in
the context of the classical nucleation theory. The Gibbs free energy for
the formation of a cluster close to a seed crystal is calculated with the
addition of interparticle energies, namely, van der Waals attractive forces
and Born repulsive forces. This results in the stabilization of a subcritical
cluster close to the seed surface that can become a secondary nucleus
more easily than under homogeneous nucleation conditions. Far from the
seed surface, the developed model is reduced to the homogeneous
nucleation described by the classical nucleation theory. The crystal-
lization of paracetamol from an ethanol solution is taken as a case study,
and the stabilization effect, given by the presence of interparticle energies, can be observed at different values of supersaturation.
Three key indicators have been defined and calculated to describe the intensity of the stabilization effect, two of which, namely, the
distance from the seed surface where the stabilization is active and the enhancement factor for supersaturation, are used in Part II of
this series to describe the kinetics of secondary nucleation by interparticle energies.

1. INTRODUCTION

Nucleation and growth are two fundamental crystallization
processes since they increase the amount of the solid phase at the
expense of the liquid phase. In both cases, the driving force for
crystallization is a difference in chemical potential,1Δμ, between
solute molecules in the liquid phase, μliq, and in the solid phase,
μsol. When Δμ > 0, the system experiences supersaturated
conditions,2 and growth, primary and secondary nucleations,
can occur following different mechanisms.
Growth mechanisms are usually classified into surface

integration-limited and mass transport-limited. Secondary
nucleation can be caused by a mechanical mechanism such as
attrition, which is not directly dependent on the difference in
chemical potential, or by shear and surface phenomena, which
require a minimum value of Δμ to happen, thus resulting in an
activated mechanism. This value of Δμ defines the secondary
nucleation threshold. Primary nucleation is defined as
heterogeneous, if the nuclei form on an existing surface, or
homogeneous if they form in the bulk of the solution. The
minimum level of Δμ that triggers a detectable level of
homogeneous nucleation is the primary nucleation threshold.
Secondary nucleation plays a key role in the production of

crystals in industrial crystallizers, particularly in the case of
continuous crystallization processes, where new crystals
generally form in the presence of grown crystals of the same
solute. There are various theories to rationalize it.3−14 The
formation of secondary nuclei can be enabled either (i) by
mechanical forces originated from the collisions of a seed crystal

with the impeller or with the reactor walls, e.g., in the case of
attrition and of initial breeding (see Figure 1a), or else (ii) by the
presence of a seed crystal surface that enhances the secondary
nucleation process, as it is the case of surface breeding,8 embryo
coagulation,5 contact nucleation,12 and shear nucleation15 (see
Figure 1b,c).
Mersmann and co-workers7,16,17 have developed an extensive

theory to model secondary nucleation by attrition, which has
been validated by experiments and further expanded in more
recent years.18,19 The main result of these studies is that
secondary nucleation by attrition is active at any time because
the mechanical forces forming fragments from the seed are only
dependent on the stirring conditions. Nevertheless, the
secondary nucleation rate depends on Δμ, since the attrition
fragments survive and grow only under supersaturated
conditions.19 It is worth noting that secondary nuclei formed
by attrition are of the same nature (polymorphic form or
handedness in the case of chiral crystals) as the seed crystal.
Themechanisms based on the effect of the seed crystal surface

are less well described and they are usually classified into either
contact secondary nucleation or embryo coagulation secondary
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nucleation (ECSN). In contact secondary nucleation, on the one
hand, clusters that are already formed in solution20,21 nucleate
when close to a seed crystal because of the contact with an
external body (e.g., impelling rod9−11,22) because of fluid
shear15,23−25 or because of an “autocatalytic” effect of the crystal
surface.13 On the other hand, according to the ECSN theory,5

the van der Waals forces between clusters and seed crystal
enhance the concentration of clusters close to the seed, and
secondary nuclei result from the rapid coagulation of those
clusters. Nuclei produced by surface-induced secondary
nucleation shall not necessarily have the same polymorphic
form or handedness as the seed crystal.
In summary, the seed crystal surface might work as a catalyst

for the formation of clusters. This mechanism has been
experimentally observed,10,26 and it has been used to explain
the non-stereo-selective nucleation of enantiomers.8,27

In this context, this contribution presents a novel thermody-
namic framework to describe secondary nucleation by
interparticle energy, SNIPE in short, as a homogeneous primary
nucleation mechanism, enhanced by the presence of seed
crystals. As a matter of fact, in solution, some clusters get
energetically stabilized by the presence of the seed surface. The
Gibbs free energy for the formation of a cluster is calculated
according to classical nucleation theory (CNT),1 with the
addition of a contribution due to interparticle interactions acting
between the seed surface, and the molecules and clusters in
solution and suspension, respectively. In recent years, an
alternative nucleation theory, i.e., the two-step nucleation
theory, has been introduced, based on the observation of the
presence of dense-liquid structures during the process of
formation of nuclei. This theory has originally been developed
for large molecules, i.e., proteins,28,29 but dense-liquid structures
have also been observed in the case of small organic and
inorganic molecules.30,31 In principle, the framework of SNIPE
could be applied to the two-step nucleation theory as well: the
interparticle energies between the dense-liquid structure and the
seed crystal would describe the effect of SNIPE, provided the full
energetic characterization of the intermediate state, i.e., an
analytical expression of the energy of formation of nuclei from
the two-step nucleation process, was available. Nevertheless, in
this work, we perform the analysis starting from the description
given by the CNT, which is a well-accepted theory, whose
functional form is able to describe experimental results, and
which has been used to characterize the primary nucleation of a
broad range of materials. Summarizing, due to interparticle
interactions, the primary nucleation process is facilitated and
accelerated. Similarly to ECSN, SNIPE involves interactions
among clusters and seed surface, but contrary to ECSN, SNIPE

does not attribute the formation of stable secondary nuclei to
coagulation. SNIPE’s approach is firmly rooted in the simple
concepts of the classical nucleation theory.
This paper is structured as follows: in Section 2, we present

the thermodynamic formulation of the Gibbs free energy for the
formation of a cluster in the proximity of the seed crystal surface.
This requires a detailed understanding of the solute concen-
tration around growing crystals and of the interparticle forces.
Then, in Section 3, a case study of paracetamol crystallization in
an ethanol solution at a constant supersaturation is examined
and discussed; in particular, three key quantities are defined to
quantify the effect of interparticle interaction on the nucleation
process. Finally, in Section 4, a sensitivity analysis on two
uncertain parameters is carried out and the thermodynamic
description of ECSN is compared to that of SNIPE.

2. THERMODYNAMICS
In the scope of the classical nucleation theory, CNT in short,
external fields, such as gravity, attractive, and repulsive
interparticle forces, are not considered. Inspired by the research
on colloidal systems,32−37 we include the effect of interparticle
forces into the classical framework of crystal nucleation. In the
following, the thermodynamics for the formation of a cluster
near a seed crystal surface is described: to this aim, one needs to
determine the solute concentration near the surface of a growing
seed crystal and to define the possible interparticle interactions
in the system. Finally, we include this newly derived Gibbs free
energy into the conceptual framework of CNT, including by
using the concept of critical nucleus size.

2.1. Gibbs Free Energy for the Cluster Formation Near
a Crystal Surface. Let us now consider the Gibbs free energy
required for the formation of a single cluster consisting of n
molecules in the proximity of a seed surface. In this case, we
assume that in the initial state, i.e., State 1 in Figure 2,M solute
molecules (we are considering for the sake of simplicity but
without loss of generality molecules that do not dissociate in
solution) dissolved in a solvent in the proximity of a seed crystal
of the same substance. The Gibbs free energy for State 1 can be
written as

G M G E x( )
i

M

i1 l se
1

IP
m∑μ= + +

= (1)

where μl is the chemical potential of a solute molecule in the
solution (in units of J per molecule), Gse is the free energy of the
seed, and EIP

m is the interparticle energy between a dissolved
molecule and the seed surface, which depends on the distance xi
between the two.

Figure 1. Illustration of secondary nucleation mechanisms. (a) Secondary nucleation by attrition after collision with the impeller/wall. (b) Surface-
induced secondary nucleation due to contact/shear. (c) Embryo coagulation secondary nucleation.5
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State 2 in Figure 2 shows the final state after the formation of
the cluster; its Gibbs free energy can be calculated as

G M n n G b n

E x E n x

( )

( ) ( , )
i

M n

i

2 l c se
2/3

1
IP
m

IP
c∑

μ μ γ= − + + +

+ +
=

−

(2)

where n is the number of molecules in the cluster, with chemical
potential equal to μc, b is the surface area of a molecule, i.e., a
sphere in this case hence b = πd1

2 = (36π)1/3V1
2/3, γ is the specific

surface energy, and EIP
c (n, x) is the interparticle energy between

the n-sized cluster and the seed surface, depending on the
distance x between the two.
To describe the process, the following assumptions are

introduced:

(1) the surface of the seed crystal is considered as a flat
surface, infinitely larger than the cluster forming in its
proximity;

(2) the size of the cluster is characterized by the number of
constituting molecules, and the cluster shape is assumed
to be spherical;

(3) the positions of the nmolecules in State 1 are identical to
those of the n molecules forming the n-sized cluster in
State 2. In the Supporting Information, other geometric
configurations of the n molecules in solution (i.e. before
cluster formation) are considered and their effect on the
interparticle energy and on the secondary nucleation is
discussed; such analysis shows that the configuration
described above represents the most consistent approach.

It is worth noting that the last term on the right-hand side of
eq 2 depends only on the cluster size, n, and on its distance from
the seed surface, x, because the position of the individual
molecules in the cluster is uniquely specified when assigning n
and x (see Figure 2). This is true also for the last term on the
right-hand side of eq 1 because of assumption 3 (see eq 6).
The Gibbs free energy change upon the formation of an n-

sized cluster in the proximity of a seed crystal is therefore

where the change in chemical potential per molecule is
Δμ = μl − μc. In eq 3, we highlight the three components of
ΔG, all dependent on the cluster size, n. ΔGV is the only term
dependent on Δμ, and it is always negative. ΔGA is the cluster
surface energy, and it is always positive. ΔGIP is the interparticle
potential, which can, in principle, be positive or negative,
depending on the distance from the seed surface, x. The sum of
ΔGV andΔGA is the Gibbs free energy of formation of an n-sized
cluster for homogeneous nucleation in the scope of CNT,
ΔGhon(Δμ, n).1,2 The interparticle term is novel with respect to
the CNT; it can be viewed as the effect of an external field,
namely, that created by the seed crystal itself.
To calculate the total Gibbs free energy, the following

quantities need to be determined: Δμ close to the seed surface
and the interparticle energies.

2.1.1. Concentration Profile at the Interface of a Growing
Crystal.The driving force of crystallization is often related to the
supersaturation ratio, S, defined as2

S
c

c k T
ln ln

B

μ=
*

≈ Δ
(5)

where c is the solute concentration in the liquid phase, c* is the
bulk solubility, kB is the Boltzmann constant, and T is the
absolute temperature of the solution. The approximation in eq 4
holds for conditions where the ratio of the solute’s activity
coefficients at c and c* is close to 1.1,2,38

In the supersaturation regime, where growth and secondary
nucleation are active, molecules in a supersaturated solution
attach to an existing crystalline surface. This is a problem
regarding mass transfer and kinetics of attachment and
detachment at the crystal surface; thus, a description of the
concentration at the liquid−solid interface is needed.2 The
supersaturation at the interface is what we believe to be the
driving force for secondary nucleation in the proximity of a seed
crystal,39,40 and because of considerations about the growth
regimes, reported in the Supporting Information, it is reasonable
to assume that the interfacial supersaturation is equal to the bulk
supersaturation, SI ≈ S. In the Supporting Information, we
provide additional material to support this conclusion, i.e., a
description of the crystal growth theories,7,41−44 and an
overview of experimental works45,46 that measure the concen-
tration close to a growing crystal.

2.1.2. Interparticle Energies. The interaction potential
between a spherical cluster and an infinitely large surface in
the geometry described in Figure 2 can be calculated using the
method developed by Hamaker,47 where pairwise additivity of
the intermolecular forces is assumed. The full derivation of the
equations hereafter can be found in the Supporting Information:
here, we only present the final form.
Considering both van der Waals attractive forces and Born

repulsive forces (soft repulsion),33,34,48 the interparticle
potential for an n-sized cluster can be written as

where x is the distance between the surface of the cluster and
that of the seed crystal; Rn = n1/3R1 is the radius of the n-sized
cluster, with R1 being the molecular radius; Ac is the Hamaker
constant for the cluster interacting with the seed crystal; and σ0 is
the collision diameter of the Born repulsive forces. The sum of
the interaction energies of the n molecules in solution before
they form the cluster can be calculated with the same

Figure 2. Formation of a cluster of n molecules. State 1 consists of M
solute molecules in solution and the surface of a seed crystal (in black).
Eachmolecule i is at distance xi from the seed surface. State 2 represents
the situation after the formation of n-molecule clusters at a distance of x
from the crystal surface. The number of dissolved solute molecules
decreases to M − n. Solvent molecules are considered to be inert as in
CNT and not visualized for clarity.
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geometrical considerations as in the Hamaker method, and it
results in

E x
A
A

E n x( ) ( , )
i

n

i
1

IP
m m

c
IP
c∑ =

= (7)

where Am is the Hamaker constant of a dissolved molecule
interacting with the seed crystal and the energy of the molecule
is calculated as the energy of a cluster of size 1 at a distance x
from the surface; thus, EIP

m(x) = Am/AcEIP
c (1, x).

For ionic systems such as NaCl or KCl, where solute
molecules are dissociated into ions, the contribution of
electrostatic energy must be considered in addition to the van
der Waals and Born contributions. In this case, the
thermodynamic analysis can be based on the considerations
above, but a different interparticle potential has to be
considered. In particular, the electrostatic contribution would
result in the formation of a Stern double layer,48 or in more
complex ionic concentration profiles along the distance (from
the seed surface) coordinate,49 which would substantially
modify the energy landscape close to the seed surface itself.
Studies of molecular dynamics have shown the formation of
clusters of NaCl in an aqueous solution close to a seed crystal.49

In other works, the mechanisms of nucleation of ionic crystals,
independently of the presence of seeds, have been inves-
tigated,50,51 starting from an interparticle potential comprising
van der Waals attraction, Born repulsion, and electrostatic
energies.52 In case different solvents are considered, the choice
of interparticle energies needs to be revised according to their
physical and chemical properties (e.g., polarity, viscosity, and
density), as well as to their possible interaction with the solute,
thus resulting in an interparticle potential including other
contributions, e.g., electrostatic, drag, friction, and shear
forces.48

In the Supporting Information, we provide details about the
mathematical derivation, in fact, an integration, to obtain the
cluster surface and the molecule surface potentials, as well as an
analysis about different interparticle forces, e.g., the DLVO
theory, and further considerations about Ac and Am.

2.2. Total Gibbs Free Energy. Substituting eqs 4, 5, and 6
into eq 3, one can express the Gibbs free energy change upon the
formation of an n-sized cluster as

G S n x nk T S b n
A
A

E n x( , , ) ln 1 ( , )B
2/3 m

c
IP
cγΔ = − + + −

i
k
jjjjj

y
{
zzzzz

(8)

which can be plotted either as a function of the number of
molecules in the cluster, n (see Figure 3a), or as a function of the
distance from the seed surface, x (see Figure 3b).
The total Gibbs free energy as a function of the distance to the

seed crystal (solid black line in Figure 3b) exhibits a minimum at
around 0.3 molecular layers, which yields a stabilization effect to
the cluster compared to that experienced by the same cluster in
the bulk of the solution, i.e., under conditions where only
homogeneous nucleation may occur. The stabilization effect is
given by the fact that, at small distances from the seed surface,
the energetic barrier to overcome to form a cluster,ΔG, is lower
than the energetic barrier for homogeneous nucleation, ΔGhon
(see the dashed black line in Figure 3b).
The dependence of ΔG on n, as illustrated in Figure 3a, is

qualitatively similar to that obtained through CNT, i.e., when
the term ΔGIP is not present. As in the CNT,39 the critical
nucleus size, n*, is the size at which the Gibbs free energy
reaches its maximum, and it can be calculated as

n S x
G S n x

n
( , ):

( , , )
0

n S x( , )

* ∂Δ
∂

=
* (9)

for every distance x from the seed crystal. The stabilization effect
produced by the seed surface is also evident because of the
smaller critical nucleus size (red circle in Figure 3a) compared to
the critical nucleus size for homogeneous primary nucleation
based on CNT (black circle in Figure 3a), and by the
correspondingly lower ΔG value at the maximum of the curve,
i.e., by the lower energy barrier for the formation of a stable
nucleus.
Because of the effects quantified by eq 7 and illustrated in

Figure 3, the formation of new stable nuclei is favored in the
proximity of a seed crystal with respect to the bulk of the

Figure 3. Decomposition of the total Gibbs free energy (solid black), in its interparticle (solid red) and homogeneous nucleation (dashed black)
components as in eq 4. (Left) Critical nucleus sizes are indicated as the size corresponding to the maximum of the total Gibbs free energy, both for the
stabilized case (red circle) and for the homogeneous case (black circle). (Right) Total energy, when getting closer to the seed surface, presents a well,
which is the cause of the stabilization compared to the homogeneous nucleation conditions.
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solution. The “depression” of the critical ΔG barrier shown in
Figure 3 is enough to justify a higher rate of nuclei formation in
the presence of seeds, than in the bulk of the solution. In
crystallization processes, such an effect will be related, possibly
in a proportional manner, to the overall surface area provided by
the seeds. The combination of these two features of the
mechanism described here motivates us to call it indeed
secondary nucleation.

3. RESULTS
In this section, we present the results of our analysis, in terms of
the energy landscape resulting from the implementation of the
SNIPE theory and of the effect of supersaturation. We also
define useful indicators of the stabilization effect. All calculations
are based on parameters that characterize the behavior of
paracetamol in an ethanol solution (see Table 1).

3.1. Energy Landscape of SNIPE. At a given super-
saturation, i.e., for a given value of Δμ, there are only three free
parameters to fully determine eqs 5 and 6, namely, the Hamaker
constant of clusters, Ac, the Hamaker constant of molecules, Am,
and the collision diameter, σ0. The ratio between the molecule
and the cluster Hamaker constants is set to 0.05 since we assume
that molecules dissolved in solution have similar, if not the same,
refractive index and dielectric constant as the solution, thus
resulting in Am≪ Ac and in a weak interaction of molecules with
the seed crystal. A more detailed explanation is provided in the
Supporting Information. The value of theHamaker constant and
of the collision diameter (reported in Table 1) have been taken
from the literature,33,34,48 and a sensitivity analysis, where both
of them are varied, is presented in Section 4.1.
In Figure 4, the Gibbs free energy for the formation of a

cluster, as given by eq 3, is shown as a function of the cluster size,
n, and of the distance from the surface rescaled by the molecular
diameter, x/d1 (we will call this the number of molecular layers).
This energetic landscape is valid for a fixed value of
supersaturation, namely, S = 1.7 in this case, while qualitatively
similar but quantitatively different results are obtained at
different levels of supersaturation (see Figure 5). Note that
the color code ofΔG is identical in Figures 4 and 5; warm colors
in Figures 4 and 5, e.g., light green and yellow, correspond to
large values of ΔG, while cold colors, e.g., dark green and blue,
correspond to small ones. The critical nucleus size is defined by

eq 8, and it is plotted in Figure 4 as a function of the distance
from the seed surface as a red line. Note that the CNT critical
nucleus size, nhon* , plotted as a black line, is obviously
independent of this distance.
In Figures 4 and 5, one can readily observe that ΔG attains

very high values close to the surface, thus resulting in an
extremely large, almost infinitely large, critical nucleus size.
Then, the critical nucleus size reaches aminimum value, at about
0.3 molecular layers, before approaching asymptotically the
same plateau value calculated with CNT for homogeneous
nucleation.
With reference to Figure 4, by changing the distance from 0.3

to 10 molecular layers, the critical nucleus size changes from
about 120 to about 180molecules, and the dimensionless energy
barrier to overcome, i.e.,ΔG/(kBT), from about 25 to about 45:
this demonstrates the stabilization effect on clusters due to the
interparticle energies at a small distance from the seed surface. In
this work, we do not discuss if these clusters survive and how
they are exchanged back and forth with the bulk, but we just
present the thermodynamic aspects related to the possibility of
the formation of supercritical nuclei at certain distances from the
seed surface. The kinetics aspects of this model are reported in
Part II of this series.56

In Figure 5, we show the same results forΔG, as in Figure 4, at
two other supersaturation levels, namely, S = 1.5 and 1.9. There,
the energy landscapes have similar topology and structure but
different quantitative values. It is worth noting that when S
increases from 1.5 to 1.7 and to 1.9, the smallest critical size
decreases from about 300 molecules to about 120 and to about
70, whereas the minimum in the dimensionless energy barrier
drops from about 45 to about 25 and to about 15. This result is
straightforward, meaning that, at higher supersaturation,
nucleation occurs more easily and the critical nucleus is smaller.

3.2. Stabilization Indicators. To quantify the enhance-
ment effect of the interparticle potential on secondary
nucleation, three dimensionless quantities are defined: the
supersaturation enhancement factor, Est (in Section 3.2.1), the
stabilization distance, lst (in Section 3.2.2), and the maximum
relative decrease in critical nucleus size, λ* (in Section 3.2.3).

Table 1. Physical and Chemical Properties of the
Paracetamol−Ethanol System at 20 °Ca

symbol paracetamol description

ρc 1263 crystal density [kg/m3]
ρl 789 solution density [kg/m3]
MW 151.16 × 10−3 molar mass [kg/mol]
c* 0.18 solubility concentration at 20 °C [kg/kg]
γ 11.1 × 10−3 specific surface energy [J/m2]
kv π/6 volume shape factor
V1 1.99 × 10−28 molecular volume [m3]
Ac 1 × 10−19 cluster Hamaker constant [J]
Am/Ac 0.05 ratio of molecule-cluster Hamaker constants
σ0 0.3 × 10−9 collision diameter [m]

aSolubility data from Worlitschek and Mazzotti.53 The value of the
specific surface energy is within the range between an experimentally
fitted value (4.3 × 10−3 J/m2 at 40−46 °C in ref 54) and a
theoretically predicted value (13.4 × 10−3 J/m2 at 20 °C by eq 12 in
ref 55).

Figure 4. ΔG as a function of the cluster size, n, and the distance from
the seed surface, x/d1. The critical nucleus size, calculated according to
eq 8, is shown with a solid red curve, and the CNT critical nucleus size,
which is independent of distance, is shown with a solid black line.
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These indicators are needed to compare different conditions and
different systems, e.g., when varying supersaturation.
3.2.1. Supersaturation Enhancement Factor. The super-

saturation enhancement factor is defined as

E n x
n

G n x
k T

( , ): exp
1 ( , )

st
IP

B
= −

Δi
k
jjjjj

y
{
zzzzz (10)

where ΔGIP is defined in eqs 3 and 4 and shown in Figure 6, for
the case S = 1.7. By varying n over all of the possible cluster sizes,
we obtain x̃n, which is the locus corresponding to the minima of
ΔGIP(n, x) with respect to x, and it is shown with a dashed red
line in Figure 6. In this plot, n* and nhon* are again the SNIPE and
the CNT critical nucleus size, respectively. The minimum

critical size of SNIPE is defined as n n xmin( ( ))
x

st* = * . Using

these definitions, the stabilization energy landscape of Figure 6
can be subdivided into three distinct regions: (i) region I, if 1 < n
< nst*, where a cluster gets stabilized but its size is smaller than the
critical size; (ii) region II, if nst* < n < nhon* , where a cluster can
undergo SNIPE, but not homogeneous nucleation; and region
III, if n > nhon* , where the size of the cluster is larger than the CNT
critical nucleus size for homogeneous nucleation, and both this
and SNIPE can occur.
It is worth noting that SNIPE is favored over homogeneous

nucleation because the stabilization effect decreases the energy
barrier for the formation of a cluster, whose effect is twofold: on
the one hand, the critical size gets smaller, thus allowing a small
cluster to become a nucleus (e.g., a cluster in region II), but on
the other hand, the interparticle energies also increase the
concentration of clusters in the stabilized region, thus enhancing
indirectly the rate of nucleation, as explained in Part II of this
series.56

By solving eq 9 forΔGIP and by substituting it into eqs 4 and 7,
one can rewrite ΔG as

G S n x nk T SE n x b n( , , ) ln( ( , ))B st
2/3γΔ = − + (11)

where the effect of interparticle energies is represented by a
single factor Est, by which the supersaturation is multiplied. Note
that, setting Est = 1, i.e., no effect of interparticle interactions,
reduces eq 10 to theΔG expression for homogeneous nucleation
according to CNT.

3.2.2. Stabilization Distance. As discussed above and
illustrated in Figures 4−6, the stabilization effect is active only
up to a certain distance from the seed surface, xst, beyond which
it vanishes and the critical nucleus size is equal to that of
homogeneous nucleation. This stabilization distance can be
quantified by the following dimensionless distance, lst = xst/d1.
Let us first define the relative decrease in critical nucleus size as

S x
n S n S x

n S
( , )

( ) ( , )
( )

hon

hon
ν =

* − *
* (12)

Figure 5.ΔG as a function of the cluster size, n, and the distance from the seed surface, x/d1 at two values of supersaturation, namely, S = 1.5 (left) and
S = 1.9 (right). The critical nucleus size is shown with a solid red curve and calculated with eq 8; the homogeneous critical size is shown with a solid
black line.

Figure 6.ΔGIP(n, x) as a function of n and x, the locus corresponding to
the minima of ΔGIP(n, x) is shown with a dashed red line, x̅n, and the
nondimensional stabilization distance, lst, with a dashed white line. The
critical nucleus size is shown with a solid red curve, and the
homogeneous critical size is shown with a solid white line. nst*
corresponds to the minimum critical nucleus size because of the
stabilization effect.
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which is a relative measure of the distance between the SNIPE
critical nucleus size, n*(S, x), and the CNT critical nucleus size,
nhon* (S). The stabilization distance is defined as the biggest x
where ν(S, x) is larger than an arbitrary value ϵ, i.e.,

x S S x( ) max ( , )
x

st ν=
(13)

s.t. (S, x)ν ≥ ϵ (14)

In the examples reported in this paper, ϵ is set to 0.01. In Figure
6, the nondimensional stabilization distance lst is shown by a
vertical solid white line, which divides the plane into two
regions: on the left-hand side, the cluster formation is facilitated
by the stabilization effect (i.e., by negative values of ΔGIP in an
interval of distances from the seed surface), whereas on the
right-hand side, the stabilization effect is absent (i.e., ΔGIP is
negligible). Note that the sign of ΔGIP is determined by the
interplay of van der Waals and Born energies, which depends on
the distance and on the cluster size, as shown in Figure 3. A
negative value of ΔGIP means that the attractive forces are
prevailing over the repulsive forces, thus decreasing the critical
energy barrier to form a stable nucleus.
3.2.3. Maximum Relative Decrease in Critical Nucleus Size.

The stabilization effect due to the presence of the seed surface
can also be characterized by the maximum of ν(S, x), defined as

S S x( ) max ( , )
x

λ ν* =
(15)

When λ* ≈ 0, only homogeneous nucleation occurs, whereas
when λ * > 0 and increases toward 1, the stabilization effect is
such that nucleation as SNIPE prevails.
3.2.4. Compartmentalization of the Stabilization Effect.

From the thermodynamic analysis above, we obtain the Gibbs
free energy as a continuous function of S, n, and x (eq 10), whose
formula is accurate and insightful, but its distance dependence
makes it difficult to incorporate it in macroscopic descriptions of
crystallization.1

To simplify the x-dependence of ΔG, we can compartmen-
talize the space into two regions: the stabilization region
(0 < x/d1 ≤ lst) and the bulk region (x/d1 > lst). In the
stabilization region, the formation of a cluster is dependent on
the interparticle energies and Est > 1, whereas in the bulk region,
the stabilization effect is absent and Est = 1, whereby only
homogeneous nucleation can occur.
The volume of the stabilization compartment is directly

proportional to lst and to the total area of seed crystals present in
the system, i.e., the second moment of the seed crystal
population. In Part II of this series,56 calculations of these
compartment volumes are presented.
For simplicity, the two-compartmentΔG can be described by

a piecewise constant function GΔ̂ as

G S n x

nk T SE n b n x d l

nk T S b n x d l
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where Ẽst(n) = Est(n, x̃n), with x̃n being the distance
corresponding to the minimum of ΔGIP for a specific cluster
size n (see the red dashed line in Figure 6). The choice of the
minimum of ΔGIP, thus the maximum of E, is driven by the fact
that the minimum in energy corresponds to the most
energetically stable location for a cluster, hence to its preferred
location.

In Figure 7, we plot the values of Ẽst(n) thus obtained; it is
apparent that it is a monotonically decreasing function of n. In

particular, the reader should focus on region II, where
nst* < n < nhon* , which corresponds to the range of cluster sizes
that can undergo nucleation because of the stabilization effect.
It is also worth noting that for some applications, a

simplification would be useful, whereby in the compartment
where stabilization is active, the enhancement factor is constant.
We call such constant enhancement factor E̅st, and we choose to
assign it the value corresponding to the critical nucleus size
calculated from CNT, i.e., we set E̅st = Ẽst(nhon* ). In the current
case, E̅st = Ẽst(nhon* ) = 1.17. From the inspection of Figure 7, one
can readily observe that this is a rather conservative choice that
most likely underestimates the intensity of the stabilization effect
predicted by the SNIPE theory.

3.3. Effect of Supersaturation. The effect of super-
saturation on the three key indicators defined above is shown in
Figure 8 (see the corresponding energy landscapes in Figures
5a,b and 4 as a reference for the values S = 1.5, 1.9, and 1.7,
respectively). One can observe that by increasing the super-
saturation, the stabilization effect is monotonically enhanced, as
indicated by the stabilization indicators Est(nhon* ), and λ* (whose
values are given by the left axis of Figure 8). The stabilization
distance (right axis of Figure 8) is less sensitive to super-
saturation, but it also monotonically increases, thus indicating
that the distance at which the stabilization effect is active
increases with supersaturation.

4. DISCUSSION AND CONCLUSIONS
4.1. Sensitivity Analysis. The parameters used in this

study, i.e., those given in Table 1, based on similar studies in the
literature,33,34,36,48 are admittedly difficult to measure. For this
reason, we have performed a sensitivity analysis with respect to
the Hamaker constant of the cluster, Ac, and to the collision
diameter in the Born repulsive energy contribution, σ0, and have
illustrated it in Figure 9, using as reference value S = 1.7.

Figure 7. Ẽst as a function of n. Region II, where nst* < n < nhon* ,
corresponds to cluster sizes that can undergo secondary nucleation
thanks to the interparticle energy effect described by SNIPE. In the
current case, S = 1.7 and Ẽst(nhon* ) = 1.17 (red dot).
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The three stabilization indicators are plotted in Figure 9,
namely, the supersaturation enhancement factor, i.e., E̅st, as a
solid blue line, and the maximum relative decrease in critical
nucleus size, i.e., λ*, as a dash-dotted blue line, using the left
vertical axis (dimensionless), and the stabilization distance, i.e.,
lst, as a dashed red line, using the right vertical axis (in units
corresponding to the number of molecular diameters). The plot
on the left illustrates the effect of changing the Hamaker
constant, Ac, at constant collision diameter, σ0, whereas the plot
on the right illustrates the effect of changing the latter at constant
values of the former.
It can readily be observed that, on the one hand, increasing the

Hamaker constant enhances the stabilization effect, as quantified

by all three indicators. This is consistent with the fact that the
interparticle energy introduced by the SNIPE model becomes
larger and larger relative to the energy associated with the
formation of an n-sized cluster in the CNT with increasing
values of the Hamaker constant (see eq 7 with eq 5).
On the other hand, increasing the action range of the Born

repulsive forces, i.e., increasing σ0, weakens the stabilization
effect, particularly it decreases the supersaturation enhancement
factor and the maximum relative decrease in critical nucleus size.
The stabilization distance remains unaffected in this range of
values of σ0 because it is mostly affected by the longer-range
attractive van der Waals forces.
In summary, a stronger stabilization effect, thus an enhance-

ment of secondary nucleation, can be obtained in systems that
exhibit larger Hamaker constants and smaller collision
diameters.

4.2. Comparison with ECSN and Change of System.
The established ECSN theory describes the process of
“catastrophic” secondary nucleation in the presence of seed
crystals and in the absence of attrition. It is acknowledged to be
able to explain and to describe the non-stereo-selective
secondary nucleation of enantiomers that has been observed
in some experimental systems.8,26,27,57

4.2.1. Thermodynamics of ECSN. The thermodynamic
foundations of ECSN and SNIPE are the same in that they
both include interparticle energies to describe the formation
(and the stabilization) of a cluster close to the seed surface.
Nevertheless, ECSN is based on some stricter hypotheses than
those required by SNIPE, namely:

(1) ECSN considers only van der Waals attractive forces but
no short-range repulsive ones.

(2) In the derivation of the Hamaker equation for the
interparticle energies (see the first term in eq 5), the
expression of the van derWaals energy is simplified for the
close approach case (x ≪ Rn), resulting in

E n x
A R

x
( , )

6
n

IP,ECSN
c c= −

(17)

Figure 8. Effect of the variation of S on the supersaturation
enhancement factor (solid blue line) (left axis), on the maximum
relative decrease in critical nucleus size (dash-dotted black line) (left
axis), and on the stabilization distance (dashed red line) (right axis).
The dashed vertical lines correspond to S = 1.5, 1.7, and 1.9, whose
energy landscapes are reported in Figures 4 and 5.

Figure 9. Effect of the variation of two uncertain parameters, i.e., Hamaker constant of the cluster, Ac (left), and the collision diameter in the Born
repulsive energy, σ0 (right). The supersaturation enhancement factor is shown with solid blue lines (left axis), the maximum relative decrease in critical
nucleus size is shown with dash-dotted blue lines (left axis), and the stabilization distance is shown with dashed red lines (right axis).
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(3) In the calculation of the interparticle potential, no
contribution of the solute molecules in solution is taken
into account since they are considered indistinguishable
from the solvent molecules: this corresponds to setting
Am = 0 in the analysis above (see eq 7).

The complete Gibbs free energy change upon formation of a
cluster according to the ECSN is therefore

G S n x G S n E n x( , , ) ( , ) ( , )ECSN hon IP,ECSN
cΔ = Δ − (18)

which can be directly compared to eq 4 for SNIPE.
The system analyzed both theoretically and experimentally by

Qian and Botsaris5 is potassium chloride in an aqueous solution.
Considering that KCl dissociates in aqueous solution, recent
studies49−51 show that a more comprehensive thermodynamic
analysis should include the electrostatic contribution, in
addition to van der Waals and Born energies (see also Section
2.1).
Finally, it is worth noting that for nondissociating systems, the

thermodynamics derived in SNIPE is more general than that
derived in ECSN, and that these two thermodynamic
descriptions are applied to two different kinetic frameworks, as
described below.
4.2.2. Kinetics of ECSN and Secondary Nucleation Rate.

From the kinetics perspective, the ECSNmodel assumes that, in
the thin layer where stabilization is active, subcritical molecular
clusters of a fixed size grow by aggregation, through the so-called
von Smoluchowski rapid coagulation.58 Through further
considerations about the coagulation process, the thickness of
the stabilization layer, and the area of the seed crystal, a
secondary nucleation rate for ECSN has been derived and
applied to discuss experimental data.5

4.3. Concluding Remarks. In the framework of the classical
nucleation theory, we have presented a novel approach to
explain secondary nucleation close to the surface of a seed
crystal. The analysis takes into consideration the interparticle
forces that a cluster experiences in the proximity of a seed crystal,
namely, van der Waals attractive forces and Born repulsive
forces, and it includes them into the expression of the Gibbs free
energy of formation of a cluster. From this, a critical cluster size
and an energy barrier for nucleation can be calculated, similarly
to what is done in the classical nucleation theory. The novelty of
this work lies in an extension of the CNT by including the
interparticle forces as an external field for describing a secondary
nucleation mechanism that is not due to attrition.
The addition of interparticle forces in the calculation of the

Gibbs free energy for nucleation results in the stabilization of
subcritical clusters close to the seed surface. At a long distance
from the seed surface, the developed model is reduced to
homogeneous nucleation according to the classical nucleation
theory (CNT). The approach has been analyzed for different
supersaturation levels of paracetamol crystallization in an
ethanol solution. Moreover, the sensitivity analysis allowed us
to highlight the importance of the choice of two parameters,
namely, the Hamaker constant and the collision diameter, for
the stabilization of the crystallization process.
The intensity of the stabilization effect due to the seed surface

can be quantified in terms of some key quantities, one of which is
the enhanced supersaturation factor, Est. In Part II of this series,
this quantity has been implemented in the framework of the
kinetic rate equations model to describe the kinetics of
secondary nucleation by interparticle energies. We are confident
that such an approach can be used also for many systems and

conditions, given the knowledge of the interparticle forces acting
in the systems and the key parameters to model them.
Summarizing, the theory above can be useful to provide the

basis for the description of secondary nucleation in crystallizers,
where attrition and mechanical collisions are not the dominant
mechanisms, but secondary nucleation, due to the presence of
seed crystals and possibly shear, plays themain role in generating
new crystals and determining the final product’s quality. An
additional potential issue, which is out of the scope of this work,
concerns the removal of nuclei from the seed surface to the bulk
of the solution. According to the literature,24,59,60 the removal
can be triggered by fluid shear transporting nuclei away from the
seed surface. In this case, the supercritical cluster, which is larger
compared to molecules and subcritical clusters, would
experience inertial forces, e.g., drag and shear, resulting in the
removal of such a large supercritical cluster from the seed
surface.
In Parts II and III of this series, the following approach is

adopted. First, based on the thermodynamics developed here, a
kinetic model for SNIPE, which simultaneously describes
homogeneous nucleation, growth, and secondary nucleation
by interparticle energies while overcoming the limitations of the
ECSN model, is developed (Part II). Then, based on the
thermodynamic and kinetics models, an expression for the
secondary nucleation rate according to SNIPE is derived (Part
III). To this aim, Part II extends the conventional kinetic rate
equation (KRE) model of nucleation by including a description
of SNIPE, while Part III compares different models of secondary
nucleation rates (including ECSN) with real and virtual
experiments on different materials.
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■ NOMENCLATURE

Acronyms
CNT classical nucleation theory
ECSN embryo coagulation secondary nucleation
HON homogeneous nucleation
SNIPE secondary nucleation caused by interparticle energies

■ GREEK SYMBOLS

Δμ driving force for crystallization [J]
γ specific surface energy [J m−2]
ρ density [kg m−3]
σ0 collision diameter [m]

■ ROMAN SYMBOLS

A Hamaker constant [J]
b surface area of a solute molecule [m2]
c solute concentration [kg kg−1]
c* solubility concentration [kg kg−1]
d diameter [m]
Est strength of the stabilization effect
kB Boltzmann constant [J K−1]
kv volume shape factor
lst effective range of the stabilization effect
Mw molecular weight [kg mol−1]
n cluster size in terms of the number of solute molecules
NA Avogadro number [mol−1]
R radius [m]
S supersaturation
T absolute temperature [K]
V volume [m3]
x surface-to-surface distance [m]
ΔG Gibbs free energy for forming a molecular cluster [J]

■ SUPERSCRIPTS AND SUBSCRIPTS

n n-sized clusters
B Born repulsion
c cluster/crystal
I interface
IP interparticle
l liquid/solution
m molecule
se seed crystals
vdW van der Waals
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