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Abstract

Robotic technology has entered many new fields and applications in the last years
and decades, from automated manufacturing, over warehouse logistics, to inspec-
tion of industrial sites. While automation and robotics are pushing more and more
from industrial to everyday applications, one sector has fallen behind in adapting
to those new technologies, the construction sector. Although there is a labor short-
age in construction, it still has one of the most considerable unused potentials for
automation. Exploiting on-site robotics is not only a great opportunity to resolve
the high demand for labor and to increase productivity, but it also has the potential
to enable architectural designs that exceed the size and complexity practical with
conventional methods. It also offers the opportunity to leverage context-specific,
locally sourced materials that are inexpensive, abundant, and low in embodied en-
ergy. However, it is still unclear what exact technologies are required and how
such robot solutions would potentially look like at this stage.

This thesis addresses the development of manipulation skills for a mobile ma-
nipulator to detect and assemble arbitrary solid material in a cluttered and unstruc-
tured environment like a construction site. The focus lies on the perception of the
environment, modeling object instances, and grasping and assembling objects. We
are especially interested in manipulating raw material, like stones and boulders, in
the context of robotic landscaping, as it targets applications in dangerous-to-access
or remote locations undesired for human operators.

In this work, we investigate the task of executing autonomousmissions in unseen
environments at different scales and from stationary to mobile applications. Be-
sides localization, obstacle detection, and navigation methods for the mobile base,
we introduce a compliant manipulator to perform interaction tasks. The compli-
ance gives impact robustness and the capability of controlling contact wrenches ac-
curately but comes with limited actuator bandwidth causing tracking performance
loss. We address this problem by including the actuator dynamics in a receding
horizon control formulation improving tracking anddisturbance rejection and show
that the natural stiffness of the manipulator can be preserved.
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The ultimate target of this work is the construction of large-scale structures in
real-world outdoor scenarios, outside of well-defined laboratory settings, compli-
cating the handling of previously unseen irregularly shaped objects. We contribute
by presenting a perception and grasp pose planning pipeline for autonomous ma-
nipulation of objects of interest with a robotic walking excavator. A mapping sys-
tem incrementally builds a temporally and spatially consistent LiDAR-based map
of the robot’s surroundings. It provides the ability to register externally recon-
structed point clouds of the scene, e.g., from images captured by a drone-borne
camera, helping to increase map coverage. Our grasp planning method utilizes
point clouds and mesh surface reconstruction of stones to plan grasp configura-
tions with a 2-jaw gripper mounted on the excavator. Besides taking into account
the geometry of the stone to sample force closure grasps, the grasp planner consid-
ers collision constraints during object pick and place, informed by the LiDAR-based
point cloudmap. Furthermore, we show an approach to reorient arbitrarily shaped
objects that cannot be directly placed at the desired location without violating col-
lision constraints.

Finally, the presentedmanipulationmethods are combinedwith geometric target
pose planning to compute structurally stable object compositions following a target
design. We create a novel process that takes the digitized object model in a physics
simulation to find settled placement poses and assess stability, alternately with a
3D shape matching to the target geometry. The locations of the placed objects are
refined and updated in simulation to have an accurate digital twin of the scene.
Our approach has been thoroughly validated on several interdisciplinary collabo-
rations building vertical stone towers in a table-top setup and dry-stone walls com-
posed of over one hundred stones with an average weight above 1000 kg with the
autonomous excavator HEAP.
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Zusammenfassung

Die Robotertechnologie hat in den letzten Jahrzehnten viele neue Bereiche und An-
wendungen erobert, von der automatisierten Fertigung über die Lagerlogistik bis
hin zur Inspektion von Industrieanlagen. Während sich Automatisierung und Ro-
botik stetig von industriellen zu alltäglichen Anwendungen hinbewegen, ist ein
Sektor bei der Anpassung an diese neuen Technologien ins Hintertreffen geraten:
der Bausektor. Obwohl im Baugewerbe ein Arbeitskräftemangel herrscht, gibt es
hier noch ein grosses ungenutztes Potenzial zurAutomatisierung.DieNutzungvon
Robotern in situ ist nicht nur eineMöglichkeit, den hohen Bedarf an Arbeitskräften
zu decken unddie Produktivität zu steigern, sondern erlaubt auch architektonische
Designs, die in Grösse und Komplexität konventionellenMethoden übersteigen. Es
ermöglicht kontextspezifische, lokaleMaterialien zu nutzen, die kostengünstig und
reichlich vorhanden sind und einen geringen Anteil an grauer Energie aufweisen.
Allerdings ist zum jetzigen Zeitpunkt noch unklar, welche Technologien genau be-
nötigt werden und wie eine solche Roboterlösungen aussehen sollte.

Diese Doktorarbeit befasst sich mit der Entwicklung von Manipulations-Fähig-
keiten für einen mobilen Manipulator, um beliebiges festes Material in einer un-
strukturierten Umgebung, wie einer Baustelle, zu erkennen und zusammenzufü-
gen. Der Fokus liegt dabei auf der Wahrnehmung der Umgebung, der Modellie-
rung vonObjekten und demGreifen und Platzieren.Wir sind besonders an derMa-
nipulation von rohemMaterial, wie Steinen und Felsblöcken, imKontext von Land-
schaftsgestaltung interessiert, da es Anwendungen an gefährlichen und schwer zu-
gänglichen Orten anvisiert welche die manuelle Bedienung der Maschine erschwe-
ren.

In dieser Arbeit stellen wir zunächst einen mobilen Roboter vor, der in der Lage
ist, autonome Missionen in unbekannten Umgebungen auszuführen. Neben Me-
thoden zur Lokalisierung, Hinderniserkennung und Navigation für die mobile Ba-
sis, präsentieren wir einen nachgiebigen Manipulator, um Interaktions-Aufgaben
durchzuführen. Die nachgiebigen Aktuatoren verleihen dem Manipulator Robust-
heit gegenüber Stössen und die Fähigkeit Kontaktkräfte und -momente genau zu
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regeln. Aber die Nachgiebigkeit geht mit einer begrenzten Regelbandbreite ein-
her, was zu einem Spurfehler führt. Wir behandeln dieses Problem, indem wir die
Aktuator-Dynamik in eine modellprädiktive Regelung mit einbeziehen. Wir kön-
nen dadurch den Spurfehler und das Verhalten auf Schläge verbessern, und zeigen,
dass die natürliche Steifigkeit des Manipulators gleichzeitig erhalten bleibt.

DasZiel dieserArbeit ist dieKonstruktion vonmassiven Strukturen in realenUm-
gebungen, ausserhalb einer wohldefinierten Labor-Umgebungen, was die Hand-
habung von zuvor unbekannten und unregelmässigen Objekten erschwert. Wir
präsentieren einen Ansatz zur Erfassung von Objekten und Planung von Greif-
Konfiguration für einen autonomen Schreitbagger. Das Perzeptions-System erstellt
inkrementell eine zeitlich und räumlich konsistente LiDAR-basierte Karte der Um-
gebung des Roboters. Es besteht die Möglichkeit die Abdeckung der Karte zu erhö-
hen indem extern rekonstruierte Karten mit der Szene abgeglichen werden könne,
z. B. von Kamerabildern, die mit einer Drohne aufgenommen wurden. Wir nutzen
Punktwolken undOberflächenmodelle von Steinen, umGriffe für einen am Bagger
montierten 2-Backen-Greifer zu planen. Mit der Geometrie des Steins prüfen wir
die Kraftschlüssigkeit des Griffs und wir berücksichtigen Kollisionsbeschränkun-
gen während der Objektaufnahme und -platzierung, basierend auf Punktwolken-
Karte. Darüber hinaus zeigen wir einen Ansatz, um beliebig geformte Objekte, die
nicht direkt an der gewünschten Stelle platziert werden können, neu zu orientieren,
ohne Kollisionen zu riskieren.

Schliesslich werden die vorgestellten Methoden zur Manipulation von Objek-
ten mit einer geometrischen Ziel-Posenplanung kombiniert, um strukturell stabile
Objekt- Kompositionen entlang einer gewünschten Form zu berechnen. Wir kre-
ieren einen neuartigen Prozess, der digitalisierte Objektmodelle in einer Physik-
Simulation platziert, um Kontakte zu finden und die Stabilität zu bewerten, und
abwechselnd das Objekt mit einem Formschluss an die 3D Ziel-Geometrie anpasst.
Die tatsächliche Positionen der platzierten Objekte wird lokalisiert und in der Si-
mulation aktualisiert, um einen genauen digitalen Zwilling der Szene zu erhalten.
Unser Ansatz wurde in mehreren Anwendungen validiert: von kleinen vertikalen
Steintürmen bis zu Trockenmauern aus über hundert Felsblöckenmit einemDurch-
schnittsgewicht von über 1000 kg, gebaut mit dem autonomen Bagger HEAP.
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1
Introduction

Over the last decades, significant advances were achieved in robotic manipulation
and assembly. Especially pick and place tasks are already widely researched in
the robotic community and heavily applied in industry for various goods such as
cars, electronic devices, or toys. However, they are employed in controlled environ-
ments to objects with well-defined properties in mass and shape. Often, the task
is geometrically defined, and accurate trajectory following is the primary compe-
tence needed. In contrast, contacts between the manipulator and the environment
are avoided, and interaction forces are considered a disturbance. As opposed to
the heavily automated fabrication of mass-produced goods, many sectors rely on
manual labor for simple assembly tasks because current robotic systems are not
adaptive enough to ever-varying tasks and object properties like pose and shape.
For example, on a construction site, a robot has to deal with a changing and un-
structured environment, uncertainties of object location and geometry, and vary-
ing object scale. There will be a need for flexible robotic solutions in the future, as
robots could help solve the labor shortage in the construction sector. Jobs in this
sector are physically demanding, repetitive, and often have an increased risk for
accidents and injuries. Demographic change and fewer young people willing to
work in this sector will further aggravate this shortage and increase the demand
for construction robots.

Whereas humans are incredibly versatile in grasping andmanipulating arbitrary
objects with various properties (shape, dimensions, weight) and surface character-
istics, this is still a challenging task in robotics to solve. Humans utilize visual and
haptic feedback to get a model of a previously unknown object, adapt to its shape
and property, generate an appropriate grasp intuitively, and confirm a proper hold.
Remarkably, they can perform such tasks solely using haptic feedback, whereas
robotic systems heavily rely on vision to identify object instances and create object
models. For reliable and robust manipulation, the human hand is an ideal tool,
unmatched in robotics. It is adaptive but still versatile with many controlled de-
grees of freedom and an opposable thumb. Additionally, the haptic sense gives
high-quality feedback of the contact situation and allows to place objects stably.
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This adaptivity arises from keeping the impedance (force resistance) low during
contact, which allows the hand to adjust to the occurring contact forces.

Motivated by allowing robots to interact with their surroundings, there has been
a paradigm shift in the last years from stiff and accurately position-controlled to
compliant and force-controlled manipulators that can adapt to unstructured en-
vironments. This shift is made possible through recent improvements and devel-
opments of series elastic actuators and high bandwidth torque controllable actua-
tors that allow low end-effector impedance. They make it possible to be sensitive
enough to assess and control the contact situation between objects precisely. The in-
teraction between a gripped object and the environment is no longer a disturbance
but the desired entity to sense, control, and shape. Stiff systems, however, will fail
if the uncertainty of the interaction becomes significant, as incremental changes in
joint position will decide about contact and eventually lead to unacceptable high
contact forces. Additionally, a low impedance system is capable to dynamically
interact with the environment and quickly react to unexpected impacts without
harming itself or the environment. Even if construction robots do not yet reach
the versatility, dexterity, and low impedance of humans, they hold the potential to
help us in many areas and might prevent the need to expose workers to strenuous
or dangerous situations.

1.1 Motivation and Objectives

We are interested in automating construction processes, as it promises more effi-
cient, more sustainable, and safer building operations and enables the implemen-
tation of novel types of architectural structureswith unprecedented complexity and
functional properties. In our work, we investigate the direct utilization of raw or
minimally processed solid irregular material. With irregular, we refer to a com-
plex surface shape containing concavities, tips, and a varying number of poten-
tially curved faces or edges. Raw stone or rubble material can be naturally present
in mountainous terrain or disaster sites, and it is especially suited for landscape
construction in dangerous-to-access and remote places. The minimally processed
material can come from a local quarry or as recycled concrete rubble. Omitting fur-
ther processing steps anddirectly incorporating the irregularmaterial in the robotic
construction process reduces the ecological footprint. Locally sourcedmaterial and
autonomous construction machines have a great potential for landscape building
2
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in hard-to-access areas with complicated logistics or that are hazardous places for
human operators. Leveraging locally sourced material is particularly relevant for
the task of building utility structures (e.g., retaining walls, noise protection walls,
riverbank reinforcements, coastal or avalanche protections). They usually consist
of vast quantities of distinctive elements, and the approximate global shape is more
important than the exact composition.

The day we will see a construction site that is mainly operated by autonomous
mobile robots is still far away. Nevertheless, using (semi-)autonomous agents on
the construction site is up-and-coming to reduce strenuous physical work and ac-
curately and continuously sense the current state and feed it back, informing the
construction design and adapting it.

Thiswork aims to enable robots to performassembly taskswith arbitrarily shaped
objects in real-world scenarios and focuses on the following aspects:

Perception & Manipulator Control: We present approaches for perceiving
the environment, reconstructing object instances, control interaction forces,
and grasping and assembling objects.

Structural Planning: We investigate how to bring objects in contact under
uncertainty and plan stable assemblies of irregular objects.

Validation & Execution: Ultimately, we want to go beyond human capabili-
ties andmanipulate objects exceedingmanual carrying capacity using awalk-
ing excavator as a large-scale mobile manipulation platform.

All this allows performing automated robotic landscaping with material found at
the construction site as applied in dry-stone masonry. However, possible applica-
tion areas are not restricted to the construction sector solely as robust and stable
object placing under uncertainties emerges in many applications with a dynamic
environment or by interaction with a human. Such applications can be found in
household and service robotics, collaborative assembly tasks with humans, inspec-
tion and operation of remote facilities, or search and rescue tasks.

1.2 State of the Art

This section provides insights into the current advances of integrating robotic sys-
tems in construction and their applications, focusing on automated assembling.

3
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Each chapter will cover further related work specific to the individual chapter’s
topic itself.

Utility structures, i.e., structures with a specific function but whose exact shape
matters less, are a vital part of our infrastructure. Examples include erosion barri-
ers for changing coastlines, temporary support structures in disaster sites, or con-
tainment vessels made for contaminated materials of a nuclear or chemical leak. A
construction method that is particularly well-suited for such types of utility struc-
tures is dry stone stacking, as it can make use of locally available material. Skilled
masons have practiced this method over thousands of years and learned how to
compose stable structures, typically forming those according to some heuristics [1].
These ancient methods are still in use today, especially for landscaping, however
primarily in niche applications as they are highly labor-intensive.

Several projects demonstrated the potential of large-scale autonomous construc-
tion with on-site robotics and an overview is presented by Melenbrink, Werfel
& Menges [2]. Generally combining mobile platforms with conventional indus-
trial robots, these compound setups have been predominantly demonstrated with
standardized building components [3, 4] or industrially produced chemical prod-
ucts [5]. In the automation of excavation work, Jud et al. [6] showed impressive re-
sults in creating accurate free-form trenches with force-controlled trajectories using
theHydraulic Excavator for anAutonomous Purpose (HEAP). Recent research has
demonstrated the potential of robotic systems to construct auxiliary structures in
order to achieve andmaintain navigability in previously unknown or untraversable
terrain. Thangavelu et al. [7] used decorative creek and pebble stones to build mo-
tion support structures autonomously, however on a small scale. Others did not
make use of naturally occurring found construction materials (like stones) but in-
stead used compliant bags [8] or polyurethane foam [9] to homogenize the irregu-
larities in their environment. Foreseeing future applications, robotic construction
with in-situ material will become more critical for building extraterrestrial struc-
tures. Launching building materials into space is very costly, yet simple structures
– such as berms, walls, and shelters – might be readily built from minimally pro-
cessed but rearranged materials [10, 11].

Petersen et al. [12] present an overview of multi-robot systems that can construct
autonomously building structures far more extensive than the individual robots
themselves and introduce themwith the termCollectiveRoboticConstruction (CRC).
Those systems are often inspired by how animals cooperate for building nests, pro-
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Figure 1.1: The emerging field of Collective Robotic Construction (CRC) is at the intersec-
tion ofmany existing fields like architectural design, construction processes, and
robotics [12].

tection barriers, or traps. Although CRC focuses on using multiple agents coopera-
tively, we share the same goals of tightly integrating architectural design, construc-
tion processes, robotic mechanisms, and control to achieve scalability and adapt-
ability (see Figure 1.1). Like CRC, we see our work in the combination of robot
control, sensing, and structural design, enabling a digital fabrication process with
nonstandard input material.

Re-establishing nonstandard constructionmaterial in the domain of architectural
digital fabrication is gaining popularity recently [13]. However, it is still a niche,
and only a few projects deal with irregular stone-based assembly. De Boer et al. [14]
used automotive digitization tools to create an inventory of partially-dressed lime-
stone for facade planning, and Clifford, McGee & Muhonen [15] present the idea
of reusing construction debris for masonry through robotic stone-cutting methods.
Whereas this shows the potential of combining masonry techniques with digital
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Figure 1.2: The work presented in this thesis has been mainly evaluated on the mobile ma-
nipulation platformsmANYpulator (left) andHEAP (right). Although varying
in size considerably, they both are designed for a versatile interaction tasks and
include complete onboard sensing and a force-controllable arm.

models, we want to focus on complete usage of the available material without pro-
cessing.

1.3 Thesis Organization

The content of this thesis is organized into three main parts: Mobile Manipulator
Control, Object Handling, and Discrete Assemblies. In the first part about Mobile
Manipulator Control (I), we introduce the mobile manipulation platform mANY-
pulator (see Figure 1.2, left), a versatile robot designed for autonomous mission
and interaction with an unstructured environment. We describe navigation and
obstacle detection approaches and present a force controllable manipulator com-
posed of series elastic actuators. With thismanipulator, we can use low end-effector
impedance and obtain precise measurements about the applied joint torques. To-
gether with a precise model of the system, contact points and contact forces can be
estimated. As the end-effector load in assembling is unknown and may vary con-
siderably, we present an actuator-aware receding horizonModel Predictive Control
(MPC) method that achieves robust high accuracy end-effector tracking while pre-
serving the natural compliance of the manipulator.

In the second part, Object Handling (II), we present a complete framework to
map, segment and reconstruct large-scale object instances with laser sensor data
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in a real-world environment. Furthermore, we show an approach for localizing
the objects in a scene and present a grasp planner that generates configurations
for reorienting and placing objects in a cluttered environment. We demonstrate
the applicability of our approach with real-world construction on an architectural
scale and deploy the previously developed methods on the autonomous excavator
HEAP (see Figure 1.2, right).

The third part, Discrete Assemblies (III), discusses how the developed tools in
control and object manipulation are employed to create dry-stone structures in real-
world applications, from small-scale vertical towers to large-scale retaining walls.
We focus on the construction with irregularly shaped stones and present methods
to plan and assess structurally stable assemblies in simulationwith the digitized ob-
ject models. Incorporating feedback from the actual scene in the planner, we prove
that the planned assemblies are translatable into physical structures composed of
over one hundred objects.

Last, we are concluding this work in Chapter 8, summarizing the core contribu-
tions of each chapter and providing an outlook about future developments.
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2
Mobile Manipulator for Interaction Tasks

This chapter incorporates material from the following publications:

Carius, J., Wermelinger, M., Rajasekaran, B., Holtmann, K. & Hutter,
M., Deployment of an autonomous mobile manipulator at MBZIRC. Journal
of Field Robotics, 35 8, pp.1342-1357 (2018).

Carius, J., Wermelinger, M., Rajasekaran, B., Holtmann, K. and Hutter,
M., Autonomous Mission with a Mobile Manipulator – A Solution to the MBZIRC
In Field and Service Robotics, pp. 559-573, Springer, 2018.

Video: https://youtu.be/iUPJ73Y5yMw

Autonomous manipulation in unstructured environments needs a generic mo-
bile platform designed for various tasks, not specifically tailored to a single appli-
cation. An excavator, for example, is one of the most versatile machines used for
varying tasks. However, for conducting ongoing research in navigation and com-
pliant manipulation, we decided to design a small-scale modular platform suitable
for deployment in real-world applications: A robot composed of a commercially
available base, a manipulator, and a gripper that are connected through an internal
network. We went for a custom manipulator because classical industrial arms are
rigidly position-controlled and not well suited to handle the position uncertainty
introduced by the mobile platform. Instead, our force-controlled arm, an advance-
ment of [16], can cope with the uncertainties in the real world. The robust me-
chanical structure, advanced sensing capabilities, and an integrated software stack
allow our system to operate in unstructured and unknown environments and to
complete navigation and manipulation missions therein. The software structure is
optimized to be modular, allows autonomous operation through a state machine,
and permits manual intervention if necessary.
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MOB I L E MAN I PULATOR FOR INT ERACT ION TASK S

In this chapter, we show two core contributions. First, we present a versatile six
Degrees of Freedom (DoF) robot arm suited for interaction tasks, called ANYpu-
lator, based on torque-controllable Series Elastic Actuators (SEAs). We show how
the arm is incorporated into a complete mobile manipulation platform mANYpula-
tor suitable for autonomous outdoor missions. In contrast to off-the-shelf solutions,
our design does not rely on extreme position accuracy. Instead, it uses force control
to be guided by the geometry of the manipulation object. Second, we evaluate our
system’s capabilities by competing in a robotics contest, theMohamedBinZayed In-
ternational Robotics Challenge (MBZIRC) 2017. We describe a set of implemented
behaviors concerning perception, navigation, andmanipulation skills required and
demonstrate how those capabilities are integrated into a single system with a flex-
ible interface for operator interactions. We decompose the complex mission into
simpler building blocks that a central task dispatcher coordinates.

The presented concept and system were used to master the second challenge of
the MBZIRC. The task was to maneuver an Unmanned Ground Vehicle (UGV)
to locate a wrench panel on a 60 x 60m outdoor field, navigate to it, select and
grip a suitable wrench hanging on the panel, and turn a valve stem 360 ◦ with the
tool. This challenge’s particular focus lies on entirely autonomous behavior since
any intervention by a human operator will directly result in significant score penal-
ties. Furthermore, we employed the system in the grand challenge, where the UGV
task is executed simultaneously with an Unmanned Aerial Vehicle (UAV) mission,
documented in [17]. The second challenge of MBZIRC was exclusively solved by
wheeled mobile robots in combination with a manipulator arm. Some teams of
the MBZIRC have officially documented their results for challenge 2, for exam-
ple [18–22]. Additionally, team websites1 provide supplementary information on
the robotic systems used during the competition, and most teams have published
progress videos2. A comprehensive overview of the system and its performance
during challenge two is shown by the Desert Lion Team of the University of Padova
(Italy) [23]. Their system design is, similar to ours, motivated by the idea to have
a modular and general platform.

The remainder of this chapter will cover the design of a mobile robot for naviga-
tion and manipulation tasks (Section 2.1); a software architecture for autonomous
mission execution (Section 2.2); a complete localization and navigation software

1 All qualified teams are listed under https://www.mbzirc.com/qualified-teams/2017 (Accessed:
2021-04-15)

2 See https://mbzirc.com/video/first-progress-report (Accessed: 2021-04-15)
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Computer (x1)
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Figure 2.1: Overview of the integrated mobile manipulator platform mANYpulator.

stack (Section 2.3); and manipulation capabilities through visual servoing (Sec-
tion 2.4) andmanipulator control (Section 2.5). A discussion of the system’s overall
performance in the MBZIRC is given in Section 2.6, and we summarize the chapter
with Section 2.7.

2.1 Hardware and System Design

This section presents ourmobilemanipulation platform’s hardware setup and com-
munication architecture, which is shown in Figure 2.1. We paid particular attention
to designing a modular system, allowing for exchanging the mobile base, mount-
ing different sensors, attaching the manipulator at different positions, exchanging
the end-effector tool, or possibly adding more than one robot arm.

2.1.1 Mobile Base

As a ground vehicle, we use the four-wheeled skid-steer platform Husky designed
and manufactured by Clearpath Robotics. We opt for a wheeled platform due to
its speed and efficiency in locomotion, simplified state estimation and control, and
high payload capabilities.

The UGV is equipped with several sensors that allow it to navigate in unknown
environments autonomously. Themobile robot perceives its state and environment
through wheel encoders, a Microstrain 3DM-GX4-15 Inertial Measurement Unit
(IMU), a Velodyne HDL-32E Light detection and ranging (LiDAR) sensor, and op-
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Figure 2.2: Left: Structure of themanipulator with labeled joint topology of shoulder (SH),
elbow (EL), and wrist (WR). Right: Gripper design for wrench manipulation
with clamps to envelop wrench shafts and an attached camera for eye-in-hand
visual servoing.

tionally a Garmin GPS-18x Global Positioning System (GPS) receiver. An overview
of the mounted sensors and their uses can be found in Table 2.1.

2.1.2 Manipulator

We built a six DoF manipulator arm, which is mounted on the mobile platform.
This arm is similar to previous work [16], but now three DoF are allocated at the
wrist (see Figure 2.2, left). This configuration increases the manipulation capabili-
ties and allows to perform various tasks with the tool but comes with the downside
of higherweight and inertia near the end-effector. The same high-performance SEA
units actuate all joints of the arm. These actuators, called ANYdrives [24], are com-
posed of a brushless high-torque motor, harmonic drive gear, a torsional spring,
and integrated control electronics and sensors (including absolute encoders). The
spring adds inherent compliance to the system, making it suitable for interaction
tasks such as valve manipulation. Several drives can be chained together along a
Controller Area Network (CAN) and DC power bus. To keep the inertia low, the
arm’s link and base components consist of hollow aluminum parts. In combination
with the hollow driveshafts, cables can be routed through the interior of the robot
arm. Attached to the final motor is the end-effector (see Figure 2.2, right). The grip-
per’s mechanical design is optimized to provide a lightweight but effective tool for
holding the shafts of standard wrenches. A single Dynamixel MX-64 motor drives
two sheet metal clamps through a rack and pinion mechanism. The clamp mech-
14
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Table 2.1: Sensors mounted on mANYpulator and their respective use.

Sensor Location Purpose

Wheel encoders UGV wheels UGV state estimation, localization
IMU Attached to UGV frame UGV state estimation, localization
LiDAR On top of UGV Localization,

general perception tasks
GPS On top of UGV Navigation, localization
SEA Arm joints Joint position, speed,

and torque measurement
Camera Attached to end-effector Visual servoing,

general perception tasks

anism ensures that the closing position is centered laterally with the end-effector
reference frame. Additionally, the clamps are designed to ensure that the head
of a gripped wrench coincides with the rotation axis of the last joint. This design
facilitates the pure rotational motion of the tool, e.g., for turning the valve stem.
Sensing current and position at the Dynamixel allows determining whether or not
the gripper successfully holds an object. For visual servoing, a calibrated monoc-
ular camera (PointGrey Chameleon 3) attaches to the aluminum shaft below the
clamps, such that a grasped wrench does not obstruct the view of the camera.

2.1.3 Computation, Communication, and Power Supply

The storage space inside the UGV, together with a custom assembly on top (metal-
lic box in Figure 2.1), provides space for additional computational units, power
supply, and communication devices. Our mobile robotic system contains three on-
board computers connected to an operator computer through a wireless network.
Figure 2.3 shows the setup of our computational infrastructure:

Arm control: One computer executes control algorithms for the robot arm
and manages the communication with six SEAs. Bandwidth limitations of
the CANbus allow a control loop frequency of 200Hz, which requires approx.
40% of the processing power of an Intel i7 3.1GHz processor.
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Figure 2.3: Tasks related to autonomous operation of the robot are distributed among three
computers on the mobile system. All internal communication on the robot is
transmitted through wired ethernet. The operator may supervise the system
over a wireless connection.

Perception: A second processing unit with the same specifications is dedi-
cated to perception tasks involving processing the camera feed or point cloud
data but can also be allocated to a specific user application.

Navigation: Finally, a pre-installed3 computer inside the UGV’s body is re-
sponsible for the navigation stack. It communicates with the UGV motor
drivers and processesmeasurements fromGPS, IMU, and LiDAR for the com-
plete localization, mapping, and navigation solution. The computationally
intense localization algorithm utilizes the full computational capacity of this
computer’s Intel i5 2.7GHz processor.

The Robot Operating System (ROS) [25] framework handles the communication
between processes on the same machine and between different computers. ROS
enables the distribution of computational power by running resource-demanding
applications on separate machines. Finally, onboard batteries provide sufficient
energy for powering the system during missions of several hours.

3 Due to the special form factor and mounting by the manufacturer of the UGV, this computer was
not replaced.
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Figure 2.4: Left: Hierarchical software architecture and abstraction layers. The operator can
interact with the mission task dispatcher or teleoperate the system directly. The
autonomy software activates different functional modules and monitors them.
Right: The operator’s view of the gripper camera feed and the robot’s position
in the constructed map. The detected panel is displayed in white in the map.

2.2 Software Architecture and Mission

We expect our robot to fulfill a typical mission involving several sequential steps
such as exploration, detection of themanipulation site, navigation, positioning, and
manipulation. Tasks of this complexity calls for a modular mission design since
each sub-task may individually fail and needs to be repeated. We devise a hierar-
chical software architecture depicted in Figure 2.4a. At its core, individualmodules
such as localization, path planning, or arm control are tailored for specific functions.
The abstraction into individual modules with standardized interfaces facilitates the
redesign of single elements when adapting to new environments, fulfilling new re-
quirements, or testing new algorithms.

The mission task dispatcher introduces autonomy into the system by activating
the required set of software modules at any given time and monitoring their out-
come or performance. In Figure 2.5, we display our mission state flow diagram for
the MBZIRC. Each state is responsible for a specific sub-routine and is accompa-
nied by a supervisionmodule (not shown in the figure) that decides if the task was
successful or not. In case of failure, specific recovery behaviors may be executed,
or the state machine merely transitions back to the previous task and starts another
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Figure 2.5: State flow during the MBZIRC mission. Each state may succeed (✓) or fail (×).

On failure, the robot will execute the previous task again, initiate a recovery
action, or request user input.

attempt. This architecture also allows for interruption of the current task on pre-
defined conditions, e.g., when the battery runs low, or the operator requests the
mission to stop.

Said operator can monitor the robot through an additional operator computer
connected to the robot’s wireless network (Figure 2.3). A Graphical User Inter-
face (GUI) displays information from all relevant softwaremodules and diagnostic
data such as battery charge state and temperatures. Additionally, a visualization
of the constructed environment map and the image stream from the camera are
displayed to the operator (Figure 2.4b). At any time, the operator may interrupt
the autonomous mission and provide manual commands through a joystick or the
GUI. The GUI empowers a user to issue specific commands such as closing or open-
ing the gripper, switching to a specific mission state, or steering the manipulator
or mobile platform.

In general, the system is designed to operate autonomously and safely without
any operator. Accordingly, all mission-critical software is running on the robot
itself and is independent of the quality of the wireless network. Therefore, even
under limited network connectivity, the robot maintains its autonomous behavior.
However, safety requirements during the MBZIRC required us to make the robot
pause operation if there is a connection time-out to the operator’s joystick. In the
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following chapters, the essential software components will be presented in more
detail and evaluated in the context of the challenge.

2.3 Localization and Navigation

This chapter addresses the necessary building blocks that enable our mobile robot
to identify the manipulation site and navigate there on a collision-free path. We
first introduce our Simultaneous Localization and Mapping (SLAM) solution and
describe how our robot moves through an unknown environment. Subsequently,
we explain how the wrench panel is identified and how the UGV positions itself
relative to the panel.

2.3.1 Simultaneous Localization and Mapping

SLAM is a procedure to build up and maintain a map of the robot’s environment
and localize with respect to this map. Our implementation builds upon existing
algorithms by Pomerleau and Krüsi et al. [26–28] for Iterative Closest Point (ICP)
based localization and mapping. The exact details of the algorithms exceed the
scope of this work, so only a short overview is given and illustrated in Figure 2.6a.

An Extended Kalman Filter (EKF) fuses IMU and wheel odometry measure-
ments in order to provide a transformation between the robot’s odometry and base
frames. The incremental nature of encoder and IMU readings ensures a continu-
ous transformation over time but is also susceptible to drift due to wheel slippage
and modeling inaccuracies. Therefore, an ICP matching algorithm provides an ad-
ditional transformation between the odometry frame and an absolute world-fixed
frame by aligning the current LiDAR measurement with points in the constructed
map. Optionally, GPS measurements can be fed into a batch optimization that es-
timates the transformation between the Universal Transverse Mercator (UTM) co-
ordinate system and our world frame. This transformation may be used to convert
user-specified GPS waypoints into map frame coordinates. The constructed map
has its zero position at the starting point of the robot, although for most applica-
tions the absolute position of the map is not relevant.

In thiswork, we contribute some enhancements to the existing solution thatmake
it more stable for deployment in large outdoor fields. First, we observe that the
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Figure 2.6: Left: Localization framework for the UGV. The local odometry is guaranteed
to be continuous but may drift over time. Global localization performed by an
ICPmatching algorithm supplies a (discontinuous) transformation between the
world and the odometry frame. Right: Time evolution of the robot’s position,
estimated by IMU and wheel odometry EKF only (blue), with the help of ICP
localization (red), and GPS measurements for comparison (orange).

accuracy of the ICP localization suffers from long computation times during the
point-matching phase. By the time a pose update is available, it is already out-
dated if the robot continues to move. Therefore, we down-sample both the incom-
ing scans and the map to reduce computation time. The input scan keeps every
point with a probability of 0.1, and a maximum point density of 30 points per m3

is enforced. The map is restricted to 5 points per m3, resulting in an update rate of
0.77Hz on average with a standard deviation of 0.29Hz. Furthermore, the down-
sampling allows us to incorporate laser measurements as far as 100m (close to the
physical capabilities of the sensor) for localization on vast outdoor fields (we ver-
ify this on test sites with up to 150m diameter) with little significant structure or
landmarks. Since the accuracy decreases at large measurement ranges, we intro-
duce a dynamic thresholding mechanism to reject mismatched LiDAR scans: After
each ICP matching cycle, the magnitude of the proposed translation correction is
compared to a dynamic threshold value. If the correction is larger than the current
threshold, this update will be rejected, and the threshold increases by a constant
factor. Conversely, if the correction is below the threshold, we accept the update
and decrease the threshold for the next iteration.
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2.3.2 Path Planning and Following

The path planning and following schemes applied to our system are based on the
2DROSnavigation stack4. It operates on a 2Dgridmap (in theworld frame), where
obstacles correspond to exceedingly high-cost values and free space to zero cost.
This grid map is produced and updated by a custom obstacle detection algorithm
that operates on 3DLiDARdata [28, 29]: The rotationalmotion of the LiDAR sensor
delivers sequential scan segments in azimuth angle direction. For each segment, all
points are sorted in ascending order according to their elevation angle compared to
the segment’s plane. Each consecutive point pair is then analyzed regarding the in-
clination between them and their interjacent step height. If these two values exceed
given thresholds, we classify the points as obstacles. A cost map is populated and
used for path planning by iterating this algorithm for every laser scan segment.

A global trajectory from the current robot pose to the desired goal pose is cre-
ated by applying Dijkstra’s algorithm [30] regarding the cost map as mentioned
above. This path will then be followed by a local planner, the so-called Dynamic
Windows Approach (DWA) [31]. This approach forward simulates a discrete set
of velocities ∆ẋ (translational) and ∆φ̇ (rotational) of the robot’s control space
from the robot’s current state over a short period. After evaluating each resulting
trajectory by proximity to obstacles, proximity to the goal and path, and speed, in-
valid trajectories (i.e., those that lead to a collision with obstacles) are discarded,
and we pick the best-scoring one. The corresponding velocity commands are then
sent to the mobile base. We repeat the local planner at a control frequency of 5Hz
and terminate once the robot has reached its goal position and orientation. The
goal-reaching threshold was deliberately set at a substantial value of 0.3m to avoid
time-consuming maneuvering with the non-holonomic robot. Instead, we devel-
oped a different strategy for exact positioning (Section 2.3.5).

2.3.3 Field Exploration

The first step in the mission involves finding the panel on the field. Therefore, the
exploration module creates a complete coverage path in a predefined rectilinear
search space defined by the user via the input of GPS or map frame corner coor-
dinates. This coverage path starts at the center of the search space and works its

4 See http://wiki.ros.org/navigation (Accessed: 2021-04-15)
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Figure 2.7: Left: Waypoints for complete coverage of a rectilinear search space by the ex-
plorer module. The actual path deviates due to obstacles in the way and termi-
nates once the panel is located. The shaded region is the detection range of the
panel detection algorithm. Right: Zoomed in version of the positioning proce-
dure after locating the panel: (a) Facing, (b) Approaching, (c) Turning, and (d)
Centering.

way towards the boundaries in counter-clockwise cycles around the center. The
pitch between those cycles thereby correlates directly with the detection range of
the panel detection algorithm (Section 2.3.4).

An illustration of the coverage path plan is given in Figure 2.7 (left). Further-
more, this module comeswith a set of recovery behaviors to increase overall robust-
ness. They ensure that exploration continues when encountering scenarios such as
unreachablewaypoints due to obstacles. For increased efficiency of the exploration,
heuristic priority waypoints can be specified. They are tracked prior to those of the
coverage path. Under the assumption that the robot’s path does not deviate from
the planned path by more than the overlap region of consecutive cycles, the entire
field is covered during the exploration. The strategy, therefore, tolerates obstacles
that yield to a path change of max. 1.5m, which is half the overlap distance.

This phase is usually the first stage in a mission and terminates once the con-
currently running panel detection algorithm identifies the manipulation site. In a
subsequent transition phase, the robot navigates to a fixed position relative to the
wrench panel. Once this intermediate goal is reached, the transition completes, and
the positioning phase (Section 2.3.5) is triggered.
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2.3.4 Panel Detection

An essential element for succeeding in the navigation part of the MBZIRC is the
correct identification and pose estimation of the wrench panel. The panel detection
software uses the Point Cloud Library (PCL) [32] and operates on the raw scans
obtained by assembling laser data from one revolution of the scanner. To identify
the panel, we use the known geometric dimensions of the planar rectangular sides
as given by the challenge description. Our algorithm can identify any planar side
of the panel by executing the following operations:

1. The point cloud is cropped to a box with a side length of 10m around the
robot. The cropping reduces the computational requirements and prevents
the detection of false positives.

2. We assign a normal vector to each point in the cloud through principal com-
ponent analysis of the covariance matrix from neighbors of the query point.

3. We use conditional Euclidean clustering that assigns each point to a cluster
to segment the point cloud. Two points share the same cluster if they are
sufficiently close (Euclidean distance) and their normals are aligned.

4. Random Sample Consensus (RANSAC) [33] plane extraction selects individ-
ual planes in each cluster. We reject non-vertical planes and those that lie
outside our search space (specified as a polygon corresponding to the arena
geometry, see Section 2.3.3).

5. We check all the remaining planes if their dimensionsmatch any of the rectan-
gular sides of the panel. Finally, we confirm that the point distribution across
the plane is approximately uniform in order to reject any remaining artifacts.

If all of the above tests are successful, the identified plane’s position and orien-
tation are passed to an estimation module that keeps track of several detections.
The individual detections (measurements) of the panel pose are fused to potential
matches (candidates). Each candidate i holds an internal state, containing the pose
of the panel’s front plane with respect to a map-fixed reference frame and an im-
proper probability pi ∈ [0, 1], indicating how likely it is the correct match. New
measurements update existing candidates if there exists a sufficiently close one;
otherwise, a new candidate will be initialized with probability pinit as follows:
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Initializing candidates: Upon constructing a new candidate, the pose in-
formation of the measurement is transformed to an equivalent pose of the
panel’s front side by applying a suitable translation and rotation. If the initial
measurement is ambiguous, i.e., the algorithm detected the side of the panel,
one cannot decisively infer if the detection corresponds to the right or left part.
In this case, an arbitrary choice is made, and we set the state of this candidate
to ambiguous.

Updating candidates: The first step in updating a candidate is again trans-
forming the measurement to an equivalent pose of the front side of the panel.
In ambiguous cases, the rotation is chosen such that it supports the current
hypothesis. If a previously ambiguous candidate receives an update by a con-
clusive measurement (e.g., the front or back side), the ambiguity can be re-
solved. The updating potentially involves flipping the front and back side if
the wrong initial choice was made. A first-order filter updates the position
and the rotation through spherical linear interpolation, and the probability is
increased by pupdate.

After each iteration, the candidate manager sorts candidates in descending proba-
bility order, normalizes the probabilities such that the highest does not exceed 1.0,
and removes candidates with probabilities below a given threshold. We accept the
most likely candidate (at index 0) if its probability p0 > pthreshold, and it is signifi-
cantlymore likely than the next best candidate p0−p1 > pdiff, if any. The parameters
fulfill

0 < pinit + pupdate < pthreshold < pinit + 2pupdate < 1 , (2.1)

hence at least three detections are necessary for acceptance of a candidate.

2.3.5 Positioning to the Wrench Panel

The purpose of this phase is to position the robot in a way that the panel is within
reach of the arm, and subsequent manipulation tasks can be performed. To this
end, a fixed sequence of maneuvers is executed, which can be divided into four
stages: facing, approaching, turning, and centering. We illustrate the schematic
overview of these stages in Figure 2.7 (right). During the first three stages, simple
unidimensional velocity commands are applied, that is, a constant rotation around
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the robot’s z-axis in stage (a) and (c) and linear velocity in stage (b). In the last
stage (d), both linear and angular velocities are controlled simultaneously. Thereby,
potential residuals in the lateral and longitudinal direction and rotational offsets
from the previous stages are eliminated.

2.3.6 Evaluation

Our UGV can reliably localize in diverse environments, ranging from indoor lab
spaces to large open fields. Noticeably, our system and navigation routine was
originally designed to operate on unpaved ground or sandy soil cluttered with ob-
jects that have to be circumvented through obstacle detection. However, since the
challenge is performed on asphalt ground, all results in this document are gener-
ated on paved ground. We show in Figure 2.6b a comparison between pure wheel
odometry and IMU dead reckoning, the ICP localization, and GPS measurements
as (noisy) ground truth. It is evident that wheel odometry suffers from wheel slip-
page and possibly miscalibrated wheel radii. A significant error results both in the
heading distance and direction, particularly after in-place rotations where wheel
slippage is substantial and the center of rotation is hard to estimate for the skid-
steer setup. The LiDAR-based solution, on the other hand, agrees very well with
the GPSmeasurements. Although no additional loop closure optimization ismade,
driving the closed box-shaped path in Figure 2.6b of approximately 90m amounts
to an error in the order of 10 cmonly. In theMBZIRC setup, only a single predefined
starting location for the UGVwas permitted. Therefore, using the constructedmap
from a previous test run allowed us to directly specify the field’s corner points in
the map frame. During the challenge runs, the ICP localization proved to be stable
enough, such that we did not use any GPS information.

The exploration module worked reliably in the challenge but is not the most effi-
cient way to search the field in light of prior information on the approximate panel
location. At each run, the panel was consistently placed at the far edge of the field.
Our original exploration strategy would have traced out a path length of 180m,
while manual waypoints reduced this distance to 57m. Path following and obsta-
cle avoidance showed reliable performance throughout the challenge and demon-
strated its ability to navigate narrow passages in preliminary tests.

The panel detection module correctly identifies the pose of the wrench panel
from a distance of 10m, which is approximately the point at which the rectangular
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sides become visible in the point cloud visualization for a human observer. The
computational load of processing point cloud data allows update rates of 0.6Hz,
limiting the maximum speed at which the robot can drive past the panel without
missing it (given the explorer’s path) to 4.3m/s. In practice, the maximum speed of
our ground vehicle (1.0m/s) does not cause any problems in this respect. A major
difficulty for the detection algorithm arises from occlusions in the laser scan. Our
scanner is protected by a cover held by three vertical pillars, casting conic shad-
ows with opening angles of 7 ◦. If the panel happens to fall inside this region, the
occlusions render the detection difficult or, at times, impossible. As long as the
robot remains in motion, those temporary occlusions are well handled by the can-
didate manager. We depict the performance of our algorithm in Figure 2.8. This
plot shows the detected panel locations (front and back side) on laser data from
the grand challenge. For this dataset, approximately a quarter of detected points
are automatically classified as outliers by the panel detection algorithm and are not
shown in the plot. Even though the points are plotted in the ICP frame, which is
not entirely stationary, the 95% confidence ellipse shows thatmost points lie within
±10 cm of the mean. Furthermore, measurements of the orientation (yaw) of the
panel plane after outlier rejection have a standard deviation of only 0.65 ◦. The al-
gorithm is, therefore, capable of accurately identifying the position and orientation
of the panel.

Given the panel’s location, the positioning maneuver should steer the robot such
that there is zero lateral offset and an orthogonal distance to the panel of 0.8m (see
Figure 2.7). We show the final position of the robot relative to the panel for several
test runs in Figure 2.9. The algorithm achieves a sub-centimeter accuracy with a
standard deviation of 0.021m in the worst direction. Due to the non-holonomy, it
is also clear that correcting an error in the lateral direction y ismore straightforward
and therefore associated with smaller variance.

The combination of panel detection and positioning algorithms achieves a high
enough accuracy for positioning the robot such that the arm can reach all wrenches
and the valve. However, additional information from a camera is necessary for
the mission’s manipulation part because sub-centimeter accuracy is required for
engaging the wrench.
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Figure 2.8: Detected panel positions (front and back side) on the field by the panel detec-
tion algorithm during the grand challenge (in ICP frame). Outliers that are
filtered by the algorithm are not shown. The ellipse marks a 95% confidence
interval centered around the mean (thick blue dot) of the datapoints.

Figure 2.9: Final position of the robot’s base with respect to the panel after the positioning
phase. The desired x-direction (normal distance) between center of the robot
and panel is 80 cm. The ellipse marks two standard deviations around the aver-
age position.
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2.4 Visual Servoing

Manipulation of the valve using the appropriate wrench is a fundamental task of
the mission. The critical elements for succeeding in this task are the correct detec-
tion of the valve, precise estimation of depth, selection of the appropriate tool, reli-
able visual servoing, and proper engagement. The choice of visual servoing for this
task is motivated by the fact that the global localization and navigation presented
in Section 2.3 is not accurate enough for the exact wrench manipulation. The local
nature of the visual servoing does not need further calibration of the robot pose in
front of the panel.
A Support Vector Machine (SVM) [34] based object detection method using His-
togram of oriented Gradients (HoG) features [35] is adopted in order to achieve
high robustness. HoG features are used to capture the object’s shape characteristic,
which is the most distinct property of the considered objects. A linear SVM model
is trained using SVMLight [36] for each object, i.e., valve, wrench, wrench box-end
(referred to as wrench ring), and wrench open-end (referred to as wrench head).
The training set contains images of the objects augmented for different illumina-
tions to facilitate detection in different lighting conditions. However, we did not
vary the background during training since that was specified as uniformly black.

2.4.1 Valve Pose Estimation

We use the known panel layout and use the valve position as the reference point
for the subsequent manipulation. To acquire the valve’s location in the first place,
the end-effector executes a predefined spiral motion patternwhile searching for the
valve. We use the end-effector camera and the HoG based object detection method
mentioned above to detect the valve. Once the valve is found with a certain con-
fidence level, Image-based Visual Servoing (IBVS) [37] is employed to align the
center of the camera and the center of the valve, as shown in Figure 2.10a. Dur-
ing this motion, a Kalman Filter keeps track of the valve location. After aligning
the camera with the valve (Figure 2.10b), the pose of the valve with respect to the
robot’s base can be computed using the current pose of the camera and the esti-
mated distance between the valve and camera.
To estimate the distance, we segment the valve from the panel using adaptive thresh-
olding [38]. Its external contour is extractedusing an algorithmbased on connected
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(a) (b) (c)

Figure 2.10: Valve position calibration procedure: (a) Valve tracking inside a region of inter-
est (blue). (b) Successful alignment of the camera center (red) with the valve
(green). (c) Detected valve contour for depth estimation (red).

(a) (b) (c)

Figure 2.11: Wrench selection procedure: (a) Pin detection to estimate the camera roll angle.
(b) Wrench length estimation through head and ring detection. (c) Selected
wrench to be grasped (green) after the voting scheme.

components [39], as shown in Figure 2.10c. The extraction gives us the size of the
valve in pixels (dimage). By using a calibrated camera [40] with a known focal length
(fcam), we determine the distance between the valve and the camera (zdepth) using
the known size of the valve in metric standards (dworld) via the projective equation

zdepth =
dworld fcam
dimage

. (2.2)

2.4.2 Wrench Selection

The wrenches hang in random order on the pins but have specified dimensions. In
order to operate the valve stem, the appropriate wrench has to be selected accord-
ing to its slot width. The wrench norm allows the correlation between slot width
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(a) (b) (c)

Figure 2.12: Progression of wrench grasping: (a) The wrench head is detected (green)
within an dynamic region of interest (blue). (b) The camera center is aligned
with the wrench head. (c) The endeffector approaches the wrench while stay-
ing centered.

and tool length. We inspect the hanging wrenches from a single viewpoint where
all of them are visible. This position can be calculated based on the panel layout,
camera lens parameters (perspective view angle), and the estimated valve position.
From this view, the wrench rings are detected using the mentioned SVM detector,
and the center points of the rings are accumulated from consecutive image frames.
Once enough points are recorded, a line is fit over those points, as shown in Fig-
ure 2.11a, and its angle from the horizontal is calculated to correct the camera roll.
To be robust against the positioning uncertainty of the UGV, we again estimate the
depth from the wrench hanging pins with a similar approach as described above.
From the corrected viewpoint, the head and ring of every wrench are detected us-
ing the trained SVM models. The distance (in pixels) between the mid-points of
the wrench’s detected ends is calculated, as shown in Figure 2.11b, and converted
to metric length. To be robust against swinging of the wrenches due to wind, we
use a voting scheme over several frames. In each image frame, a wrench is selected
and voted for based on its estimated length. The candidate with themost votes will
be finally grasped, as shown in Figure 2.11c.

2.4.3 Wrench Grasping

Once the appropriate wrench is selected, it is approached by the gripper using vi-
sual servoing. Our method uses both Position-based Visual Servoing (PBVS) and
IBVS [41], [37] control techniques. First, we use the estimated depth and a PBVS ap-
proach to move the gripper close to the selected wrench, as shown in Figure 2.12a.
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From there, IBVS is used to align the gripper with thewrench before grasping. Dur-
ing alignment, the gripper further approaches thewrench, as shown in Figure 2.12b.
An SVM model trained for the wrench head along with a Kalman Filter detect and
track the wrenches.
While approaching, we calculate the ratio between the size of the wrench head and
the size of the image frame. As we move closer to the panel, this ratio increases
and we can detect when the gripper is at the proper distance to grasp the wrench,
as shown in Figure 2.12c. A first-order low pass filter on the ratio is used to avoid
false detection due to the movement of the wrenches in the presence of wind.

Once the gripper has approached thewrench, the clamps close partially to bound
the wrench within them but can still move up and down. Then the gripper is low-
ered such that thewrench head is aligned to the rotation axis of the last actuator and
does not occlude the camera view. The clamps close entirely with a constant force,
and the final clamp position is used to determine if the grasping was successful.

2.4.4 Evaluation

The object detection and visual servoing proved to be reliable during the MBZIRC.
The primary failure source was the changing lighting conditions, which could lead
to loss of target tracking. To address this, we adjusted the exposure of the camera
before each trial. Table 2.2 shows the performance of the wrench ring and head
detection in both trials of the grand challenge combined. As a performance mea-
surement, we use the detection rate (or recall) [42]:

Detection Rate =
TP

TP+ FN , (2.3)

where TP and FN are the true positive and false negative object count. The wrench
classifier shows a high detection rate for both rings (92.5%) and heads (95.42%),
and only a few false positive counts for the wrench ring (3.06%).
Another challenge was the shaking motion of the wrenches due to wind gusts,
which is problematic for wrench length estimation and grasping. To make the
wrench selection robust, we implemented a probabilistic voting scheme compar-
ing the length of the detected wrenches over several frames. Due to the shaking
motion, we had to approach the panel slowly and filter the distance measurement
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Table 2.2: Performance of the wrench detection during the grand challenge.

Classifier Samples Detection Rate True Positive False Positive

Wrench Ring 240 92.50% 96.94% 3.06%
Wrench Head 240 95.42% 100.0% 0.0%
Wrench 240 95.42% 100.0% 0.0%

to make sure we close the gripper at the right moment. This careful approach al-
lowed the successful recognition and grasping of the correct wrench in both trials.

Generally speaking, we focused on robust and reliable object detection and track-
ing in a trade-off for slower execution speed. Especially while measuring the dis-
tance to the wrench panel, we had an extended downtime. To further improve the
visual servoing, faster detection of target objects would be necessary.

2.5 Manipulator Control

For themajor part of themanipulation task, it is sufficient to follow the desired end-
effector pose pdes

ee or twist trajectory wdes
ee , especially when the end-effector moves

without interactions during the visual servoing phase. However, the ability to pre-
cisely measure and control contact forces and torques demonstrates its usefulness
during the interaction of the gripper with objects, for example, when handling the
valve stem with a wrench. In our control formulation, we combine model-based
feedback linearization with low impedance joint stabilization. The usage of SEAs
adds inherent compliance to the system, improving safety and resistance against
external shocks if the manipulator happens to collide with an obstacle.

2.5.1 System Model

The joint space dynamic model of the ANYpulator system can be expressed by

M (q) q̈ + b (q, q̇) + g (q) = τ + Jee (q)
⊤
λee, (2.4)
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Figure 2.13: Control architecture for the ANYpulator. The feedback linearization reduces
to gravity compensation for the slow movements needed during the challenge
task.

as a function of the joint positions q, velocities q̇, and accelerations q̈. The sym-
metric mass matrix M encodes the system’s inertia, b (q, q̇) incorporates the cen-
trifugal and Coriolis terms, and g (q) represents the torque due to gravity. The
term Jee (q)

⊤
λee represents the influence of an external wrench λee acting on the

end-effector. This wrench is projected into the joint space through the associated
Jacobian transposed Jee (q)

⊤. For typical applications, we want to manipulate ob-
jects with the end-effector. We thus assume external wrenches only appear there.
Finally, the term τ represents the torque applied by the actuated joints.

2.5.2 Control Formulation

The task of the control loop is to bring the end-effector pose pee to its desired pose
pdes
ee . The control reference is converted to desired joint positions qdes and veloci-

ties q̇des through inverse kinematics, as outlined in Section 2.5.3. A simple PID con-
troller, running on the integrated motor control unit, generates the actuator torque
τ pos. To allow lowPID controller gains for compliance and still achieve accurate and
fast position tracking, we add model-based feed-forward torques τ ff, which com-
pensate for gravitational terms and task-specific end-effector wrenches λdes

ee . The
resulting motor torque command τ cmd is given by

τ cmd = τ pos + τλee
+ τ g

︸ ︷︷ ︸
τ ff

, (2.5)

τλee
= Jee (q)

⊤
λdes

ee . (2.6)
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2.5.3 Inverse Kinematics and Singularity Handling

A key component of the controller is solving the Inverse Kinematics (IK) problem
for varying pose references pdes

ee (t). We use an iterative IK approach, running in a
dedicated thread at a loop rate of f = 1000Hz. At each iteration, we compute the
translational and rotational error e (t) between the desired pose and the pose from
the IK solution. This error can be interpreted as a twist in operational space, which
we convert back to joint space through a pseudo-inverse J

†
ee of the end-effector Ja-

cobian.
Inverse kinematics can become unstable and produce fast motionswhen the joint

positions are in the vicinity of a singular configuration. A standard solution to avoid
such dangerous situations is to reject control references parallel to singular direc-
tions in task space [43]. We achieve this by monitoring the magnitude of the Jaco-
bian’s singular values. If a singular value σi is below a minimal threshold σmin > 0,
it is assigned zero, thereby reducing the rank of the Jacobian and its pseudo-inverse.
We may write

Jee = UΣV ⊤ , (2.7)
J †

ee = V Σ̃U⊤ , (2.8)

where the matrix Σ = diag {σi} holds the singular values of Jee, and we define

Σ̃ = diag {σ̃i} with σ̃i =







1
σi

if σi > σmin ,

0 otherwise .
(2.9)

In effect, the system cannot produce any control action in a singular direction.
The reduced dimension of the reference produces a rank-deficient Jacobian with a
non-empty null space. Joint velocities projected onto this null-space have no impact
on the end-effector velocity in non-singular directions and can be used for internal
reconfiguration. We choose these reconfiguration velocity commands as

edes
null =

(

qdesSH ROT − qSH ROT, qdesSH FLE − qSH FLE, qdesFLE, q
des
FLE, 0, 0

)⊤

, (2.10)
with qdesFLE = qdesSH FLE + qdesEL FLE + qdesWR FLE , (2.11)

34



2.5 MAN I PULATOR CONTROL

2 3 4 5 6 7 8 9 10 11 12 13 14

−0.2

0

0.2

time [s]

po
sit

io
n
[m

]

pos x
pos y
pos z

Figure 2.14: Position tracking of task-space end-effector trajectories. The solid line shows
the reference position in the task space, the dashed line the measured position.
The delay originates from filtering the desired joint positions after computing
them from the desired end-effector pose; it is not a controller shortcoming.

to drive the system towards a fixed desired joint configuration when there are mul-
tiple solutions in singular configurations. The desired shoulder, elbow, and wrist
flexion/extension configurations are thereby computed such that the final wrist
link remains upright. The reconfiguration joint velocities are added in the null
space to update the desired joint position and velocity as follows

q̇des (t) = kP

(

J †
eee (t) +

(
I − J †

eeJee
)
edes
null (t)

)

, (2.12)

qdes (t) =
∫

q̇des(t) dt , (2.13)

with kP as constant proportional gain.

2.5.4 Experimental Validation

Figure 2.14 shows the execution of a straight-line end-effector trajectory in free
space. The desired joint positions and velocities with corresponding feed-forward
torques update at a time step of 0.007 s. To ensure stable and smooth motion, we
filtered the desired joint position with a first-order low-pass filter. This explains
the delay in tracking the desired end-effector position, whereas the joint position
tracking is accurate (Figure 2.15 bottom). The smoothing of the joint reference
trajectory was necessary to avoid exciting the mobile base’s resonance frequency,
causing undesired vibrations in the whole system.
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Figure 2.15: Top: Comparison of the feed-forward torque τ ff (dashed), which compensates
gravitational terms g (q) and desired end-effector wrench λee, and the actual
measured torque (solid) for the shoulder, elbow, and wrist flexion / extension
joint (SH FLE, EL FLE, WR FLE). Bottom: Joint position tracking with desired
(solid) and measured (dashed) joint position.

In the case of slow motions, the required actuator torque comes mainly from the
gravitational terms g (q) and applied external wrenches λee. Feedback lineariza-
tion, therefore, reduces to gravity compensation. Figure 2.15 (top) shows that the
feed-forward torque tracks the actualmeasured torque of the actuators for the same
motion as in Figure 2.14. This allows setting the gains of the motor PID controller
relatively low while the actuators are still able to accurately track the desired joint
position (Figure 2.15 bottom).

2.5.5 Wrench Manipulation

To complete the manipulation task, we need to ensure that the grasped wrench is
precisely positioned inside the gripper. To this end, we first turn the gripper upside
down, open the claws slightly to let the wrench head slide to the mechanical end-
stop, and close the gripper again, ensuring that the wrench head is in the correct
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position for engagement. Subsequently, the engaging procedure is executed in two
stages:

Valve engaging: First, the gripper is placed at a safe distance to the valve such
that the wrench head opening is pointing towards the valve stem edge diago-
nally (Figure 2.16a). Next, we establish contact between the wrench and the
valve stem by opening the gripper slightly, which causes the wrench to slide
down by gravity and hit the valve stem. To engage the gripper, wemove such
that the wrench head is rotating around the stem center (Figure 2.16b). The
gripper stays slightly opened during this motion to allow engagement of the
wrench and prevent jamming due to induced forces from the manipulator.
The wrench will eventually slip onto the valve by gravity, and successful en-
gagement can be detected by an increase in torque needed to turn the valve
(Figure 2.16c). For that, we monitor the difference between actual and first-
order filtered torque of the last joint and trigger engagement above a thresh-
old of 0.18Nm (see Figure 2.17). After engaging, the gripper is closed again
for the subsequent valve turning.

Valve rotation: We have to make sure to stay engaged during a full 360 ◦ rota-
tion of the valve. For this purpose, themanipulator applies a constant force of
10N to push the wrench towards the stem center during valve rotation (Fig-
ure 2.16d). Additionally, according to the competition specifications,a torque
of approximately 5Nm is required to operate the valve stem. The resulting
desired end-effector wrench λee is directly applied as feed-forward torque
τλee

= Jee (q)
⊤
λee. Figure 2.18 shows the commanded and measured torque

of the manipulator’s last joint during valve stem operation with a rotation
speed of 0.25 rad/s. Noticeably, the actually required torque for rotation is less
than 1Nm. An additional position tracking ensures that the valve is turned
in a controlled fashion.

2.5.6 Evaluation

The compliant design of the manipulator showed its advantages in terms of ro-
bustness during the entire competition, especially at impacts. Notwithstanding,
the main advantage of this design was its adaptability during valve manipulation.
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Figure 2.16: Engagement and rotation of the valve stem (grey box). The wrench head ap-
proaches diagonally (a), and a rotation ω is initiated (b). The wrench will
eventually slip in by gravity (c) and starts rotating the stem (d). To avoid slip-
ping off, a force λee pointing to the valve stem is applied.
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Figure 2.17: Torque τ (blue) and position q (red) tracking during valve engaging for the
manipulator’s last joint (WR PRO). The solid lines show the commanded state,
the dashed line the actual joint position and torque. Shown in black is the
filtered actual torque, which is used as reference to detect engagement.

This design allowed to overcome minor alignment errors and prevent the wrench
from getting jammed on the valve stem, making the wrench engagement more re-
liable. On the downside, the compliance also led to oscillations and affected the
end-effector precision and, thereby, the object detection during visual servoing. To
overcome this, we reduced the motion speed during manipulation. The perfor-
mance could be improved by more accurate estimation of the model parameters
for better torque tracking, and more advanced control approaches considering the
actuator dynamics (see Ch. 3).
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Figure 2.18: Torque τ and position q tracking during valve rotation for the manipulator’s
last joint (WR PRO). The desired end-effector torque (solid) corresponds to
the specified 5Nm resistance, but the actually required torque (dashed) corre-
sponds to less than 1Nm.

2.6 Challenge Performance and Discussion

This section critically evaluates the system as a whole and points towards areas of
improvement: Both trials during the grand challenge showed similar performance
regarding time consumption and fulfillment of the task5. The second attempt lasted
approximately 327 s, of which 90 s were needed for exploration and navigation un-
til the robot was positioned in front of the wrench panel, 95 s for measuring the
valve stem and selecting the correct wrench, 110 s for grasping the wrench and en-
gaging it with the valve, and the remaining 32 s for the actual rotation of the valve
stem. During navigation, the main bottleneck was the slow average driving speed
of approximately 0.3m/s due to the limited turning rate necessary to avoid stick-
slip effects between wheels and ground6. During manipulation, the end-effector
motion must be slow and steady for reliable and accurate visual tracking. Espe-
cially during grasping, careful approaching was necessary because of the shaking
wrenches due to wind gusts. Unfortunately, official statistics about the competition
have not been released by the organizers and make a comparison with other teams
difficult.

The most fragile component in the mission was the precise estimation of the
panel position. A solution based on a simpler planar 2D LiDAR would probably
have introduced less delay and higher accuracy for this task. A related weak point

5 Watch the accompanying video about the grand challenge: https://youtu.be/iUPJ73Y5yMw
6 The wheels and the skid-steer design are made for rough terrain applications.
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identified during the trials before the grand challenge was the transition between
navigation and manipulation. Precise positioning in front of the panel is vital for
manipulation, as the arm has to reach both the valve stem and the wrenches. Be-
cause navigation and manipulation were mainly tested separately before the com-
petition, this flaw was not realized until the actual trials and not covered by a re-
covery behavior. In the future, we plan to overcome this limitation by generating
joint arm-base motion references as proposed in Gawel et al. [44]. Another com-
mon failure source was the loss of target tracking during visual servoing because
of changing lighting conditions. In order to recover from tracking loss, the state
machine moved the arm to the last reference pose and restarted the tracking. For-
tunately, adjustments to the camera exposure settings could be made just before a
challenge trial.

In the development phase, we emphasized the system’s ability to recover inde-
pendently from failure cases. Suppose a fault is detected, like loss of target track-
ing during visual servoing. In that case, the state machine restarts the current (and
possibly previous) task. If the task cannot be repeated, the autonomous mission
prompts the operator for an intervention (which never happened during the chal-
lenge). Furthermore, we aimed for platform-agnostic mission control and operator
interaction to promote re-usability in future applications.
The autonomy of our system independent of the operator’s computer proved cru-
cial, as the quality of the wireless connection varied during a mission and, for ex-
ample, did not allow for a reliable image stream. The operator’s single view visual-
ization turned out to be suboptimal during the challenge since he was not allowed
to touch the computer at all, thereby preventing changes to the map’s zoom level.
The localization solution worked robustly and even allowed us to eliminate GPS
during the challenge since the starting points inside the field were predefined. The
produced maps and recorded data stream allowed us to visualize each run nicely
in a replay.

To conclude, our fundamental lessons learned from preparing and participating
in MBZIRC are: (1) early testing in a realistic setting (with good mock-ups and a
rapidly deployable system) is crucial; (2) system integration should have a higher
priority than fully-fledged individual components; and (3) the team should have
redundancy such that more than one person can resolve problems with a given
hardware or software component.
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2.7 Summary

In this chapter, we presented the mobile manipulation platform mANYpulator, ca-
pable of autonomously executing interaction tasks relying solely on its onboard
sensing. We successfully demonstrated the applicability of our system by accom-
plishing the entire mission during both trials of the grand challenge of MBZIRC in
autonomous mode. Solving a task like MBZIRC always entails a trade-off between
finding innovative general solutions and using a particular but straightforward ap-
proach to a given task. We challenged ourselves to develop a generic autonomous
system that can be deployed for various applications in real-world scenarios and
as a research platform. Our mapping and localization suite showed very robust
performance with minimal error and can be used without changes for other tasks,
particularly in GPS denied environments. A stable localization estimate was essen-
tial for reliably detecting and positioning the robot in front of the tool panel. The
panel detection module, in effect, tackled a problem that could have been solved
more efficiently with a high resolution planar 2D LiDAR but may, in turn, be gen-
eralized to finding more generic objects. Coupled with our explorer, one could
also extend the search space to arbitrarily shaped areas. The visual servoing al-
gorithm worked well in practice and, given newly trained object classifiers, may
also detect other kinds of objects. Opting for a visual serving solution allowed us
to decouple base positioning errors from end-effector tracking performance. Fi-
nally, the low-impedance manipulation control helped mitigate misalignments of
the end-effector that are hard to estimate from the monocular camera image. The
compliant arm prevented jamming during wrench insertion and made the valve
manipulation highly reliable.

41





3
Actuator-AwareModel Predictive Control for Dy-
namic Manipulation

Manipulators are more and more deployed to environments where they have to in-
teract with previously unknown objects and perform tasks within not well-defined
surroundings. They have to deal with high uncertainties and adapt to collaborators
like other robots or humans. Those tasks require making and breaking contacts
with the environment, allowing a gentle interaction while still applying significant
forces, which are conditions classical rigid robot arms are not best suited.

Therefore, soft manipulators are increasingly popular in research. Soft manipu-
lators are composed of materials or use actuation modes that are flexible and soft.
Their fundamental principle, compliance, allows them to exploit the interaction
between the robot and the environment. The inherent softness of these systems
provides adaptability, robustness, and safety, enabling new tasks in manipulation.
Away to achieve compliance in the actuation mode is the usage of compliant actua-
tors, like SEAs. The advantage of such actuators is their torque-controllability and
their inherent robustness to impacts. On the other hand, the elastic elements intro-
duce unwanted intrinsic oscillatory dynamics to the system, cause underactuation,
and reduce the system’s natural frequency. Furthermore, by design, the actuators
often have low friction and damping to improve efficiency. It is possible to exploit
the intrinsic actuator dynamics for efficient cyclic motion tasks, but it is required
to address them appropriately to achieve precise positioning at the same time. Soft
manipulators are still required to move a varying payload precisely through the
entire workspace, like their stiff counterparts. However, the combination of com-
pliance with accurate and dynamicmotion is still an unsolved challenge in robotics.

In this work, we provide a detailed insight into how different control approaches
change the stiffness of a compliantmanipulator. We propose usingMPC to incorpo-
rate the actuator model to compute optimal feedforward plans in correspondence
with sensed changes of the state. Using such a control policy, we can show that
the natural stiffness of the robot alters only in proportion to the time step of MPC.
We thus can perfectly preserve the inherent compliance of the system using a suffi-
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Figure 3.1: The 6 DoF robotic arm ANYpulator is composed of ANYdrive SEAs. Attached
to the end-effector as payload is a dumbbell.

ciently fast MPC update loop for control. All the presented findings are empirically
validated on the ANYpulator platform (see Figure 3.1).

3.1 Related Work

There exist classical control approaches like high-gain control, feedback lineariza-
tion [45], and backstepping [46] to solve the tracking problem for compliant ma-
nipulators. An adaptive backstepping control approach has been introduced in [47,
48] for controlling hydraulic manipulators. A practical issue in backstepping con-
trol and feedback linearization is the need for higher-order state derivatives, which
is problematic as real-world sensors are subject to noise. A robust control approach
based on disturbance observers is proposed by [49] and [50] for controlling the
end-effector force and position considering the actuator dynamics. Della Santina
et al. [51] show that all of these classical approaches have a common problem; they
replace the elasticity of the original plant dynamics with a desired one, objecting to
the idea of carefully designing actuator compliance. Keppler et al. [52] report from
practical experiences that approaches modifying the elastic behavior often fail in
practice because they have limited robustness to unmodeled dynamics, parameter
uncertainties, actuator bandwidth, and amplitude limitations. Therefore, recent
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research is focusing on preserving the natural dynamics of the robot. Inspired by
human observations, [51, 53] use iterative learning control (ILC) to learn a feedfor-
ward (anticipative) policy and combine itwith low-gain feedback. The feedforward
component does not depend on the state but only on the reference, therefore not
altering the system’s compliance. Alternatively, [52] presents an elastic structure
preserving (ESP) control approach that tries to minimize the dynamic shaping of
the internal elastic transmission. By performing a gain analysis, they show that the
plant dynamics are changed significantly less with their method than for feedback
linearization-based full state feedback control. However, they do not provide de-
tails on how much the actual stiffness of the system is changed. Furthermore, they
extend their work by adding a desired link-side impedance without altering the
inherent elastic structure [54] and applying it to visco-elastic actuators [55].

3.2 System Modeling

We performed the experiments using the 6 DoF robotic arm, ANYpulator (see Sec-
tion 2.1.2), composed of ANYdrive SEAs. These actuators can be operated in differ-
ent modes like joint position control, joint velocity control, joint torque control, or
motor velocity control. They provide full feedback of the joint state and the internal
actuator state at the control frequency.

The Rigid Body Dynamics (RBD) equation of motion for a torque-controllable
robot arm is given in Eq. (2.4). Wewant tomanipulate objects with the end-effector
for typical applications, and we assume that external wrenches λee only appear
there. The state-vector x = (q, q̇) of the system is composed of the joint positions
and velocities and the control input-vector is given byu = (τ ,λee), i.e., joint torques
and the end-effector wrench are used as input.

3.2.1 Rigid Body and Actuator Modeling

The RBD from Eq. (2.4) assume to have a perfect torque source as input. Being a
torque source is a simplified assumption for all actuators, neglecting the internal
actuator dynamics. For SEAs, the transients of the internal actuator dynamics are
dependent on the link-side inertia and the external load, and thus, for a multi-link
robot, they are configuration-dependent. This chapter addresses this fact by includ-
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Figure 3.2: MPC control structure overview for tracking the end-effector reference given
by pose pdes

ee , twist wdes
ee , and wrench λdes

ee . The MPC with torque input (MPC
τ , top) directly sends torque commands τ to the system, whereas MPC with
motor velocity input (MPC vm, bottom) considers the dynamics of the series
elastic actuators and sends actuator motor velocities vm to the system.

ing a minimal actuator model in the overall system dynamics. The series elastic
actuators of our manipulator are composed of a high torque electric motor, a har-
monic gear, and a rotational spring as the elastic element in series at the joint output.
Joint output position q and gear position qg are measured through high-resolution
encoders. The output torque is calculated by the deflection of the spring

τ = ks(qg − q), (3.1)

using the spring stiffness ks. In order to include the actuator model in the control
formulation, we augment the state-vector with the gear position of the actuator:
x = (q, q̇, qg). The gear velocity q̇g is given by q̇g =

1
r
×vm, where r is the gear ratio

of the SEAand vm is themotor velocity. The input-vector is defined asu = (vm,λee),
i.e., motor velocity and the end-effector wrench. Note that we here assume that the
SEA’s motor is a perfect velocity source, and we, therefore, choose the motor velocity
vm as input instead of joint torque. Although this is still a simplification, the step-
response of the internal motor velocity control loop is significantly faster than the
torque-loop, as it has one integrator less [56].
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3.3 Control Method

In this section, we introduce our proposed control approach. We first discuss the
baseline controller, which tracks the end-effector reference trajectory based on an
inverse dynamics approach. We then introduce our MPC framework used for task-
space control of ANYpulator. We discuss two formulations of the MPC based on
the models presented in Section 3.2.

3.3.1 Baseline Controller – Inverse Dynamics

As a baseline controller, we use the task-space formulation of commonly employed
inverse dynamics control. Amore detailed overview of task-space control (or oper-
ational-space control) is given by [57]. The goal is to track the desired end-effector
motion given by the desired pose pdes

ee and twist wdes
ee . The rotational and linear

acceleration of the end-effector, v̇ and ω̇, are coupled to the joint acceleration by

ẇdes
ee = (v̇, ω̇) = J̇eeq̇ + Jeeq̈. (3.2)

Solving Eq. (3.2) for q̈ and substituting in Eq. (2.4) results in

ẇdes
ee = J̇eeq̇ + JeeM−1 (q)

(

τ + Jee (q)
⊤
λee − b (q, q̇)− g (q)

)

, (3.3)

which can be solved for the desired input torque τ . As a control strategy for the
desired acceleration ẇdes

ee , we apply a PID controller to track the desired pose and
twist.
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3.3.2 MPC Formulation

We formulate our control problem as a Nonlinear Optimal Control (NLOC) prob-
lem that can include both, the RBD of the arm and the actuator dynamics, and solve
it in an MPC fashion. The finite-horizon NLOC problem is in the general form

min
u(·)

{

Φ (x (tf )) +

∫ tf

t=0

L (x (t) ,u (t) , t) dt
}

s.t. ẋ (t) = f (x (t) ,u (t) , t)

x (0) = x0,

(3.4)

with the state and control trajectoryx (·) andu (·). LetL (·) be the intermediate cost
at time t, Φ (·) the terminal cost at the final time tf , and f (·) the nonlinear system
dynamics.

Common approaches to solve NLOC problems are Single Shooting, Multiple
Shooting, and Direct Collocation [58]. In order to achieve a performant MPC loop,
the NLOC problem has to be solved at a sufficiently high frequency. For this rea-
son, we employ an optimized solver that implements a multiple shooting approach
using an iterative Gauss-Newton NLOC algorithm [59]. The solver utilizes a first-
order method to approximate the NLOC problem locally as a Linear-Quadratic
(LQ) optimal control problem using a Gauss-Newton Hessian approximation. The
LQ problem is solved by a Riccati-based solver that has linear complexity in the
time horizon, making this approach efficient for long time horizons [60].

The MPC strategy is based on a real-time iteration scheme introduced by [61].
This approach regards the entire time horizon and performs only one iteration of
the NLOC, before it iterates towards the rigorous optimal solutions during the run-
time of the MPC loop. During all the experiments, the MPC strategies are updated
with a fixed frequency of 250Hz, and the actuator commands are set accordingly.
Figure 3.2 provides an overview of the MPC schemes.

While both MPC strategies are based on a similar algorithm, the underlying for-
mulation of the system dynamics and consequently the cost function definition
are different. Figure 3.2 illustrates the primary distinction between the two MPC
schemes: the difference in the state and input vectors definition. The MPC τ only
considers the RBDmodeling and directly commands the joint torques. On the other
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hand, theMPC vm incorporates the actuator dynamics in addition to the RBD equa-
tion and directly designs for the motor velocities.

Cost Function

In this section, we describe the general cost function employed to track the end-
effector motion. The reference motion is defined as pose, twist, and wrench trajec-
tories in task-space.

Let ree be the end-effector position in the inertial frame. The orientation error
describing the deviation between the desired and the actual orientation is defined
as eo ∈ R

3. Given the rotation matrices Ree and Rdes
ee , describing the rotation that

can be computed from the joint states and the desired rotation, we can express the
rotation Rdiff aligning Ree with Rdes

ee by

Rdiff = Rdes
ee R⊤

ee =








r11 r12 r13

r21 r22 r23

r31 r32 r33







. (3.5)

The orientation error between the two frames can be calculated through

eo = r sin θ =
1

2








r32 − r23

r13 − r31

r21 − r12








, (3.6)

where θ and r are the angle and axis representation of the rotation Rdiff. Equa-
tion (3.6) only gives an unique relationship for −π/2 < θ < π/2.

We define wee = (v,ω) ∈ R
6 as the end-effector twist, where v and ω are the

linear and rotational velocity respectively, and λee = (f ,m) ∈ R
6 is the wrench

acting at the end-effector. We use the input vector u = (ν,λee), where λee are
the applied end-effector wrenches and ν can either be the actuator torques τ , or
actuator motor velocities vm. Given the notation above, the end-effector task-space
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tracking problem can be described through the following cost term for intermediate
cost

L (·) =∥rdes
ee − ree∥2Qpos + ∥eo∥

2
Qo + ∥w

des
ee −wee∥2Qw

+∥ν − νref∥
2
Rν + ∥λdes

ee − λee∥2R
λ

(3.7)

and final cost

Φ (x (tf )) = ∥r
des
ee − ree∥2Qfpos

+ ∥eo∥
2
Qfo

+ ∥wdes
ee −wee∥2Qf

w

. (3.8)

The positive semidefinite weighting matrices Qpos,Qo,Qw,Q
f
pos,Q

f
o, and Qf

w pe-
nalize errors from the desired end-effector motion trajectory. Rν is a weight on
the deviation of the reference input, and Rλ penalizes end-effector wrench errors.

The reference input trajectory ν is defined differently for the two MPC strategies.
For the torque input MPC, the reference torque input is chosen to be the gravity
term of the RBD, νref = τ ref = g (q), to not penalize the MPC for torques required
for compensating ANYpulator’s weight. For motor velocity input MPC, the refer-
ence motor velocity is chosen to be zero νref = vm,ref = 0.

Because the task-space cost terms are neither linear nor quadratic with respect
to states and control input, we utilize automatic-differentiation with CppAD [62]
for computing the cost function derivatives ∂L

∂x
, ∂Φ
∂x

and ∂L
∂u

, ∂Φ
∂u

to obtain an efficient
code necessary for a performant MPC implementation.

3.4 Stiffness Comparison

The following section discusses the impact of the opted feedback control law on
the compliance of the system. It provides detailed insight into how the different
control approaches alter the natural stiffness of the system. To evaluate the change
of compliance, we use the joint-space stiffness matrix Kq, which defines the rate
at which the torques of a joint increase or decrease as the joint is deflected from its
nominal position. We can compute the joint-space stiffnessmatrix bydifferentiating
the torque input to the system with respect to the joint state

Kq = −
∂τ

∂q
. (3.9)
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Depending on the control law, the individual joint’s stiffnesses are highly coupled,
meaning that the stiffness matrix is non-diagonal. The task-space stiffness matrix
Kc for the end-effector can be derived from the joint-space stiffness through the
relationship Kq = J⊤

eeKcJee.
In the case of torque control, we also have to consider the effect of possible joint-

level feedback gains on the stiffness. A standard solution to recover an accurate
tracking behavior and stabilize the motion for torque-controllable manipulators
is to apply the calculated torque from a model-based control approach as feed-
forward part τff and use Proportional-Derivative (PD) feedback control on joint-
level for position and velocity. For a more general overview of (joint-level) motion
control, please refer to [63]. In our case, we apply PD feedback gains for the 3 DoF
of the wrist, as friction andmodeling errors have a more significant impact on their
tracking performance. By making use of PD feedback gains, the desired torque
being tracked by the actuator is computed by

τdes = τff + kD (q̇des − q̇) + kP (qdes − q) , (3.10)

where kP and kD are the joint-level PD feedback gains. The desired joint-state is
computed through inverse kinematics of the desired end-effector pose and twist
for the inverse dynamics controller. In the case of MPC τ , the reference state is
given by the MPC formulation that provides a state and input trajectory for the
entire time horizon. Generally, local feedback gains are undesirable because first,
they are additional parameters that have to be tuned, and second, they are adjusted
to a nominal load and reference step.

Using the considerations above, we get the joint-space stiffness matrix by

Kq = −
∂τ des
∂q

= −
∂τ ff
∂q

+ kP , (3.11)

where kP = diag(kP,1, . . . , kP,6) is a diagonal matrix composed of the P feedback
gain kP (see Eq. 3.10) of each joint. We can see that the proportional gain of the
PD feedback directly adds to the stiffness. For the inverse dynamics controller, we
can obtain the term ∂τ ff

∂q
through numerical differentiation by perturbing the joint

state q. In the case of the MPC τ , numerical differentiation of the MPC policy will
be inaccurate [64]. Fortunately, the opted MPC solver, in addition to optimized
trajectories, provides the sensitivity of the control input to state perturbation in the
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form of a Linear-Quadratic Regulator (LQR) matrix gain. Thus, the term ∂τ ff
∂q

can
be readily computed using this sensitivity matrix.

In the case of motor velocity control (MPC vm), the joint-space stiffness can be
computed based on the deflection of the SEA’s spring as

∂τ

∂q
= −

∂

∂q
ks(q − qg) = −ks(I6 −

∂qg

∂q

)
≈ −ks

(
I6 − [I6, 0, 0]Llqrδt/r

)
, (3.12)

where Llqr is the LQR gain matrix resulting from the MPC controller, δt is the time
elapsed in between twoMPC updates (about 4ms), and I6 is a 6×6 identity matrix.
The matrix ks of the SEA’s spring stiffness is given by

ks =
















433 0 0 0 0 0

0 433 0 0 0 0

0 0 433 0 0 0

0 0 0 166 0 0

0 0 0 0 166 0

0 0 0 0 0 166
















. (3.13)

The sensitivity of gear positions with respect to joint angles (i.e., ∂qg
∂q

) can be calcu-
lated through the system dynamics

∂q̇g

∂q
=

∂

∂q
vm/r = [I6, 0, 0]Llqr/r. (3.14)

Assuming that qg has continuous second partial derivatives1, we can write

d

dt

∂qg

∂q
= [I6, 0, 0]Llqr/r. (3.15)

Since q and qg are independent at the MPC measurement time t0, we will have
∂qg(t0)

∂q
= 0. Thus for a small δt, we can write

∂qg

∂q
=

∫ t0+δt

t0

[I6, 0, 0]Llqr/rdt ≈ [I, 0, 0]Llqrδt/r. (3.16)

1 This assumption always holds for any DDP-based methods, if the query time is not a pre-planned
switching time between different modes of operations.
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Figure 3.3: Sensitivity of joint q1’s control input τ1 to joint position perturbations during
dynamic trajectory tracking with the MPC τ controller. The MPC formulation
provides this sensitivity in the form of an LQR gain matrix.

We can see that the natural stiffness of the robot is only altered in proportion to the
time step of MPC.

3.5 Experimental Results

This section compares the performance of inverse dynamics control to the two re-
ceding horizon MPC strategies presented in Section 3.3 in terms of compliance
change and tracking performance. The task is to move a grasped object with a
total weight of 1.46 kg dynamically along a defined trajectory in task space, sim-
ilar to a pick-and-place application2. We add the inertia of the grasped object to
the end-effector’s model to account for the additional weight in the control formu-
lation. The desired motion of the manipulated object provides the reference end-
effector pose trajectory pee (t). The desired end-effector wrench trajectory is set to
zero λdes

ee (t) = 0 as the motion is in free space.
A limitation of the ANYpulator arm presented in Section 2.1.2 was the limited

control bandwidth of less than 200Hz due to the CAN. In these experiments, we
modified the arm with a newer generation of ANYdrives, equipped with an Ether-
CAT bus that allows communication speed of up to 1000Hz. The control loop fre-
quency of 250Hz was chosen to comply with the computational requirements of
MPC vm. The parameters of the gains and weights in the inverse dynamic and
MPC controllers are given in Appendix A.1.

2 Watch the accompanying video: https://youtu.be/11Pkz_GGUHw
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(a) Inverse Dynamics
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Figure 3.4: Change of the joint-space stiffness matrix Kq by the considered control ap-
proaches inverse dynamics (a), MPC τ (b), and MPC vm (c). The color of each
entry represents the magnitude of the output torque change τi due to deviation
of joint state qi from its reference in Nm/rad. This stiffness is added to the nat-
ural stiffness of the system by closing the high-level control loop and by the
joint-level PD feedback.

3.5.1 Stiffness Change

The joint-space stiffness matrix is generally configuration-dependent. Figure 3.3
shows the temporal evolution of the feedback stiffness gains of the first joint q1 of
the armduring the pick-and-placemotion. To ease the comparison, wewill focus on
a representative time point on the reference trajectory in the subsequent evaluation.

Let us first look at the control approaches using torque τ as control input and
the resulting change of the joint stiffness matrix to track the reference input τ ff with
joint-level feedback gains (see Figure 3.4a and 3.4b). We can see that the added stiff-
ness is up to 162Nm/rad for the inverse dynamics controller and 112Nm/rad for
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Figure 3.5: Position tracking in x direction for a task-space end-effector reference motion
(red dashed) under the assumption of a correct model. Joint-level feedback
gains are applied on the wrist joints for the two torque controllers (inverse dy-
namics and MPC τ). The three control approaches, inverse dynamics (blue),
MPC τ with torque input (black), and MPC vm with motor velocity input (ma-
genta) show a similar performance.

the MPC τ controller. Generally, both controllers show a comparable increase in
stiffness, which corresponds to the observation of similar tracking performance in
Section 3.5.2. As expected, the high-level control law is introducing non-diagonal
elements to the joint stiffness matrix. The most noticeable difference in the stiff-
ness change between the two torque control approaches is seen for the diagonal
elements of the wrist joints, although both controllers use the same PD feedback
gains. MPC τ has a higher increase in wrist stiffness, which helps to improve the
rotational tracking performance (see Figure 3.7).

In the case of MPC vm (see Figure 3.4c), we observe less change of the joint stiff-
ness matrix compared to inverse dynamics and MPC τ . Generally, the stiffness
change is more coupled and less pronounced on the diagonal, which means that
MPC vm alters to a smaller extent the natural compliance of the elastic element of
the actuator. This stiffness is added to the natural stiffness ks of the SEA’s spring
(Eq. 3.12) for the MPC vm controller. In contrast, the stiffness in torque control is
added to the stiffness of the force controller, which is expected to be stiffer than the
elastic element. For MPC vm, the change of compliance is proportional to the time
step δt between two MPC updates, meaning that the stiffness change reduces by
decreasing the time step.
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Figure 3.6: Rotation error for tracking end-effector motion reference under the assumption
of a correct model. Joint-level feedback gains are applied on the wrist joints for
the two torque controllers (inverse dynamics and MPC τ). The three control
approaches, inverse dynamics (blue), MPC τ with torque input (black), and
MPC vm with motor velocity input (magenta) show a similar performance.

3.5.2 Tracking Performance

First, we compare the tracking performance of the three investigated controllers in
case of accurate knowledge of the model. In Figure 3.5, we see that the reference
end-effector position trajectory rdes

ee (t) in the x-direction (dashed red) is tracked
with a similar performance, whether inverse dynamics control (blue), receding
horizon control with torque input (black), or SEA motor velocity input (magenta)
is applied. The position tracking in y- and z-direction shows comparable perfor-
mance, and we omit it here for brevity. The orientation tracking shows similar
performance for the tree compared control methods, as we can see from the rota-
tion error eo in the x-direction in Figure 3.6. However, note that inverse dynam-
ics and MPC τ control rely on the joint-level PD feedback gains for tracking. Not
only would the tracking performance suffer, but the arm motion would diverge or
become unstable without them. In contrast, our proposed method MPC vm does
not depend on joint-level feedback gains for accurate tracking. Again, the rota-
tion tracking performance shows comparable performance in all directions, and
the other plots are omitted. For quantitative comparison of the tracking error, we
compute the Integral Square Error (ISE) over the time horizon T by

ISE =
1

T

∫ T

t=0

ϵ2 (t) dt, (3.17)
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Figure 3.7: ISE for tracking the end-effector pose. Joint-level feedback gains are applied on
the wrist joints for the two torque controllers (inverse dynamics and MPC τ).
UsingMPC vm shows a slightly improved tracking performance, although there
are no joint-level feedback gains necessary.

where ϵ (t) is the difference between the reference and actual value at time t. Figure
3.7 illustrates the ISE for position and rotation. The MPC approach with the torque
input performs very similar to inverse dynamics control. Using the MPC approach
with SEA motor velocity input, a slightly improved performance is achieved com-
pared to the other two approaches.

As shown in Figure 3.7, we can achieve similar performance with the three dif-
ferent control approaches as long as the controller has a very accurate robot model.
However, MPC vm achieves this by sacrificing the least natural compliance of the
system.

3.5.3 Model Mismatch

In this experiment, we attached an additional unmodeled mass of 0.92 kg to the
grasped object, which corresponds to an increase of the object mass of 63%. Figure
3.8 shows the end-effector position tracking for the same motion as in Section 3.5.2,
but with the additional mass as a disturbance. Both, inverse dynamics control and
MPC vm, can still track the motion in x-direction accurately (Figure 3.8 top). At
the same time, the tracking performance degrades noticeably for inverse dynamics
in the z-direction (Figure 3.8 bottom). The inverse dynamics controller tracking
performance degrades noticeably and differs from the tracking of the MPC with
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Figure 3.8: Position tracking in x and z direction for a task-space end-effector reference mo-
tion (red dashed) with an unmodeled end-effector mass of 0.92 kg. The inverse
dynamics controller shows a clear offset in z-direction, whereas the MPC vm is
able to compensate the model mismatch.

SEA motor velocity input as it is not able to follow the desired trajectory in the
z-direction.

The difference in the tracking performance becomes visible in Figure 3.9, where
the pose tracking error is illustrated. The inverse dynamics controller shows an ap-
parent increase in the tracking error compared to the undisturbed case (see Figure
3.7), especially in the z-direction and rotations. In contrast, our MPC approach,
including the actuator dynamics, shows comparable performance, and one can see
almost no influence of the disturbance mass. A comprehensive discussion on how
the robustness improves by respecting the actuator dynamics is presented by [65].
Instead of directly adding the actuator dynamics to the control formulation, they
modify the cost function to penalize higher frequency input. This cost function
improves the high-frequency robustness and indirectly addresses the issue of the
limited actuator bandwidth. In our case, we directly encode this robustness by en-
forcing the actuator dynamics in the control formulation.
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Figure 3.9: ISE for tracking the end-effector pose with an unmodeled end-effector mass of
0.92 kg. The inverse dynamics controller performance significantly worse com-
pared to the case without the model mismatch, especially in z-direction and for
the rotation. Our MPC including the actuator dynamics shows a comparable
performance with almost no influence of the disturbance mass.

Notice that the most significant impact of the additional unmodeledmass is seen
by the shoulder and elbow flexion/extension joint that carries the main gravita-
tional load of the arm. Those joints have no feedback gains compensating the track-
ing offset. Adding integral gains on joint-level would improve the tracking perfor-
mance in case of a model mismatch but increase the system’s stiffness, especially at
low frequencies [66].

Furthermore, note thatMPC τ is not displayed for comparison as it could not per-
form thedynamicmotionwith the unmodeled end-effectormass. The optimization-
based approach tries tomaximize themotion over the system’s full potential, which
might violate the boundaries of the real system if unmodeled disturbances appear.
In contrast to MPC vm, MPC τ does not add high-frequency robustness and fails to
provide a solution for highly dynamic disturbances.

3.5.4 Large Reference Steps

This experiment shows the response behavior of the different control formulations
to a sparser input trajectory, resulting in more significant reference steps. The goal
is again to move a grasped object with a total weight of 1.46 kg. We apply discrete
steps of 10 cm in the reference trajectory instead of a continuous curve. Figure 3.10
shows the tracking performance of the end-effector position. We expect that MPC
makes a trade-off between the current and future tracking errors over the time hori-
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Figure 3.10: Position tracking in x and z direction for reference step motions of 10 cm (red
dashed). The reference step is anticipated by the receding horizon controllers
(MPC τ and MPC vm) and the actual rising motion starts before the step
takes place. MPC vm achieves a better step response performance compared
to torque control input with a faster rise time and less overshoot.

zon, creating a smoother motion. Indeed, we can see that in the case of MPC, the
reference step is anticipated through the receding horizon and the actual risingmo-
tion starts before the step takes place. In contrast, inverse dynamics control only
reacts after the reference change happened. The MPC formulation with SEA mo-
tor velocity control input achieves a better step response performance compared to
torque control input with a faster rise time and less overshoot.

The pose tracking performance for the sparse input reference, in the form of ISE,
is shown in Figure 3.11. The position error is comparable to tracking a continuous
trajectory (see Figure 3.7 for the three control approaches), whereas the rotation
error increases significantly for inverse dynamics control. TheMPC approaches are
computing optimal feedforward plans in correspondence with sensed changes of
the state, making them less affected by step changes and letting them achieve more
consistent performance for reference steps in any direction. The influence of the
receding horizon can be presented best by having a closer look at the commanded
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Figure 3.11: ISE for tracking reference steps of 10 cm. The tracking performance is less in-
fluenced by reference step changes in the case of applying receding horizon
control and a more uniform performance is achieved for reference steps in any
direction.
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Figure 3.12: Overview of the commanded and measured torque at the shoulder flex-
ion/extension joint during a sudden reference step. The commanded torque
(red) of the inverse dynamics controller has a sudden jump due to the refer-
ence step, that cannot be tracked by the actuator (blue). In comparison, in the
case of using the MPC formulation with SEA motor velocity input the mea-
sured torque (magenta) follows a smooth curve.
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and applied torque at the shoulder flexion/extension joint during reference steps in
Figure 3.12. We observe that a sudden command torque jump is generated for the
inverse dynamics controller due to the reference step (red). However, the actuator
cannot follow the torque reference immediately and overshoots significantly (blue).
In the case of MPC vm the measured torque (magenta) results in a smooth curve.
Noticeably, the applied torque already changes before the reference step happens,
caused by the receding horizon.

3.6 Summary

This chapter discussed the inclusion of the compliant actuator model in the reced-
ing horizon control formulation of a manipulator. The chosen MPC formulation
provides a generic tool to incorporate the actuator dynamics in the task-space con-
trol that is not possible with classical inverse dynamics controller. We compare
different control approaches and show how they alter the natural stiffness of the
system. The proposed actuator-aware MPC formulation has the least impact on
the natural stiffness and frees us from joint-level feedback gains that sacrifice com-
pliance for tracking performance and stability. Our proposed controller is shown
to be robust against deviation of end-effector inertia and can reject significant dis-
turbances. By including the actuator dynamics, we improve the high-frequency
robustness and directly address the issue of the limited actuator bandwidth as the
real physical spring acts as a proportional gain to drive the link to its desired posi-
tion. Furthermore, the actuator-aware MPC generates a physically more consistent
motion, as it avoids demanding abrupt torque changes. All the contributions that
we present are empirically validated on the ANYpulator platform.
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4
Large-ScaleObjectMapping, Segmentation, and
Manipulation

This chapter incorporates material from the following publication:

Mascaro*, R., Wermelinger*, M., Hutter, M., & Chli, M. Towards au-
tomating construction tasks: Large‐scale object mapping, segmentation, and
manipulation. Journal of Field Robotics 38 5, pp.684-699 (2021).

Video: https://youtu.be/4bc5n2-zj3Q

Automating the robotic assembling of on-site material poses several challenges
that are specific to construction sites. First, the use of arbitrarily shaped materials
found on-site requires efficient perception algorithms to identify individual object
instances on the fly without having any previous knowledge about their geometry.
A system tomanipulate these irregular objects reliably must be capable of selecting
good grasping poses among many possible configurations and have the ability to
plan collision-free motions in potentially cluttered environments. Another major
challenge in real-world construction applications ismanipulating heavy objects and
exerting large forces, requiring a powerful and versatile robotic system. Moreover,
the fabrication of large-scale building structures typically requires mobile robots to
overcome the constrainedworkspace limitations of stationarymanipulators. These
robots need to move during construction while still locating themselves with re-
spect to the changing and cluttered working environment and assemble structures
accurately in space.

This chapter addresses these challenges by demonstrating autonomous manipu-
lation of large-scale stones with a robotic walking excavator. By extending state-of-
the-art mapping and grasp planning approaches to real environments and irregu-

* Ruben Mascaro and Martin Wermelinger contributed equally to this work. R.M. was responsible
for the perception pipeline and M.W. for the manipulation tasks
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Figure 4.1: Potential application of the proposed system: robotic construction of utility
structures with material found on-site. By fusing mapping data acquired from
the excavator and a drone, the observed stones are segmented in the acquired
map, while collision-free paths for the manipulator are computed and executed
to move the stones of interest to the desired locations in the vicinity of the robot.

lar objects, we provide the robotic skills that are necessary to deploy autonomous
construction machines for further construction applications (see Figure 4.1). The
proposed system initially maps the close vicinity of the robot by fusing the data
acquired by its onboard LiDAR sensors and a camera placed on a drone and seg-
ments single object-like instances in the resulting 3D point cloud. An object inven-
tory allows keeping track of the segments and their corresponding poses during
manipulation. Finally, based on the map and the segment inventory, collision-free
grasping poses are planned to move the objects of interest to the desired locations.
All experiments are executed in the real-world setting and with the autonomous
excavator HEAP shown in Figure 4.2, emphasizing on the evaluation of the robust-
ness of the integrated perception and manipulation pipelines.

4.1 Related Work

In order to autonomously build structureswithmaterial foundon-site, construction
robots require the ability to perceive andmap the complex, unstructured surround-
ing space, segment individual objects of interest in it, and manipulate these ob-
jects safely. Despite the recent advances in the context of on-site digital fabrication,
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most applications only consider the use of regular materials, such as pre-fabricated
bricks [3], and there are still only a few robots integrating all the capabilities men-
tioned above. For example, in [67] and [9], completely autonomous systems are
shown to construct auxiliary structures in order to achieve and maintain naviga-
bility across previously untraversable terrain. However, they use customized com-
pliant bags as construction material or apply polyurethane foam, respectively, and
not naturally occurring building materials such as stones. Closely related to our
work are the demonstrators presented in Chapter 6 and [68], consisting of station-
ary robotic systems that detect randomly placed stones and construct balancing
vertical stacks with them. Although they emphasize handling building materials
of arbitrary shape, the systems above assume that the geometry of the objects of in-
terest is known beforehand, i.e., they are initially pre-scanned in an offline step. On
the other hand, our approach aims towards more generic use-cases and does not
consider any previous knowledge about the objects present in the scene. Instead, it
attempts to discover object-like instances in a map of the robot’s surroundings that
is built online and perform manipulation based on this information.

Estimating the robot’s pose together with an internal representation of the ob-
served scene, which is commonly referred to as SLAM, has been an extensively
studied problem by the robotics community in the last decades [69]. Particularly,
LiDAR-based SLAM approaches [70–72] have become quite popular due to their
applicability to self-driving vehicles and other types of ground robots. However,
these systems typically target autonomous navigation use-cases and mainly seek
to achieve reasonable pose estimates over very long trajectories, producing purely
geometric maps of the traversed environment. Conversely, to aid the manipulation
tasks, we aim towards a higher-level scene representationwhere the notion of object
instances is available. While object-aware mapping systems have gained attention
recently [73–75], most of the existing approaches use volumetric map representa-
tions and rely on RGB-D sensing. However, the applicability of depth cameras is
usually inhibited in large-scale outdoor environments due to the limited working
range and the poor performance under sunlight. Our mapping approach, on the
contrary, is more similar to [76], which uses amap representation based on geomet-
ric segments extracted from 3D LiDAR point clouds. The main difference is that,
while in [76] these segments often correspond to partial observations of objects
or structures and are mainly used for localization and loop-closure detection [77],
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here we aim at obtaining complete models of the individual objects in the scene in
order to assist interaction planning.

Achieving an accurate and complete reconstruction of the scene becomes espe-
cially challenging when operating on construction sites. The presence of bulky
objects (e.g., building material) can limit the robot’s mobility and occlude large
regions of the map. To overcome this drawback, we take inspiration from works
on aerial-ground registration [78, 79] and enable the augmentation of the LiDAR-
based map with additional mapping data acquired by an external sensor that can
observe the scene from different viewpoints, such as a camera placed on a drone. A
general approach to solve the 3D global registration problem is to extract features
from the input maps, match them and estimate the geometric transformation that
best explains the set of found correspondences [80]. Like [77], our method aims to
directly align sets of point-cloud segments extracted from the input maps, as they
are typically the most salient elements in the observed scene. However, instead of
treating these segments as single features, whichmight strugglewhen dealingwith
significant differences in viewpoint [79], we compute local descriptors on these seg-
ments and then use the segments’ centroids to select a geometrically consistent set
of descriptor correspondences efficiently.

We use a similar approach for grasp planning as presented in [81] to sample
grasp hypotheses on the point cloud directly and to classify the grasp candidates
before scoring them according to a heuristic cost function. A more detailed litera-
ture review about grasp planning methods is given in Section 5.1.

4.2 System Description

As a robot platform, we use HEAP (Hydraulic Excavator for an Autonomous Pur-
pose), a highly customizedMenziMuckM545 excavator developed for autonomous
use cases and advanced teleoperation. This machine (shown in Figure 4.2) has cus-
tomized, precisely force and position controllable hydraulic actuators in the arm
and the legs, making it adaptable to any kind of terrain. On the sensing side, HEAP
is equipped with a Leica iCON iXE3 with two Global Navigation Satellite System
(GNSS) antennas and a receiver that can be used for localization of the cabin. Real-
time kinematic (RTK) corrections for the GNSS signals are received over the Inter-
net from permanently installed base stations. In addition, SBG Ellipse2-A Inertial
Measurement Units (IMUs) are installed both in the cabin and on the chassis, and
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Figure 4.2: HEAP is an autonomouswalking excavator based on a highly customizedMenzi
Muck M545. It is equipped with onboard sensors for state estimation (GNSS,
IMUs, and encoders) and scanning the environment (3D LiDARs). As shown
in the inset, the two LiDARs are mounted perpendicularly to each other such
that a scanning motion is achieved not only while driving the robot around, but
also while swinging the cabin.

Sick BCG05-C1QM0199 wire draw encoders measure the piston position and veloc-
ity of the arm cylinders, whose force is estimated with pressure sensors integrated
into the servo valve control modules. Finally, two Velodyne Puck VLP-16 LiDAR
scanners placed at the front edge of the cabin’s roof are used for mapping tasks.
As shown in Figure 4.2, the LiDARs are mounted orthogonally to each other. This
way, a scanning motion is achieved while driving the robot around and swinging
the cabin. In the scope of this work, the sensor mounted perpendicularly to the
ground plane will be referred to as the vertical LiDAR, whereas the other one will
be named horizontal LiDAR. For a more detailed description of the system’s sensors
and actuators, we refer the reader to [6].

Besides HEAP, an Ascending Technologies (AscTec) Neo hexacopter equipped
with a Visual-Inertial (VI)-Sensor [82] is used in the experiments presented in this
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work to provide additional mapping data of the environment. This data is regis-
tered into the excavator’s LiDAR-basedmap leading to a reconstruction of the scene
free of occlusions, as explained in Section 4.3.4.

4.3 Perception Pipeline

As the goal here is tomanipulate objects of interest present in the scene autonomous-
ly, we are looking to achieve a consistent and up-to-date map of the robot’s (i.e.,
excavator’s) surroundings as well as accurate segmentation masks for the objects
in the map. In this work, we assume no prior knowledge of the environment or the
objects to be grasped for the sake of a generally applicable methodology. Therefore,
we present a mapping pipeline that uses the excavator’s onboard LiDAR sensors to
build a 3D point-cloud map of the environment incrementally and can segment
generic objects in it. Additionally, the system features a segment-based global reg-
istration module that enables fusing external mapping data, such as point-cloud
maps generated from drone-borne vision sensors, into the LiDAR-based map to
achieve amore comprehensive reconstruction of the scene. The object-like instances
segmented out from this map are stored in an inventory that is consulted to update
the map when the robot moves objects in the scene. An overview of the different
modules constituting the perception pipeline is depicted in Figure 4.3.

4.3.1 Vision-based Pre-mapping Using a Drone

Intending to provide a complete map of the scene for grasp pose planning (i.e., free
of occlusions), we intend to reconstruct a point cloud of the region of interest from
multiple viewpoints and register it later on with the excavator’s LiDAR-based map.
To this end, we initially collect some visual data with a VI-Sensor mounted on the
AscTec Neo hexacopter, which is piloted manually over the region of interest. The
VI-Sensor’s left camera trajectory is estimated online using the VINS-Mono SLAM
system [83]. Once this inspection task is done, we select a subset of about 200 im-
ages from the recorded data, and we perform an offline reconstruction of the scene
based on Structure fromMotion (SfM) using COLMAP [84]. The scale of the recon-
structed model is finally recovered by computing the 3D similarity transformation
between the camera locations provided by the SfM pipeline and the corresponding
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Figure 4.3: Overview of the perception pipeline developed for the excavator HEAP. The
LiDAR, inertial and GNSS measurements are processed online to estimate the
sensor-suite’s pose and create a point-cloudmap of the environment. When trig-
gered, the segmentation routine extracts object-like segments from the current
map and stores them as separate entities in the Object Inventory. Additionally,
the registration module allows the fusion of externally built maps for improved
scene reconstruction.

camera positions previously estimatedwith VINS-Mono. Although efficient vision-
based online mapping algorithms exist, we decide to use a method that produces
high-quality point clouds (see Figure 4.8 for an example), allowing for a better
alignment with the LiDAR-based map. Note, however, that this method is used as
a proof of concept and that other sensing modalities andmapping approaches able
to reconstruct point-cloud maps of an observed scene (e.g., LiDAR-based) could
also be employed here.

4.3.2 LiDAR-based Scene Mapping

The excavator’s LiDAR-based mapping system exploits the well-established graph-
based SLAM formulation [85],which typically models the problem’s underlying
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structure as a pose graph. In graph-based SLAM, every node in the graph corre-
sponds to a robot pose and edges connecting these nodes encode spatial constraints
between robot poses (i.e., relative transformations) that result from observations or
odometry measurements. Solving the SLAM problem then determines the set of
robot poses that best satisfies all the spatial constraints.

In mathematical terms, we denote a set of state variables as P = {p1, ...,pm},
where pi describes the pose of node i, and a set of measurements, as zij and Ωij

being respectively the mean and the information matrix of a single measurement
relating nodes i and j. With a maximum likelihood approach, we find the config-
uration of the nodes P∗ that minimizes the negative log-likelihood of all the obser-
vations. This formulation is equivalent to solving the following least squares error
minimization problem:

P∗ = argmin
P

∑

⟨i,j⟩∈C

eTijΩijeij, (4.1)

where C denotes the set of pairs of indices for which a measurement is available,
and eij = zij− ẑij (pi,pj) is a vector error function that measures howwell the con-
straint originated from measurement zij is satisfied by the predicted measurement
ẑij (pi,pj), given a configuration of the nodes pi and pj .

The nonlinear optimization problem in Eq. 4.1 can be effectively solved using
the Gauss-Newton approach. Specifically, the proposed mapping system builds
on top of the LaserSLAM [76] back-end, which performs incremental pose-graph
update and optimization using the iSAM2 [86] algorithm to estimate the robot’s
trajectory in real-time. A customized front-end processes measurements provided
by the onboard sensors to generate odometry and scan-matching constraints be-
tween consecutive nodes of the pose graph. In this work, odometry constraints are
generated from state estimation, which fuses GNSSmeasurements with the inertial
data provided by the robot’s IMUs. Scan-matching constraints, on the other hand,
are computed by aligning consecutive LiDAR scans using a process that consists of
the three following steps:

1) Self-filtering: To prevent the scene map from being corrupted by the robot’s
arm and legs, which move primarily inside the field of view of the LiDAR sen-
sors, each incoming scan is initially processed by a self-filter that approximates
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the excavator’s links with simple shapes, such as boxes or cylinders, and uses
the robot’s current state to discard the points lying on the robot itself [6].

2) Scan Pair Assembly: Once a new pair of filtered scans is available, the verti-
cal scan SV

k is merged with the corresponding horizontal scan SH
k to form an

”assembled scan pair” Sk, i.e., a point cloud composed of both SV
k and SH

k , ex-
pressed in the frame of the horizontal LiDAR. We transform SV

k into the frame
of SH

k , which is achieved by applying a fixed pre-calibrated transformation THV

from the vertical LiDAR frame V to the horizontal LiDAR frame H. The verti-
cal and horizontal scans are not synchronized. Therefore, we use their times-
tamps and the state estimation measurements to correct potential cabin motion
between them.

3) ScanMatching: Constraints relating consecutive robot poses are obtained using
the ICP algorithm to register the current scan pairSk against a submap composed
of the m previous scan pairs, expressed in the frame of the previous horizontal
LiDAR’s pose. Compared to performing scan matching for each scan individu-
ally, our approach has two main advantages: first, given that scan pairs contain
more points than single scans, the ICP registration against the submap becomes
more robust; secondly, since nodes are added on a scan pair basis, the pose
graph keeps the same size as if a single LiDAR sensor was used.

The LiDAR-based map is created by accumulating the 3D scan pairs once the
back-end optimizes the corresponding nodes. We want to avoid an uninformative
accumulation of data and the growth of the pose graph when the robot is not mov-
ing. Therefore, a new node together with one odometry and one scan-matching
constraint is added to the graph only if the horizontal LiDAR has traveled a min-
imum distance dposes. Furthermore, since we are primarily interested in mapping
the excavator’s workspace, a local point cloud is extracted upon adding new scans
by defining a robot-centric cylindrical region, whose radius rmap is set to be slightly
higher than the maximum arm’s reach. The map data is finally filtered and down-
sampled using a voxel grid of resolution rvoxel with nmin, a minimum number of
points per voxel to consider it as occupied. The result is a 3D point cloud map that
is incrementally built around the current robot location without being corrupted
by the platform’s moving parts.
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4.3.3 Map Segmentation

When the point density of the LiDAR-based map reaches a certain threshold dur-
ing an initial scanning phase, a segmentation routine is automatically triggered to
detect any distinct objects of interest present in the scene. We extract such objects
from the currentmap as a set of 3Dpoint clustersPi (i.e., segments) using a geomet-
ric technique inspired by [87]. This method assumes that the ground operates as a
separator between the segments and requires it to be previously removed from the
input point cloud. In our implementation, this is achieved by running a RANSAC-
based 3D plane fitting algorithm with a distance margin dplane that accounts for
potential terrain undulations. After most of the points belonging to the ground
have been removed, Euclidean clustering is used to grow segments. The extracted
clusters then go through a RANSAC-based planarity check that discards nearly pla-
nar segments, which usually correspond to regions of the terrain not filtered out
previously. Finally, the remaining non-planar segments Pi and their centroids rc,i
(i.e., the average of all Pi’s points) are added to the Object Inventory described in
Section 4.3.5.

4.3.4 Segment-based Global Registration

The registration module gives the perception system the ability to align externally
built point cloud maps with the LiDAR-based map that the robot uses for local-
ization. This registration becomes especially valuable when the goal is to perform
manipulation tasks. Augmenting the robot’s map with additional data acquired
by an external sensor (e.g., a camera placed on a drone) helps to add information
in occluded regions of this map and allows for effective 3D reconstruction of the
objects in it.

Our registration approach finds the transformation that best aligns the externally
built (i.e., source) map with the LiDAR-based (i.e., target) map. Therefore, it lever-
ages the segmentation module presented in Section 4.3.3 to perform registration
based on local geometric descriptors computed on segments. The resulting trans-
formation is finally used to align the two original input maps and merge the over-
lapping segments from the source and target point clouds. By choosing a purely
geometric method instead of relying on GPS-based co-localization strategies, our
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method can deal with mapping data acquired by robots in GPS-denied environ-
ments. The proposed approach consists of the following steps:

1) Segmentation of the InputMaps: When the registration is triggered, the source
map is initially filtered using a voxel grid of resolution rvoxel (i.e., the same that is
used to downsample the LiDAR-basedmap), resulting in a point cloud that has
a similar point density to the target map. Both the source and the target point
clouds are segmented using the method described in Section 4.3.3. This step is
beneficial to remove parts of the input maps whose geometry is not descriptive
enough to allow for robust matches, e.g., planar or low point-density regions.

2) Keypoint Extraction and Description: From both segmented point clouds, we
extract keypoints using the Intrinsic Shape Signatures (ISS) detector [88] and
describe them using the Signature of Histograms of Orientations (SHOT) de-
scriptor [89]. Besides SHOT, we tested two additional descriptors, Fast Point
FeatureHistogram (FPFH) [90] andRotational Projection Statistics (RoPS) [91],
but they exhibited lower performance. The former was less robust in the match-
ing step, whereas the latter achieved comparable results to the SHOT descrip-
tors but were considerably more expensive to compute because the triangula-
tion of both input point clouds was required in this case.

3) Descriptor Matching: The matching module solves the data association prob-
lem between keypoints extracted from both input maps by comparing their
descriptors. In our implementation, we perform an efficient nearest-neighbor
search in the descriptor space using a kd-tree.

4) Geometric Verification: From the set of 3D keypoint correspondences identi-
fied in the previous step, we extract clusters of geometrically consistent matches
(i.e., matches that vote for the same geometric transformation) and select the b

most voted for transformations. These transformations are then used to trans-
form the source segment centroids from the source map frame S to the target
map frame M. For each set of transformed source centroids, we perform a
nearest-neighbor search against the set of target centroids. Matches between
closest centroids are accepted if the Euclidean distance between them lies be-
low a threshold distance dmatch. Finally, after all candidate transformations have
been evaluated, the one that gives the highest number of inlier centroidmatches
gets selected. To discriminate between transformations leading to the same
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inlier ratios, we choose the one that minimizes the highest distance between
matched centroids.

5) Transformation Refinement: The transformation selected in the previous stage,
which we denote as T coarse

MS , is used as a prior in an ICP step that refines the
alignment of the source and target point clouds, yielding an improved transfor-
mation T ICP. To reject unsuccessful registrations, we apply a threshold d∗ICP to
the Root Mean Square Error (RMSE) of ICP, which is computed using only the
segments whose centroids have beenmatched in the geometric verification step.
The final transformation between the source and the target maps, TMS , is then
computed as follows:

TMS = T ICP · T coarse
MS (4.2)

6) Map and Segments Alignment: The transformation obtained from the registra-
tion process, TMS , is used in the last stage to align the originalmaps. In addition,
overlapping segments from the source and target maps are combined, forming
single object models. We merge each pair of previously matched segments in
a common point cloud, which is then downsampled using a voxel grid filter.
This way, the output of the registration pipeline is not only a map containing
the registered input point clouds but also the segmented, better-reconstructed
object models, which are fed into the Object Inventory described in Section 4.3.5
to aid the manipulation tasks.

4.3.5 Object Inventory and Dynamic Object Handling

To properly deal with potentially movable object instances in the map, we set up an
inventory where, for each segmented object, we store its globally referenced point
cloud Pi, its centroid position rc,i, and an identification number i. These object in-
stances are generated by the segment-based registration process, when an external
map is available, or by simply segmenting the LiDAR map using the module de-
scribed in Section 4.3.3. The inventory is then used to aid the manipulation tasks
by constantly updating the objects’ locations in themap, as described in the remain-
der of this section.

When an object is grasped, we associate the transformation between the map
frameM and the gripper frame G, T grasp,i

MG , given by the state estimation, with the
corresponding object instance stored in the inventory. In addition, we remove all
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map points inside a sphere of radius robj centered around the grasped object’s cen-
troid in the LiDAR map. After lifting the robot’s arm, the hole created in the map
will be replaced gradually by newly detected points on the ground. At the same
time, the self-filter described in Section 4.3.2 will prevent the object from being
remapped as long as it lies inside the gripper.

As soon as the object is released in a new position, we again extract from state
estimation the transformation representing the gripper pose with respect to the
map frame, T release,i

MG , and use it together with the previously stored grasp pose to
estimate the transformation T i experienced by the corresponding object instance
in the scene:

T i = T
release,i
MG ·

(

T
grasp,i
MG

)−1

(4.3)

This transformation is then applied to the object’s point cloud and centroid. By
representing the objects with their globally referenced point clouds, we implicitly
keep track of their position and orientation in the map.

After releasing the object, a scanning motion is performed, which causes the ob-
ject to be remapped by the LiDARs. At this point, an ICP step is triggered to realign
the transformed object point cloud with the LiDAR map, correcting for potential
inaccuracies in the predicted object’s location. This way, the map and the Object In-
ventory are always kept consistent with the state of the environment. At the same
time, the identified objects can be individually tracked as the robot is moving them.

4.4 Grasp Pose Planning Pipeline

The goal of the grasp pose planning pipeline (Figure 4.4) is to find viable grasp con-
figurations to pick the segmented objects instances. In the case of the autonomous
excavator, a grasp configuration is defined as a 6 DoF gripper pose where a contact
configurationwith the object can be performed. A grasp configurationwith contact
wrenches that span the object’s origin is called a force closure grasp. The purpose
of grasp pose detection is to find force closure grasps on the object of interest. The
grasp pose planning consists of three steps:

• identification of the region of interest and generation of a planning point
cloud

• detection of grasp candidates in the region of interest
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Figure 4.4: Overview of the grasp pose planning pipeline. The LiDAR map is augmented
with the registered object segments and cropped to the region of interest around
the selected segment. The generated grasp cloud is used for sampling grasp
hypotheses which are filtered and ranked to obtain the final grasp.

• subsequent filtering and ranking of the candidates to obtain a feasible grasp-
ing configuration

We will focus on finding grasp poses for two-finger grippers, as the excavator is
equipped with a two-jaw angular gripper. Both jaws are mechanically connected
and are moved by the same hydraulic actuator, giving one DoF. The jaws are
mounted on the base part of the gripper that we will further refer to as palm. For
collision checking between gripper and planning point cloud, the gripper shape is
approximated with convex polyhedra enclosing the jaws and the palm.

4.4.1 Grasp Planning Point Cloud

The grasp pose detection tries to find feasible grasp configurations directly on a
point cloud representing the proximity of segmented objects, called the grasp plan-
ning point cloud. This point cloud allows to evaluate the quality of grasps and con-
sider the collision with surrounding objects and the ground. In a typical applica-
tion, the decision which objects to grasp would come from a higher level planning
instance and depends on the structure to be built (see Chapter 7). In our case, we
decide to grasp the largest segment with the most points from all the available seg-
ments Pi (Section 4.3.3). Starting with the largest segment is motivated by using
them first for construction.

In order to obtain the planning point cloud, we crop the LiDAR-based map (Sec-
tion 4.3.2) around the location of the selected segment’s centroid rc,i with a margin
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(a) (b) (c)

Figure 4.5: Given an externally built scene point cloud, the grasp planning cloud is obtained
by cropping the LiDAR map in a region of interest around the desired Segment
(a) and merge it with the registered external point cloud (b). The merged map
is down-sampled to get a uniform distribution (c).

(a) (b) (c)

Figure 4.6: Without external point cloud, the grasp planning cloud is obtained by cropping
the LiDAR map in a region of interest around the desired Segment (a). The
registered segments are merged to the planning cloud (b) and a ground plane
is fitted to fill holes in the map due to occlusion (c).

corresponding to the full gripper width (Figure 4.5a) and combine it with the reg-
istered external point cloud (Figure 4.5b). The merged maps are down-sampled to
obtain a uniform point density on the grasp planning point cloud (Figure 4.5c).

If no external point cloud is available, e.g., after relocating the segments from
their initial position, we could only rely on the LiDARmap for grasp planning (Fig-
ure 4.6a). However, the LiDAR-basedmapmay be partially cluttered and occluded
by the objects themselves due to the viewpoint, leading to holes in the map where
no data points are available. In order to provide a complete map for grasp pose
planning without an external map, the aligned object models from the Object In-
ventory are merged to the planning point cloud, assuring that we also have infor-
mation on the opposite side to the LiDAR direction (Figure 4.6b). There might still
be holes in the ground plane due to the occlusion by the objects, leading to grasps
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(a) (b) (c)

Figure 4.7: A local reference frame F is assigned to a surface sample point with the x-axis
pointing away from the object surface (a). Multiple orientations are generated
for each sample point by rotating the local frame around the y-axis (b) and z-
axis (c) in discrete intervals.

that would penetrate the ground. We fill these holes with a RANSAC plane estima-
tion to find the ground plane and artificially augment over the complete planning
point cloud (Figure 4.6c).

4.4.2 Grasp Detection

Grasp detection intends to generate a large number of grasp hypotheses on the
planning point cloud that do not collide with the environment. The hypotheses
can be filtered and ranked according to their applicability and success chance in a
subsequent step. We sample N points on the desired segment Pi in the planning
point cloud to generate the grasp hypotheses. Each sample p is assigned a local
reference frame F by evaluating the Eigenvectors of the matrix

M (p) =
∑

p̄∈Br(p)

n (p̄)n (p̄)
⊤
, (4.4)

where n (p̄) is the outwards pointing unit surface normal at point p̄, and Br (p) is
the r-ball around point p. The local reference frame F = [ν3 (p) ,ν2 (p) ,ν1 (p)] is
composed of the Eigenvectors, where ν1 (p) corresponds to the largest Eigenvalue
and ν3 (p) to the smallest one. This assures that the x-axis of the reference frame is
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pointing away from the object, and the z-axis is pointing along the axis of minimal
curvature.

We generate multiple grasp orientations for each sample point p by rotating the
local reference frame around the y- and z-axis in discrete intervals (see Figure 4.7).
The inverse x-axis of the rotated grasp orientation is denoted as the approach di-
rection napp of the gripper. A convex polyhedral gripper collision model is moved
along the approach direction, with several opening angles, until palm or jaws are
in contact with the grasp planning point cloud. We add a sampled pose to the list
of grasp hypotheses if the closing region of the jaws is not empty.

Note that the grasp detection does not require a perfect segmentation of the ob-
ject as the planning point cloud represents the closer vicinity of an object. How-
ever, faulty segmentation, like merging close objects to one segment, may cause
that grasp contact points are placed on several different objects, which is unde-
sired because it reduces the grasp success rate, and we are generally interested in
manipulating one object at a time.

4.4.3 Grasp Filtering and Ranking

The grasp detection generates hundreds of grasps for a single object that are filtered
and ranked according to their applicability and likelihood of success to obtain the
desired grasp configuration.

Force Closure

In the first step, the grasp hypotheses are evaluated for force closure. We use a
grasp classifier using a four-layer ConvolutionalNeuralNetwork (CNN) presented
in [81] that predicts if a grasp is a force closure based on the planning point cloud
and a 2-finger gripper model. This classifier is applied to reduce the detected grasp
hypotheses, predicting whether the grasps are force closure – however, many can-
didates may still be valid.

Grasp Cost

The force closure grasps are ranked and filtered by task-specific criteria that proved
to provide reliable grasps. First, we rank the grasps according to their alignment
with the approach direction. Given the upwards directed normal of the ground
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plane nground and the approach direction of a grasp hypothesis (the normal point-
ing away from the palm)napp, the alignment cost calign is given as the angle between
the two vectors

calign = arccos
(

−n⊤
groundnapp

)

. (4.5)

We prefer approaching directions that are normal to the ground plane because they
correspond to a nominal configuration of the excavator’s arm. Furthermore, they
help ensure that the arm is not colliding with surrounding objects. The 50% grasps
with the lowest alignment cost calign, or a minimum of 40, are selected and ranked
on how much the gripper encloses the object. An enclosing (or power) grasp is
preferable to a pinching (or precision) grasp as it is more likely to withstand dis-
turbances. The enclosing cost cenc is represented by the distance between the palm
and the centroid (CoM) in the approach direction

cenc = r⊤CoMnapp, (4.6)

where rCoM is the position vector from the palm center to the object centroid rc,i.
Again, the 50% grasps with the lowest cost, but a minimum of 20, are selected.
Finally, we minimize the closeness of the grasp to the centroid of the object and
select the best grasp based on the cost cdist for execution. The closeness of a grasp
to the centroid is given by the distance

cdist =
∥rCoM × napp∥
∥napp∥

(4.7)

between the centroid and a line along the approach direction going through the
Tool Center Point (TCP). This criterion is motivated by the need to avoid torsional
moments on the grasped object during motion, leading to rotational shift of the
object in the gripper. The best-ranked grasp is selected to be executed.

4.5 Experiments

To show the applicability and repeatability of the presented system,we implemented
the different modules using ROS [25] and integrated them on the robotic excava-
tor HEAP to perform autonomous manipulation of large objects. The goal is to
map, segment, and grasp a set of randomly placed, irregularly-shaped stones au-
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tonomously andmove them touser-predefinedpositionswhile constantly updating
the map in the process, as shown in the complementary video footage1.

4.5.1 Experimental Setup

We use a set of seven gneiss stones which show variety in properties like shape and
size, ranging from 0.5m3 to 1m3 approximately. The geometric stone models are
not available beforehand and therefore need to be discovered and segmented on
the fly.

We perform two experiments, each of them starting with the stones randomly
placed on rough terrain within reach of the excavator’s arm. In a first step, a point
cloud of the initial stone arrangement is reconstructed from the data acquired by
the drone-borne VI-Sensor using the method explained in Section 4.3.1 (see Fig-
ure 4.8 for an example). Upon creating the vision point cloud, we start building
the LiDAR map online by swinging the excavator’s cabin. When the LiDAR sen-
sors have scanned the region of interest, the vision point cloud is registered into
the LiDAR map using the approach described in Section 4.3.4, and the segmented
object instances are fed into the Object Inventory. Then, the robot starts planning
viable grasp configurations and paths to pick the detected objects and place them
at different user-predefined positions while updating the map accordingly. In the
scope of these experiments, the stones are moved to equally-spaced fixed locations
on the ground. In order to achieve actual architectural construction, additional
planning is necessary to decide the exact location of the objects in the target struc-
ture. Assembly planning is an involved process as not only geometric fit but also
structural stability and functionality of the target structure have to be considered.
We further discuss this in Chapter 7.

All the excavator’s movements are planned and executed autonomously except
for closing and opening the gripper We place an operator in the cabin for supervi-
sion and safety only. For motion planning, we use a whole-body trajectory plan-
ning framework that is suitable for both wheeled (legs) and non-wheeled (arm)
limbs [92]. However, since the focus of this work is stone manipulation and not
the traversing of the terrain, we keep the excavator base always at the same desired
location during manipulation. For the arm motion itself, a simple heuristic-based
planning approach suffices. The arm trajectory is composed of waypoints that re-

1 Watch the accompanying video: https://youtu.be/4bc5n2-zj3Q
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Figure 4.8: Point cloud of the second experiment’s initial stone arrangement, reconstructed
by the vision-based mapping framework COLMAP. The images were recorded
by a drone and the red frusta represent the camera poses from which the regis-
tered images were taken.

spect collision constraints with the excavator’s cabin and legs, and approaches the
start and goal poses perpendicularly to the ground. Thesewaypoints are then inter-
polated with Hermite splines to put together a trajectory. The arm controller used
to track the trajectory relies on a hierarchical optimization-based inverse kinematics
approach that computes joint velocities and enforces kinematic limits [93].

In the first experiment, the stones are grasped and moved once, whereas, in the
second one, the process of grasping and relocating all the stones is repeated four
consecutive times without resetting the map. With this, we demonstrate that the
perception pipeline effectively handles objects beingmoved by the robot. Therefore,
the map can be used for planning grasp poses and safe motions throughout an
extended application.

4.5.2 Segmentation and Global Registration

Figure 4.9 illustrates the maps obtained from the initial mapping phase in the two
experiments before moving any stones. These maps are created by swinging the
excavator’s cabin for about 20 seconds before triggering the registration routine to

84



4.5 EX P ER IMENT S

(a) (b)

(c) (d)

Figure 4.9: Example results of the map registration and segmentation process during the
first (a, b) and the second (c, d) experiments. The left pictures show the aligned
LiDAR (green) and vision (red) maps, whereas the right pictures illustrate the
merged map (grey) overlaid with the segmented object instances (shown in
different colors).

align the previously reconstructed vision point cloudwith the LiDARmap,which is
being built online. For each stone arrangement, we show the registered vision and
LiDAR-based point clouds, as well as the segmented object instances, which are
obtained after merging corresponding segments extracted from both input point
clouds. These qualitative results evidence that the registration module is beneficial
for adding information in occluded regions of the LiDAR map and improving the
completeness of the segmented object models.

We evaluated the robustness of the segmentation and registrationmodules against
a variable number of accumulated LiDAR scans. Therefore, we used additional Li-
DAR data collected while swinging the excavator’s cabin after setting up each of
the experiments mentioned above and the reconstructed vision point clouds of the
two initial stone arrangements. The recorded data is played back and, while the
LiDAR map is being built, the registration routine is triggered every five seconds
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Table 4.1: Mean computation times and standard deviations (in ms) of each step involved
in the registration process, as computed on an Intel Xeon E-2176M CPU.

Submodule Experiment 1 Experiment 2

LiDAR Vision LiDAR Vision

Segmentation 52 ± 8 58 ± 1 61 ± 17 58 ± 1
Keypoint extraction 57 ± 7 47 ± 2 48 ± 14 53 ± 2

Keypoint description 17 ± 2 18 ± 1 20 ± 12 21 ± 1
Descriptor matching 279 ± 23 284 ± 64

Geometric verification 8 ± 1 7 ± 2
Transform. refinement 470 ± 226 420 ± 275

Total 998 974

for a total duration of one minute. Each trial is defined as successful if the RMSE of
the final ICP step, as defined in Section 4.3.4, lies below d∗ICP, and the seven stones
get detected as single objects in the map.

Results show that approximately 15 seconds need to be spent building a LiDAR
map of the initial region of interest, which in our experiments is about 50m2, before
achieving the first successful registration. The subsequent registration attempts
(here, 20 attempts in total) are executed with an overall success rate of 90%, prov-
ing our segmentation and registration methods to handle different point densities
in the LiDAR map. The observed failure cases are caused by the fact that many
of the extracted 3D features are wrongly matched, and the algorithm cannot find
a geometrically consistent transformation that is close enough to the optimal one.
However, in the real-world application, these cases are detected by monitoring the
RMSE of the final ICP step. We let the system further accumulate LiDAR scans
until a successful registration is achieved.

For the sake of completeness, in Table 4.1, we report the computational times
of the individual steps in the registration pipeline, including the initial segmenta-
tion of the input point clouds, when executed on an Intel Xeon E-2176M CPU. As
it can be observed, the complete segment-based registration routine is executed in
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Table 4.2: Sizes of the LiDAR-based and vision maps (mean and standard deviation given
in number of points) in the registration experiments. Note that the size of the
LiDAR maps varies as the number of accumulated scans increases, whereas the
vision point clouds are pre-computed and therefore their size is fixed.

Experiment 1 Experiment 2

LiDAR Vision LiDAR Vision

92301 ± 9443 73547 123564 ± 29622 98190

approximately 1 second in both of our experiments, whichmakes our approach suit-
able for online operation. The sizes of the maps used to perform the experiments
detailed in this section are reported in Table 4.2. Additionally, the most relevant
parameters of the perception pipeline are summarized in Table 4.3.

4.5.3 Grasp Pose Planning

The stones were grasped and relocated five times each, resulting in a total of 35
grasp attempts. The best-ranked grasp from the grasp pose planning pipeline was
selected and could be executed with a success rate of 88.6%. A grasp is deemed
successful if it is collision-free, force closure, and allows moving the object without
dropping it. Grasp attempts that are not successful are detected by applying a clos-
ing force while lifting the stone. In case of slippage or dropping, the gripper jaws
further close during the lifting process, which is detected by the wire draw encoder
of the gripper piston. A sudden drop of the object after lifting can be recognized
by monitoring the arm cylinder forces. Note that this notion of grasp success does
not account explicitly for any safety margin, i.e., whether the grasped object can
withstand an external disturbance force. However, it implies robustness to orien-
tation changes and shaking during placing trajectory execution. If the best-ranked
grasp could not be executed successfully, the grasp pose was manually adjusted to
relocate the object.

The grasp filtering and ranking are designed to successively filter grasps with
high costs for specific criteria and finally select a grasp that achieves the lowest cost
for the distance between the TCP and the stone centroid. Figure 4.10 compares the
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Table 4.3: Parameters of the perception pipeline used during the experiments.

LiDAR-based Mapping

Min. distance between poses, dposes 1 cm
Num. of scan pairs per submap, m 10
Local map radius, rmap 10 m
Voxel grid resolution, rvoxel 3 cm
Min. point count per voxel, nmin 1
Radius for object removal, robj 1 m

Segmentation and Registration

Plane fitting distance threshold, dplane 10 cm
ISS detector salient radius, rISS 6 cm
SHOT descriptor radius search, rSHOT 10 cm
Max. num. of candidate transformations, b 10
Max. dist. btw. matched centroids, dmatch 1 m
ICP RMSE threshold, d∗ICP 3 cm

costs of the grasp filtering and ranking by the three criteria consisting of the align-
ment of the approaching direction to the ground plane (a), the enclosing of the
grasp as the distance between the centroid and the palm (b), and the closeness of
the grasp to the centroid (c) for all generated grasps predicted being force closure
and the finally selected grasps. For better comparison, each grasp cost is normal-
ized by its median value of all generated grasps. We show the evaluation for two
different stones labeled with 1 and 6 in Figure 4.11. Whereas stone 1 has a more
roundish shape is stone 6 an example of a flat stone. The evaluation for the other
stones shows similar results and is left out for the sake of brevity.

We can see that for the roundish stone 1, the generated grasp hypotheses have a
more considerable variation in the cost representing alignment to the ground plane
(see Figure 4.10a) than for the flattish stone 6, meaning that the generated grasps
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Figure 4.10: Grasp costs of the hierarchical filtering steps in terms of the alignment of the
grasp approaching direction to the ground plane normal in (a), the enclosing,
measured as distance from the palm to the centroid in approaching direction
in (b), and the closeness of the tool center point to the centroid of the stone
in (c). Shown are the cost distribution of all generated grasps predicted being
force closure, and the selected grasps of stone 1 and 6. For comparison, each
grasp cost is normalized by its median value for all generated grasps.

are approaching the object from directions all around it. Whereas stone 6 is flat and
has to be pinched by the gripper, stone 1 is better suited for an enclosing grasp as it
is larger and more roundish, resulting in a better enclosing cost (see Figure 4.10b).
Because the distance between the TCP and the centroid is the last filtering criteria,
we can observe the most significant impact on the cost for the selected grasps (see
Figure 4.10c). We see that sequential filtering improves all cost criteria while main-
taining a balance between them, leading to a success-promising grasp selection.

Figure 4.11: Mesh reconstruction from point-cloud data of stone 1 (left) and stone 6 (right).
Stone 1 has a rather roundish shape, whereas stone 6 is flatish.
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(a) (b)

(c) (d)

Figure 4.12: State of the excavator’s map at four different instants of the second experiment:
(a) before moving any stones, (b) after moving the 2nd stone (c) after moving
the 4th stone and (d) after moving the 7th stone. The object instances are effec-
tively tracked (note that same color is always associated with the same stone
across all figures) and realigned with the map when moved by the robot.

Four grasps out of 35 had to be adjusted manually because the selected grasp-
ing pose could not be executed successfully (slippage of the stone). Especially for
flat but relatively thin objects, the grasp detection provided only a small number of
grasp hypotheses (around 10) labeled force closure due to the point cloud’s noise
and the fact that the grasp has to be placed close to the ground. Thus, the subse-
quent filtering and ranking select the grasp based only on where the TCP is closest
to the object’s centroid without considering the other criteria.

4.5.4 Dynamic Object Handling

Figure 4.12 depicts the map state overlaid with the segmented objects in four dif-
ferent instants during the second experiment mentioned in Section 4.5.1. The il-
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lustrations qualitatively show that the object models are effectively tracked (the
same color is always associated with the same stone across all four figures) and re-
aligned with the LiDAR-based map after being moved. Although no ground truth
data is available to quantify the precision of the object models and their estimated
locations in the map, the high success rate achieved by the grasp pose planning
module (see Section 4.5.3) indirectly indicates that the overall accuracy of the per-
ception pipeline is sufficient for the task at hand.

4.6 Summary

This chapter has introduced an integrated perception and grasp pose planning sys-
tem for autonomous manipulation of large-scale irregular objects with a robotic
excavator. The core of the perception pipeline constitutes a LiDAR-based mapping
algorithm coupledwith a segmentation approach that enables detecting object-like
instances in the observed scene. Furthermore, it is enhancedwithmulti-sensor data
fusion capabilities, allowing for the registration of externally built maps of the re-
gions of interest, e.g., 3D reconstructions from images captured by a drone-borne
camera, as shown in the experiments. An inventory helps to keep track of the iden-
tified objects’ poses during manipulation. The grasp pose planning pipeline, on
the other hand, is capable of sampling grasp hypotheses in a 3D scene given the in-
formation provided by the mapping system, i.e., a point-cloud map of the robot’s
surroundings and the segmented objects in it. Besides selecting the grasp hypothe-
ses by predicted force closure, a custom filtering and ranking step increases the
grasp reliability. The described mapping and manipulation tools were used in an
actual application to build the wall-like irregular stone-based assemblies on an ar-
chitectural scale (see Chapter 5, 7).
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5
Grasp Pose Planning and Object Reorientation

This chapter incorporates material from the following publication:

Wermelinger, M., Johns, R., Gramazio, F., Kohler, D., & Hutter, M. Grasping
and Object Reorientation for Autonomous Construction of Stone Structures.
IEEE Robotics and Automation Letters 6, 5105, (2021).

Video: https://youtu.be/aS0Kttqd_Gk

The assembling of elaborate structures on construction sites requires manipu-
lating objects in potentially cluttered and obstructed scenes. Planned placement
locations of objects in the already built structure are usually close to adjacent ob-
jects within a densely packed assembly. To execute this plan, one of the biggest
challenges is the reliable manipulation of irregularly shaped objects, including the
grasping and reorientation necessary to place them into tightly constrained loca-
tions.

In this chapter, we enhance the approach for generating grasp configurations of
an excavator-mounted 2-jaw gripper presented in Section 4.4, enabling sampling of
grasps on a specific object only and avoiding collision at its current and desired loca-
tion. We combine reconstructed object meshes and a LiDAR-basedmap to evaluate
the force closure of grasps using a learning-based classifier while also considering
collision constraints at both ends of the pick-and-place sequence to assess the fea-
sibility of relocating an object to the desired location. Furthermore, we include a
method for reorienting objects if no direct placement is feasible. It aims to find a sta-
ble intermediate placement pose by letting themesh reconstruction of the object set-
tle in a physics simulation and verifying that collision-free grasp configurations are
available for placement. Conventional approaches for assembling complex-shaped
objects in a robotics cell focus on clearly defined geometries [94], simplifying the
grasp planning and eliminating alignment errors, whereas we handle arbitrarily
shaped objects without simple geometric features like straight edges. Besides, an
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Figure 5.1: The autonomous excavator HEAP assembling a dry stone retaining wall with
irregularly shaped stones. As shown in the inset, an arm mounted LiDAR is
used for mapping and stone localization.

automated excavator has a limited end-effector range of motion compared to an
articulated robot arm, which needs to be incorporated in the grasp planning and
object reorientation method.

The proposed approach enabled constructing the world’s first large-scale wall
using an autonomous excavator (more extensive than the robot). We manipulated
more than a hundred stones that each weighs several hundred kilograms and have
a unique and highly diverse geometry (see Figure 5.1). Furthermore, we show a
detailed evaluation of the grasp and reorientation success rate and discuss slippage
cases and possible improvements.

5.1 Related Work

Grasp planning is often divided into analytical and empirical (data-driven) meth-
ods. Analytical methods evaluate the performance of a grasp according to physi-
cal properties such as stability, equilibrium, dexterity, and dynamic behavior but
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only under the assumption of having the exact object model and its pose in the
scene [95]. Grasps could be synthesized from a constraint optimization problem
over one or several measures of the mentioned properties that is hard to solve for
our non-convex objects. On the other hand, empirical methods rely on sampling
grasp configurations and ranking them according to metrics typically coming from
simulation trials, physical trials, or human labels [96]. They place more weight
on the perceptual object representation and better accommodate uncertainties in
perception and execution, such as those present in our case of reconstructing and
localizing irregularly shaped objects. Multiple empirical methods rely on grasp
detection approaches to generate grasp configurations in cluttered scenes directly,
without the need to first localize single object instances [97–99]. These approaches
begin by generating a large number of grasp candidates on the input scene point
cloud, usually originating from an RGB-D camera. They then evaluate the probabil-
ity of the candidates being a grasp, e.g., in terms of force closure, using a classifier
or regression system trained on a large amount of labeled data. These methods
generalize well for new objects, as they detect grasps based on graspable regions
independent of object instances but are prone to find contact points that are spread
across multiple objects. In our outdoor case, depth images of the scene are not
directly available. Therefore, we perform the grasp detection on the point cloud
generated by 3D LiDAR mapping. We combine the LiDAR-based map with recon-
structed object meshes to complement the point cloud used for grasping and en-
sure that contact points are only located on the object of interest. To sample grasp
hypotheses on the point cloud and classify the grasp candidates, we use a similar
approach as presented in [81]. However, we perform a further selection step from
the sampled grasps where the remaining candidates are filtered for heuristic crite-
ria derived from the specific task to obtain the final grasp candidate. The idea of
filtering the generated hypotheses is that we are not necessarily interested in the
one optimal grasp [100], but we are rather interested in a sufficiently good grasp
that fulfills the task-specific criteria.

Object reorientation is the task of moving an object between different 3D orienta-
tions to make it accessible for further manipulation tasks such as assembly. Tradi-
tional methods use pick-and-place motions, where the manipulator grasps the ob-
ject firmly and rotates it to the desired stable pose [101]. This process may repeat
several times, depending on the robot’s range of motion andworkspace limitations,
making it necessary to plan themotion sequencing resulting in a constraint satisfac-
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tion problem [102]. In order to avoid time-consuming motion sequence planning,
we design a reorientationmethod that allows the object to be brought to the desired
orientation for placement within a single reorientation motion, taking advantage
of the gripper’s ability to rotate continuously. An alternative method to using less
gripper and arm motion in constrained workspaces is pivoting [103]: an object is
pinch-grasped and can passively rotate about the grasp axis. At the same time, it
remains in contact with the ground surface duringmotion, allowing the object to re-
orient around an arbitrary edge and to decouple object rotation and grippermotion.
Pivoting works best for regular, prismatic objects, which is not the case in our ap-
plication, and would require multiple pivoting motions. Furthermore, the gripper
has to be able to switch between a pivoting grasp and a firm grasp, e.g., by changing
gripping force or the finger-object contact geometry [104], which is not possible for
the hydraulic gripper of the excavator. More dynamic motion primitives for object
reorientation such as throwing and catching [105] or in-hand pivoting with inertial
forces [106, 107] have only been presented for simple object geometries with clearly
defined rotation axes and are not suitable for rotating objects with the target size
and weight.

5.2 Grasp Pose Planning

A grasp configuration for the autonomous excavator is defined as a 6 DoF pose of
its 2-jaw angular gripper where a contact configuration with the object can be per-
formed. We aim to find force closure grasps, which are grasp configurations with
contact wrenches that span the centroid of the object. Compared to Section 4.4,
we are looking here for grasp configurations that are viable at the pick and desired
place location in the assembly structure. Additionally, we ensure that the contact
configuration is spanning a single object solely. For collision checking between the
gripper and planning point cloud, we approximate the gripper shape with con-
vex polyhedra that encompass the jaws and palm. The collision check at the de-
sired placement location requires the object mesh to be completely reconstructed
beforehand. For reconstruction, we segment the point cloud of the excavator’s sur-
roundings to identify object instances, perform an initial grasp, and scan the object
using excavator cabin-mounted LiDARs as described in Chapter 4. The grasp pose
planning consists of three steps: generation of a grasp point cloud; detection of
grasp candidates on the grasp point cloud; and subsequent filtering and ranking of
96
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Figure 5.2: The grasp pose planning and object reorientation pipeline.

the candidates to obtain a feasible grasping configuration. If none of the sampled
grasp configurations are valid at the pick location, a reorientation of the object (Sec-
tion 5.3) is attempted. An overview of the grasp pose planning and reorientation
procedure is depicted in Figure 5.2 and the accompanying video footage1.

5.2.1 Grasp Planning Point Cloud Generation

The collision detection of possible grasp configurations is done directly on a point
cloud representation of the scene, called the grasp planning point cloud. Grasp config-
urations are sampled at the desired placement location in the structural assembly,
as ultimately, the grasp has to be designed such that the placement is feasible.

1 Watch the accompanying video: https://youtu.be/aS0Kttqd_Gk
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Localized Objects nplace, des
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(a) Grasp Samples at Placement Location
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Grasp Planning
Point Cloud
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(b) Grasp Planning Point Cloud
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Figure 5.3: To place an object at a desired location in the assembly structure (red), the de-
sired placement direction nplace, des with highest margin is computed. Object
surface points are sampled to get the surface normal as possible grasp approach
directions (a). Grasp hypotheses are generated on the grasp planning point
cloud (b) and reprojected to the object pick location for collision detection (c).
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LiDAR Mapping

To obtain the grasp point cloud, we create a map of the excavator’s surrounding us-
ing a LiDAR sensor mounted on the stick (second link of the excavator’s arm, see
Figure 5.1). We use the laser-based graph SLAM approach that provides a consis-
tent map without self-see points presented in Section 4.3.2, but skip the Scan Pair
Assembly step, as we are using a single sensor in this application. Using an arm-
mounted LiDAR sensor, it is possible to physically adjust its viewpoint to see the
back of objects and scan regions in the map that are higher than the robot location
itself, which is necessary to build tall structures like walls.

Object Models and Ground Plane

Even with a LiDAR that can change its viewpoint, the scene can still be incomplete
due to occlusion, especially within the assembly itself. Therefore, we augment the
map point cloud with point clouds of the object models localized in the scene and
with the desired object at placement. We compute the desired motion direction for
object placement, called desired placement direction nplace, des (see Figure 5.3a), by
conducting ray casting from the object centroid at the desired pose (green sphere).
Rays that do not hit the ground or surrounding objects are averaged to obtain the
placement directionwith the highestmargin to obstacles. A lower bound constraint
plane orthogonal to the desired placement direction is added at the lowest point of
the desired object surface in the placement direction. The idea of the constraint
plane is that points below this plane can be cropped and ignored, reducing the size
of the point cloud significantly and speeding up the collision detection. Finally, the
grasp planning point cloud is cropped to a box region of interest around the desired
object position with an edge length twice the maximum gripper aperture of 1.8m
(see Figure 5.3b).

5.2.2 Grasp Detection

Grasp detection aims to generate a large number of grasp hypotheses on an object.
A grasp hypothesis is valid if the gripper does not collidewith the environment, ver-
ified by intersecting the grippermodelwith the grasp planning point cloud, and the
contact configuration spans a single object. To generate the grasp hypotheses, we
use the sampling presented in Section 4.4.2 but draw the sample points p only from

99



GRASP PO S E P LANN ING AND OB J EC T R EOR I ENTAT ION

the point cloud representation of the desired object Pi (see Figure 5.3a) instead
of the complete grasp planning point cloud. With this grasp detection approach,
we can sample grasps only on the object of interest while ensuring no undesired
contact with other objects or surroundings during placement.

5.2.3 Grasp Filtering and Ranking

The grasp detection generates hundreds of grasps for a single object that are subse-
quently filtered and ranked according to their applicability and likelihood of suc-
cess. In the first step, the grasp hypotheses are evaluated for force closure as de-
scribed in Section 4.4.3.

Collision at Pick Location

Subsequently, the valid grasps and the desired placement direction are projected to
the actual location of the object Pi in the scene to check whether they are also valid
for picking the object. Like the grasp planning point cloud, the LiDARmap around
the object is augmentedwith the localized objects and used to evaluate the collision
of the grasp hypotheses at the pick location (see Figure 5.3c). All colliding grasps
are discarded. If none of the detected grasps is collision-free at the pick location,
a reorientation of the object (see Section 5.3) is necessary to achieve the desired
placement.

Grasp Cost

The remaining collision-free grasps are ranked and filtered by task-specific criteria
that proved to provide reliable grasps (see Section 4.4.3). We modified the align-
ment cost calign to prefer grasp approach directions (the normal pointing away from
the palm) napp aligned with the desired placement direction nplace, des because this
gives the most margin with respect to a collision. Therefore, we compute the align-
ment cost calign as the angle between the two vectors

calign = arccos
(

n⊤
place, desnapp

)

. (5.1)
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Figure 5.4: The grasp cost is dependent on the distance of the gripper palm to the centroid
rCoM and the alignment of the approach directionnapp to the desired placement
direction nplace, des.

The enclosing cost cenc, the cost for the closeness of a grasp to the centroid cdist, and
the ranking and filtering are presented in Section 4.4.3. All measures of the grasp
costs are illustrated in Figure 5.4.

5.2.4 In-hand Pose Refinement and Failure Recovery

As the gripper is closing symmetrically and not adapting to the contacts, the stone
might slightlymovewith respect to the gripper during the closing and lifting (while
still maintaining the grasp). In order to increase execution accuracy, the stone pose
in the gripper is updatedwhilemoving to the placement location. During the cabin
swing motion, the gripper rotates to scan the grasped stone with the cabin roof
mounted LiDARs, and the stone is re-registered with respect to the gripper using
an ICP update (see Figure 5.5).

If the stone slips during the gripper closing and the grasp cannot be maintained,
the gripper opens again, followed by a short mapping sequence to refine the stone’s
pose in the world frame by running an ICP update. The grasp with the next-best
rank is executed to recover from slippage and to proceed with stone placement.
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Figure 5.5: In-hand pose refinement: The gripper is rotated in front of the cabin mounted
LiDARs to generate a scan (red) of the grasped stone (grey). An ICP update
step is used to align the in-hand stone pose to the scan.

5.3 Object Reorientation

In order to allow for maximum flexibility in the online structural assembly plan-
ning, the assembly planner has no notion of the prior object orientation, meaning
that it may request to place the objects in an arbitrary orientation. As such, it might
not be possible to find a grasp pose that allows the object to be moved directly from
its current pose to that desired location. This infeasibility is typically due to the
excavator’s limited range of motion or collision constraints at the pick and place
locations. In this case, an intermediate reorientation of the object is necessary to
bring the object from its current pose to a configuration that enables it to find a
grasp pose suitable for placement.

5.3.1 Intermediate Pose Generation

First, we find a nominal desired grasp configuration at the desired placement pose
by ranking all force closure grasp according to the grasp cost presented in Sec-
tion 5.2.3 (including graspswith a collision at pick location) anduse the best-ranked
grasp. We preferably want to reorient the object to an intermediate pose such that
the desired grasp approaches the object from the top, guaranteeing to be in the mo-
tion range of the excavator and having the least chance of occlusion. In order to
find a physically consistent and stable intermediate object pose, the object is put in
a physics simulation such that the placement direction of the desired grasp is per-
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Intermediate Ground Plane
after Reorientation

Middle Plane

Reorientation Grasp

Ground Plane Fit

Figure 5.6: The reorientation grasp is aligned along the middle plane between the current
ground plane and the desired intermediate ground plane after flip.

pendicular to the ground, and the object is slightly above the ground. The physics
simulation is stepped forward to let the object settle on the ground, and we verify
whether the desired grasp pose is still feasible, i.e., collision-free and reachable. If
the desired grasp pose is not feasible on the settled object, the initial orientation in
the simulation is slightly perturbed to obtain a different settled pose. This process
is repeated until a feasible settled object pose is achieved that serves as an interme-
diate object pose. The reorientation process preferably takes place on even ground
to avoid collisions, and in our case. the simulation uses flat ground as well. How-
ever, it works for arbitrary ground as long as it is mapped and represented in the
simulation.

5.3.2 Reorientation Grasp Generation

First, we move the object from the initial to the intermediate pose. Therefore, a
designated grasp is needed that respects the collision constraints from the initial
and the intermediate pose. Namely, the surrounding ground planes of the initial
and intermediate pose are quite restrictive collision constraints. They mutually ex-
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cludemanypossible solutions found by the grasp pose planning pipeline presented
in Section 5.2 and enforce grasp configurations aligned with both ground planes.
Therefore, we compute the desired grasp configuration based on the ground planes
at the initial and intermediate object pose (see Figure 5.6):

1. We project the intermediate ground plane with respect to the object frame to
the initial object pose.

2. The approach direction of the reorientation grasp is oriented along the mid-
dle plane between the initial ground plane and the projected intermediate
ground plane. The grasp is aligned such that the gripper jaws move along
the middle plane.

3. The open polyhedral gripper model is moved along the approach direction
until there is contact with the ground planes or the object, and the gripper
jaws are closed until they are in contact with the object.

Suppose contact with the ground plane occurs before contact with the object. In
that case, the intermediate groundplane and reorientation grasp can be offset slight-
ly, such that the object is dropped from a small height to avoid collisions.

5.3.3 Flipping zone

The reorientation grasp approach direction is inherently locatedwithin the angular
domain between the ground plane and a maximum tilt of π

4 rad from the ground
plane. Because of the limited motion range of the excavator’s joints, such an end-
effector configuration can only be reached if the object is relatively close to the
chassis. In order to facilitate the reorientation maneuver, the object of interest is
therefore first moved to a predefined flipping zone on the side of the excavator’s
chassis. Additionally, it is rotated around the z-axis in the world frame, such that
the approach direction of the reorientation grasp is pointing towards the chassis
(see Figure 5.7). After moving the object to the flipping zone, we execute the re-
orientation grasp and lift the object to a height of 1.5m above ground. It is finally
rotated and placed at the same position butwith the orientation of the intermediate
pose. Each time the object is relocated, its pose in the world frame is refined by run-
ning an ICP update using the arm-mounted LiDAR to compensate for deviations
during the grasping or settling of an object (see also Section 7.2.2). With the reori-
104



5.3 OB J E C T R EOR I ENTAT ION

Flipping Zone

Intermediate Pose

Initial Pose

Localization Cloud
Placement Pose

Figure 5.7: An object that has to be reoriented in order to be placed, is moved from its ini-
tial pose to the flipping zone close to the excavator’s chassis (1). A regrasp is
performed that allows to rotate the object to its desired intermediate orientation
(2). Before moving it to its final placement pose, another regrasp is necessary
that considers the collision constraints at placement (3). The object is localized
each time it is moved using ICP registration of the object mesh to the LiDAR-
based map.

ented object pose, the grasp pose planning pipeline is rerun to obtain a grasp pose
for placing the object in the desired assembly location. Figure 5.8 shows the entire
reorientationmaneuver of an object placed in the flipping zone, from executing the
reorientation grasp to the final grasping for placement.

Figure 5.8: Object reorientationmaneuver of a stone in the flipping zone, from the execution
of the reorientation grasp, over the intermediate pose, to the final grasping for
placement.
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Table 5.1: Grasp attempt success rate.

# Grasps Succ. Grasps Slip

443 364 (82.2%) 79 (17.8%)

5.4 Experiments

The experiments were conducted using HEAP, a highly customized Menzi Muck
M545 12t walking excavator developed for autonomous applications and advanced
teleoperation [6] (see Section 4.2). The fully mobile 25 DoF excavator can lift ob-
jects to a height of 9m and and freely manipulate items weighing up to 3000 kg.
We measure the end-effector position with respect to the cabin through arm link
mounted IMUs for these experiments. The IMU’s measure the orientation of the
links w.r.t. the world and are thus less prone to propagating an error down from
joint play or inaccuracies in the conversion from piston position to joint position.
A LiDAR mounted on the arm (near the gripper) is used to map and localize the
objects, as it provides a top view of the available material and in-progress structure.
Two additional LiDAR scanners are placed at the front edge of the cabin’s roof to
provide 3D scans for reconstruction and in-hand refinement of the objects.

5.4.1 Experiment Description

The applicability of the proposed grasp approach is directly shown in constructing
a large-scale, double-faced dry-stone wall with dimensions approx. 10m x 4m x
2m (W x H x D). In order to find stone place locations that comply with the target
wall geometry and are structurally stable, we use the geometric assembly planner
presented in Chapter 7. The wall planner solves for stable stone poses, using the
reconstructed surface mesh in a multistage process involving shape matching, it-
erative alignment to the target shape, and physics-based settling combined with
heuristics adapted from traditionalmanual dry stonemasonry. The geometric plan-
ner provides the desired position and orientation of the stones in the target struc-
ture and a placement direction corresponding to the least occlusion. The stones
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used for construction are irregularly shaped stones in the size of 445-2425 kg (av-
erage 1030 kg). During the several-day construction process, stones were regularly
dumped and spread in the excavator’s close vicinity, where they could be grasped,
scanned, and digitally reconstructed for assembly and grasp planning. The task of
the grasp pose planning was to find a viable grasp pose that enabled picking the
desired stone and placing it at the planned pose without colliding with the existing
wall.

In the course of this large-scale experiment, a single wall was built: it required
145 stone placements in the wall, fromwhich 76 object reorientations (52.4%)were
needed because no grasp pose could be found that fulfilled the collision constraints
at the pick and place locations. The high number of required reorientations is be-
cause the assembly planner is presently not considering the current orientation of
an object, such that it has maximum flexibility in finding viable solutions for the
structure.

5.4.2 Grasp Success Evaluation

In order to perform the 145 placements in the wall, a total number of 443 grasp at-
tempts were executed, with 364 grasps (82.2%) being labeled as a success (mean-
ing that the stone could be lifted and placed at a new location), whereas 79 slipped
out of the gripper during the grasp attempt (see Table 5.1). To place a stone in
the desired pose, usually, multiple grasps had to be performed. The 364 successful
grasps are distributed as follows: In 145 cases, the stone was placed in the wall, 76
grasps were performed to place the stone in the designated flipping zone, and 77
grasps were used to reorient the object (see Table 5.2). In 66 cases, the stone was
grasped successfully but placed outside of the wall structure (OoW). We indicate
this scenario separately, as the grasp was successful (meaning that the stone could
be lifted and relocated), but the placement could not be directly executed. This
scenario could be due to potential collision at placement because the stone moved
during the gripper closing or if the human observer considered the placement to
lead to a high risk of a partial wall collapse. In this case, we placed the stone again
on the ground to replan and adjust the grasp for subsequent placement. In Fig-
ure 5.9, a selection of the executed placement grasps at the desired stone location
is shown.
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Table 5.2: Distribution of grasp attempts.

# Succ.
Grasps

Placements
in Wall

To Flip.
Zone

Reorient.
Grasp

OoW
Placement

364 145 (39.8%) 76 (20.9%) 77 (21.2%) 66 (18.1%)

Table 5.3: Distribution of grasp attempts that lead to placement.

Placements
in Wall direct direct

w/o slip
from

Reorient.
Reorient.
w/o slip

145 69 42 (60.9%) 76 32 (42.1%)

Table 5.3 compares the occurrence of slippage for stones that could be placed
directly or had to be reoriented. We can see that since reorientation requires multi-
ple grasps, the chance of slippage increases, and the share of placement sequences
without slippage is lower (42.1%) than in the case of direct placement (60.9%).
Through the possibility of updating the object pose in the world frame and regrasp-
ing when slippage appears, all 145 placement sequences could be carried out in the
end with an average of 3.06 grasp attempts.

In Table 5.4, we report the average hierarchical filter cost terms. The average
cost terms are slightly lower for successful placements than in the case of slippage,
indicating that the cost terms point in the right direction. However, the high stan-

Table 5.4: Normalized costs (mean and standard deviation) of placement and slip grasp.

Cost Placement Grasps Slip

calign 0.9979 ± 0.7646 1.3152 ± 1.0986
cenc 1.0297 ± 0.3182 1.1705 ± 0.2860
cdist 1.1546 ± 0.7966 1.3108 ± 0.7833
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Figure 5.9: Examples of stone placements at the desired location. The placement grasps
comply with the challenging collision constraints and enable to fit objects even
in tight spaces.

Table 5.5: Execution duration from receiving desired placement pose to placement in wall.

Bottom Third [s] Middle Third [s] Top Third [s]

No reorientation 554 765 826
Reorientation 940 1558 1332

dard deviation of the cost terms shows that they are not distinctive enough to pre-
dict grasp success ultimately. It is crucial that a grasp approach, as in our case, is
including slippage detection and regrasping to achieve a high placement success
rate. The reorientation grasps had significantly higher average alignment cost calign
(3.0347± 0.9603) as they are inherently tilted against the placement direction.

5.4.3 Construction Rate and Accuracy

The process of updating poses, in-hand refinement, and regrasping is time-consum-
ing but improves the construction accuracy. We achieved an average positioning
deviation of 0.128m between the desired placement pose and the ICP update of
objects in the structure that is comparably low to the object size. Note, however,
that there is no absolute ground truth available, as the ICP update contains the
errors from state estimation and laser mapping.

In Table 5.5, we present the average execution duration for pick-and-place an ob-
ject. This duration covers the complete sequence from receiving the desired place-
ment pose until the stone is put into the wall, including grasp planning, pose up-
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date, in-hand refinement, trajectory tracking, and possibly reorientation or failure
recovery. The average execution duration increases from 707 s for direct placement
in the wall to 1308 s for objects required to reorient because multiple grasps have
to be executed. Besides the total duration, we display in Table 5.5 the influence of
the construction height on the assembly rate. Placements in the bottom third of the
wall were generally executed faster as they were less occluded by adjacent stone
and ’easier’ to place, resulting in less failure recovery. Compared to the total ex-
ecution time, the grasp planner is comparably fast. For every grasp, 2000 surface
points were sampledwith ten grasp orientations at each point. The planner took an
average of 16.08± 2.26 s to run on an Intel Xeon E3-1505M octa-core 2.8GHz CPU:
11.62 s for generating the grasp hypotheses, 4.04 s for classifying force closure, and
0.42 s to evaluate collision at pick location and cost computation. We achieved an
assembly rate of approx. 3m2 of wall per day. For comparison, trained dry stone
masons construct 1-2m2 of wall per day, but this number depends on the available
stone size and type [108]. A human operator could increase the construction speed
itself, as we operated the robot at reduced speed for safety reasons. Nevertheless,
manually creating an assembly with irregular objects of this size is highly challeng-
ing and not practicable as a trial-and-error approach for finding form fits.

5.4.4 Slippage Reasons

Grasping irregular objects is challenging, as a slight deviation in pose or surface
shape leads to varying grasp quality. The contact quality depends highly on local
shape features like minor dents and protrusions, and these features have a signif-
icant impact on the grasp success. The accuracy of the contact points is mainly
influenced by slight asymmetries of the grasp, which can cause the object to move
during gripper closing, thus decreasing the success rate. Another common cause
of slippage was that cone-shaped objects were pushed out of the gripper by the
closing force.

5.5 Summary

Wehavepresented an approach for grasping and reorienting large-scale stoneswith
an automated excavator and evaluated its applicability in real-world experiments
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by assembling a dry stone structure. The grasp planner is tailored to placing ob-
jects in involved assemblies with a 2-jaw gripper. It samples grasp configurations
on a point cloud combining the LiDAR-basedmap and reconstructed objectmeshes
and validates them for collision at the pick and place location. If no direct place-
ment is feasible, we search for an intermediate placement pose by letting the recon-
structed object settle in a physics simulation. We have evaluated the effectiveness
of our approach in an extended experiment of placing over one hundred stones in a
dry-stone wall. We show a high primary grasp success rate (82.2%) and illustrate
how the system recovers from slippage by relocating the object and re-planning the
grasp correspondingly.
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6
Vertical Stone Towers

This chapter incorporates material from the following publications:

Furrer*, F., Wermelinger*, M., Yoshida*, H., Gramazio, F., Kohler, M.,
Siegwart, R., & Hutter, M. Autonomous Robotic Stone Stacking with Online next
Best Object Target Pose Planning In IEEE international conference on robotics and
automation (ICRA), pp. 2350-2356. IEEE, 2017.

Wermelinger*, M., Furrer*, F., Yoshida*, H., Gramazio, F., Kohler, M.,
Siegwart, R., & Hutter, M. Greedy Stone Tower Creations with a Robotic Arm
In Proceedings of the Twenty-Seventh International Joint Conference on Artificial
Intelligence (IJCAI-18), pp. 5394-5398. Lawrence Erlbaum Associates, 2018.

Video: https://youtu.be/bXz52KMGUng

We want to target discrete rigid elements, such as stones or concrete rubble, as
a building material. A fundamental question is how to specify, plan, and execute
placements of such elements to achieve the desired final target structure. Espe-
cially planning with irregularly shaped objects is a complex problem since both the
state and action space are continuous, and structural stability is strongly affected
by complex friction and local contact constraints. In this chapter, we investigate the
possibility of using reconstructed object models in a physics simulation to assess
the stability of a structure. We show that the compositions made out of multiple
objects can be executed in the real world by a robotics system.

Our goal is to construct vertical balancing towers with found objects while main-
taining the structure in static equilibrium using amanipulator, revealing the follow-
ing challenges. Firstly, individual object instances need to be identified. Secondly,
grasping and stacking poses are not obvious, requiring a novel algorithm to pick

* The authors contributed equally to this work. F.F. was responsible for the object detection, M.W.
for the manipulation tasks, H.Y. for the pose searching algorithm.
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Figure 6.1: In an offline step we scan a set of objects (top). These objects, or a subset of it,
can be distributed arbitrarily on the work-space and get detected by our object
detection pipeline (middle-left). From the detected objects the presented pose
searching algorithm proposes the next stable stack (middle-right). A motion
planner (bottom-right) is used to generate the trajectories to replicate the pro-
posed stack with the robot arm (bottom-left). After placing the object, its pose
is measured and used as base for the subsequent pose searching step.

a ‘good’ next pose among infinitely many. Thirdly, the stacking task may be per-
formed in delicate situations, requiring systematic structural evaluation and target
re-planning after each object placement. To achieve this, we developed a holistic
workflow including precise object detection, motion control, and planning the next
target pose (see Figure 6.1). As part of this autonomous workflow, we describe
an algorithm suggesting stable poses for stacking, validated in a real-world experi-
ment. Due to the vertical tower’s instability, it is natural to observe errors between
the desired target pose and an actually stacked pose. Thus, the workflow empha-
sizes the resultant pose evaluation and a dynamic re-planning of the target pose.
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6.1 Related Work

Computational structural analysis methods have been explored with rigid discrete
elements, such as simple brick-like geometries. Livesley [109, 110] gives a numer-
ical method for limit analysis of discrete rigid block structures. Block, Ciblac &
Ochsendorf [111] employed graphical statics in interactive design tools with struc-
tural analysis feedback, and Whiting, Ochsendorf & Durand [112] extended the
limit analysis by Livesley to design a guidance system by adding infeasibility met-
rics. These works analyzed a static equilibrium of a given geometric configuration
with apparent geometric contact surfaces (or support polygons). In our case, with
irregularly shaped elements, we need to start from contact detection, which is a
core function of physics engines and then acquire a contact surface.

From an architectural design motivation, simulation with a physics engine has
been explored by Nielsen & Dancu [113]. However, their construction input was
to place the next stone at the lowest possible location. As for design with irregu-
larly shaped objects, Lambert and Kennedy developed an application for guiding
masonry constructionwith a geometric packing algorithm in two-dimensional con-
vex shapes, but it is limited to two-dimensional tiling [114].

Humans synthesize the Center ofMass (CoM) position and the support polygon
to infer the stability of objects [115]. On the other hand, physics engines, such as
Open Dynamics Engine (ODE), have been used for evaluating the structural sta-
bility of object compositions [116]. Similarly, our algorithm employs a physics en-
gine to extract the CoM position and dynamic characteristics, as well as the contact
points between the irregularly shaped objects.

Integrated autonomous systems dealing with object detection and picking these
objects with robotic arms have been proposed for industrial applications [117, 118].
These works have successfully detected irregularly shaped stone-like objects for
geometric packing. However, they are limited to place these objects in containers,
and hence, did not need to consider structural stability.

6.2 Object Detection

Before starting with the stacking algorithm, we need to find the objects in the scene.
Additionally, during the course of the object stacking, we want to be able to track
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the locations of the objects. In the scope of this work, we are only considering pre-
scanned (the scanning method is described in Section 6.4) models of the objects
to be detected in the scene. Therefore, we present an object detection pipeline that
consists of the following steps. We start by extracting 3D keypoints from raw point
clouds of an RGB-D sensor. These keypoints are then described using keypoint de-
scriptors andmatched to keypoints from apre-scanned object in a descriptor matching
step. Using these matches and a clustering step, we find an initial alignment of the
scene and the pre-scanned object and refine it by applying an ICP algorithm. As a
final step of the object detection pipeline, we verify that we have enough inlier points
by applying the identified pose transform of the object to the scene.

6.2.1 Keypoint Extraction and Description

From an RGB-D sensor, we get a scene point cloud PC in camera frame C. To get
keypoints, we used two methods, a simple voxel-based subsampling and the PCL
implementation of ISS [88], which can describe the keypoints and be used as a
keypoint detector. Besides the ISS descriptor, we tested two additional descriptors,
namely the FPFH descriptor [90] and the RoPS descriptors [91]. Here, the RoPS
descriptors were giving us the best results in the matching step, at a slightly higher
computational cost.

6.2.2 Descriptor Matching and Clustering

We compare a keypoint kC,scene of a scene point cloud with a keypoint of a point
cloud of a pre-scanned object kO,object in object frame O. To find a pair of corre-
sponding keypoints kC,scene and kO,object, we set up a kd-tree in descriptor space to
find the nearest neighbors. Then we use an approach presented in [119] to verify
that the matched keypoints are geometrical consistent. We select the b best trans-
forms TCO,j,matching,
j ∈ {1, . . . , b}, that give the most geometrical consistent matches. The transforms
TCO,j,matching project the object point cloud PO,object into the camera frame C.
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6.2.3 Transform Refinement and Verification

Using an ICP step, we refine these transforms TCO,j,matching to align better the two
complete filtered point clouds PC,scene and PO,object. We denote these refined trans-
forms byTCO,j,refined. In the last step, we check for the inlier ratios of the transformed
point clouds and then select the one which has the highest ICP-score, given that we
have an inlier ratio of the model points larger than a threshold value. In our appli-
cation, we set this threshold value to 20% resulting in the final transform TCO.

6.2.4 Object in Robot Arm Frame

To transform the point cloud of the localized objectPO,object into the robot arm frame
R, we apply the previously detected best transform TCO, a fixed pre-calibrated
transform TT C from the camera frame C to the robot arm tooltip frame T [120],
and the transform given by the robot state TRT between the robot arm frameR and
the tooltip frame T :

PR,object = TRT · TT C · TCO · PO,object. (6.1)

6.3 Pose Searching

The global goal is to construct a vertical tower consisting of irregularly shaped ob-
jects from a subset S of available objects oi ∈ S ⊆ O, whereO denotes the complete
set of given objects. Within the set S , we want to find the best object and its target
pose. The search space is twofold: discrete object space and continuous pose space.
In order to find a stable pose on a vertical stack, our pose searching method places
each object oi on the top object of the existing stack in a dynamic simulation using
a physics engine. For evaluating each object’s ‘goodness‘ with a particular pose
pi, we introduce a cost function that maximizes the support polygon Si’s area Ai

of the newly placed object oi and minimizes other considerable parameters, such
as kinetic energy. Throughout this process, several initial poses are tested with
fixed initial positions but randomized orientations. We are sampling our initial
orientations randomly to keep the problem viable in large problem sets, where a
holistic pose sampling would become intractable. The returned cost value is inter-
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pose pcontact,i

Figure 6.2: Illustration of our pose searching algorithm to find the best pose for object oi.
The valid pose search sub-routine is described in Algorithm 1 and the cost cal-
culation in Algorithm 2. The gradient descent sub-routine is further depicted
on the right. Note that we omitted the subscript local contact for clear presentation.

changeable among available objects in S ; thus, we find the best object o∗ with the
best pose p∗. Figure 6.2 illustrates the complete pose searching workflow with its
sub-routines.

6.3.1 Overview of the Algorithm

The pose searching algorithm iteratively evaluates poses with valid contacts (sup-
port polygon) between a newly placed object oi and the existing stack. Once a pose
with valid contacts is found, the algorithm refines the pose with gradient descent.
To find a valid contact pose, we set the object to an initial pose in simulation close
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Figure 6.3: (1) The initial position rinit,i of object oi is set along the normal directionnj of the
previously placed object oj’s Sj . (2) The initial pose of object oi with attraction
force f .

to the existing stack but not yet touching it. The initial pose pinit,i of a new object
oi ∈ O consists of its initial position rinit,i and its initial orientation q̄init,i. The ini-
tial position is set with an offset from the centroid rs,j of the last-placed object’s
support polygon Sj along the normal direction nj of Sj (see Figure 6.3, left). We
obtain the initial orientation by rotating the detected object’s orientation around a
randomized axis with the random angle θ ∈ [−θinit, θinit].

Based on the initial pose pinit,i, the valid contact pose pcontact,i is found through
a sub-routine named valid pose search by applying an attraction force f parallel to a
thrust line input (in our case, along the gravitational axis). We then run gradient
descent (see Figure 6.2, right) to iteratively improve the contact pose pcontact,i using
the cost function presented in Section 6.3.3. After the local optimum pose p∗

local,i is
found, the orientation of the initial pose pinit,i is randomized again to find the next
valid contact pose pcontact,i. After computing a certain number nlocal of local minima,
we find the pose p∗

i with the lowest cost as the solution pose of oi. We iterate the
process over the available subset S to find the best object o∗.

Thewhole algorithm performs physics engine update steps onlywhen necessary
to avoid jittering effects in the physics simulation. Objects in an existing stack are
set to be immobile in the whole process, except when the cost is calculated.
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Figure 6.4: (3): Projection r′c,i of the CoM position rc,i onto the support polygon Sj . (4):
Contact pose pcontact,i resulting from the valid pose search algorithm.

6.3.2 Valid Pose Search

Algorithm 1 Valid pose search algorithm
1: function VALIDPOSESEARCH(oi,pinit,i)
2: set oi’s pose to pinit,i
3: do
4: apply force f to oi
5: step physics simulation once
6: if r′c,i ̸∈ Sj then return false
7: while ncontact(pi) < 3
8: pause physics simulation
9: pcontact,i ← current pose

10: if Ekin(pcontact,i) < Ekin,stable then return true
11: else return false

For evaluating the physical stability of object oi, it is a valid approach to analyze
whether r′c,i, the projection of the CoM position rc,i onto the support polygon Si, is
inside the support polygon or not (see Figure 6.4, left). In order to find a valid sup-
port polygon Si for an irregularly shaped object oi, we consider the contact points
of the object to other objects. The assumed contact situations are simple; either on
a flat surface for the first stack, or collision between two rigid body objects with
parallel contact normals.
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We depict the details of the valid pose search method in Algorithm 1. To assure
that pinit,i results in a valid contact pose pcontact,i, we apply an attraction force f

along the thrust line direction vector νi to the object oi (see Figure 6.3, right). Dur-
ing this process, we continuously checkwhether the projection r′c,i of the CoMposi-
tion lies within the support polygon. As soon as the number of contacts ncontact(pi)

between oi and the existing stack is at least three (see Figure 6.4, right), the result-
ing pose pcontact,i is evaluated by oi’s kinetic energy Ekin(pcontact,i) with a threshold
value Ekin,stable. By evaluating the kinetic energy, we limit the viable set of poses to
the ones that cause minimal motion of the existing stack. This approach for finding
a valid contact pose pcontact,i guarantees to satisfy the following constraints:

Ekin(pcontact,i) ≤ Ekin,stable

r′c,i ∈ Sj

ncontact(pcontact,i) ≥ 3.

(6.2)

6.3.3 Cost Calculation

We assign a cost to each valid contact pose pcontact,i to compare its ‘goodness’ in
terms of robust object poses, allowing further stacking. Therefore, we maximize
the area of the support polygon Si and minimize other considerable parameters,
such as kinetic energy Ekin, and surface normal deviation from the thrust line νi

for reducing shear forces. To robustly find the support polygon Si from the sparse
contacts between oi and the existing stack, contacts over several simulation update
steps, in our case 10 steps, are collected and simplified [121]. After acquiring 3D
point sets, Principal Component Analysis (PCA) reduces a 3D to a 2D point set.
Processing the 2D point set with Delaunay triangulation [122], the polygon mesh
Si is created for calculating its area Ai and surface normal ni (see Figure 6.4).

Given the areaAi of the support polygon Si, the kinetic energyEkin(pcontact,i), the
dot product ∥ni · νi∥, where νi is the thrust line direction vector, the length ∥rc,ij∥
between rc,i and the CoM of the previously stacked object rc,j , we define the cost
function as

f(pcontact,i) = w1A
−1
i + w2Ekin(pcontact,i)

+ w3∥rc,ij∥+ w4 (1− ∥ni · νi∥)

s.t. wj ≥ 0 ∀j ∈ 1, . . . , 4

, (6.3)
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where wj are manually selected weights of the individual energy function compo-
nents. An overview of the cost calculation algorithm can be seen in Algorithm 2.

Algorithm 2 Cost calculation
1: function CALCULATECOST(oi,pcontact,i)
2: set all objects in stack mobile
3: contactsArray[]← 0
4: for k ← 0, k < 10 do
5: step physics simulation once
6: contactsArray[]← current contacts set
7: contacts← simplify(contactsArray[])
8: contactPlane← PCA(contacts)
9: contacts← projection(contacts,contactPlane)

10: Si ← 2D DelaunayTriangulation(contacts)
11: get Ai(Si), Ekin(pcontact,i), ∥rc,ij∥, ∥ni · νi∥
12: reset poses of all objects in stack
13: set all objects in stack immobile
14: cost← f(pcontact,i)
15: return cost

After assigning the cost to the valid contact pose pcontact,i, gradient descent is
performed for searching the local optimum pose p∗

local,i, as depicted in the right of
Figure 6.2. In this process, we iteratively calculate a small pose step ∆p consisting
of δr̂ and δ ˆ̄q, as given in Eq. (6.5) and Eq. (6.6), to obtain an updated initial pose
for valid contact pose searching:

plocal contact,i[n+ 1] = plocal contact,i[n] + ∆p

s.t. ∆p = (δr̂, δ ˆ̄q)
, (6.4)

where plocal contact,i[0] = pcontact,i. The translation δr̂ assigns a positive constant off-
set zconst in contact normal direction to avoid placing the object oi at invalid poses
overlapping with the existing stack. Given ϵr as a small value, Ti as a homogeneous
transformationmatrix fromworld frame to the thrust line aligned frame at rs,j (see
Figure 6.3), and zconst, we obtain δr̂ as:

δr = Ti(
∂f

∂rx

−1

,
∂f

∂ry

−1

, zconst),

and δr̂ = ϵr
δr

∥δr∥
,

s.t. zconst ≥ 0.

(6.5)
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For rotation, we describe the orientation with a quaternion q̄ in axis-angle rep-
resentation as (axis, angle). Given ϵq as small rotation angle, and Ti, we obtain δ ˆ̄q

as:

vaxis = Ti(
∂f

∂qx

−1

,
∂f

∂qy

−1

,
∂f

∂qz

−1

)

and δ ˆ̄q = (vaxis, ϵq).

(6.6)

For minimization of the cost, we iterate the process described in Eq. (6.4) until
the difference of sequentially returned costs becomes smaller than the threshold γ:

f(plocal contact,i[n])− f(plocal contact,i[n+ 1]) < γ. (6.7)

We write the optimization process as,

p∗
local,i = argmin

plocal contact,i
f(plocal contact,i)

s.t. Ai(Si) ≥ Amin,
(6.8)

where Amin is the minimal support polygon area.
After finding a local optimumpose p∗

local,i, a new randomized rotation is assigned
to the initial pose pinit,i. The process is repeated until nlocal local solutions are found,
as shown in the left of Figure 6.2, and the pose with minimum cost is selected as
a solution p∗

i for object oi. We iterate the entire process over every object of the
available subset S , returning the best object o∗ with the best pose p∗.

6.4 Experimental Setup

To show the applicability and repeatability of the presented pose searching and
object detection methods, we implemented the algorithms, using ROS [25], on a
robotic platform to perform autonomous dry-stacking, as in Figure 6.1. The goal is
to create a vertical tower out of randomly placed irregularly shaped objects whose
mechanical and geometric properties are known.
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Figure 6.5: Limestones with irregular shape are used to create the vertical stacks.

Figure 6.6: An overview of the used hardware setup: a ROBOTIQ 3-finger gripper, a FT150
force torque sensor, and an Intel®RealSense™ SR300 RGB-D camera are at-
tached to a UR10 arm.
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6.4.1 Experimental Setup

We use a set of six natural limestones (Figure 6.5) as objects because they show
challenging properties for the stacking task like irregular shape and low friction
coefficient. The point cloud and mesh model of the object’s geometric shape were
previously acquired with an ATOS Core high precision scanner. These models are
used to detect the objects in the scene and to simulate them in a physics engine
used in the pose searching algorithm. To lower the computation cost, we reduced
the mesh model for the pose searching algorithm to a homogeneously triangulated
mesh with 500 faces. The reduced meshes showed a reasonable trade-off between
reducing the computation cost and generating a contact situation that correlates
with the real world. Theweight, CoMposition, andmoment of inertia of each stone
were measured and added to the geometric model description. The friction coeffi-
cient was estimatedwith a low value of µstone = 0.1. We use a robotic arm equipped
with a three-finger gripper for manipulating the objects, as depicted in Figure 6.6.
The object detection is performed with an RGB-D depth camera mounted on the
robot arm. The size of the objects is selected to fit in the finger stroke of the gripper.
MoveIt! [123] is used to generate collision-free motions of the robot. A force-torque
sensormounted at the attaching point of the gripper is used to detect impact during
the placing of the object.

Theworkflowof autonomously creating a vertical stack of arbitrarily placed stones
is shown in Figure 6.1. This task is performed by continuously executing a loop
consisting of object detection, pose searching, and object manipulation. First, the
objects are detected and localized in the scene, resulting in a set of available stones
S . For each trial, we used an alternating subset of four stones from the complete set
of the six limestones. From this set S , the presented pose searching algorithm pro-
poses the next stable stack. In order to replicate the proposed stack, a collision-free
grasping configuration from a predefined set of feasible configurations is chosen,
and a motion planner generates executable trajectories. After placing the stone at
the proposed pose, we detect the updated pose and validate if the stackingwas suc-
cessful. The updated stone pose is used as a foundation for the next pose searching
step. If the robot could successfully execute the proposed stack, the next proposed
stable stack is computed from the remaining set of stones. The stacking task is termi-
nated once the pose searching finds no longer a feasible solution from the available
objects or the stacking was not successful.
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Table 6.1: Parameters of the pose searching algorithm.

Parameter Value Parameter Value

w1 0.179 Amin 1e−5 m2

w2 0.472 ∥f∥ 100N
w3 0.094 Ekin,stable 20 J
w4 0.255 θinit π

4 rad
nlocal 5

Table 6.2: Mean execution times of the vertical stone tower trials.

Task Mean time (s) σ time (s) Fraction (%)

Pose search 66.2 7.0 24.4
Object detection 17.0 4.4 6.3
Manipulation 166.7 17.2 61.5
Other tasks 21.1 4.1 8.8

6.4.2 Results

The robotic system performed the vertical stacking task in eleven consecutive runs
with an alternating set of four stones1. In two of these runs, the system succeeded
in constructing a stack out of all four available stones. In six cases, the system was
able to stack three stones vertically but failed to place the fourth stone, and in three
cases, the system did not succeed in stacking the third stone. For the pose searching
algorithm presented in Section 6.3, we used the parameters given in Table 6.1. The
average cost of the last pose the system was able to stack successfully was 0.7425.
Whereas, in the case where the robot failed to place the object, the average cost
was 1.8018, which shows that these poses were already identified as less favorable
than those that were successfully stacked. If the cost at a previous step is high, the
probability increases that the following stone placement will fail. See, for example,
the high cost of the second stone in runs 6 and 7 (see Figure 6.7). Table 6.2 shows

1 Watch the accompanying video: https://youtu.be/bXz52KMGUng
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Figure 6.7: The cost of the selected target pose of an individual stone for all eleven runs at
each level of the stack. A higher cost indicates a less preferable target pose. ’+’
denotes a successful stacking, failed attempts are represented with a ’x’. Each
color corresponds to an individual run.

themean execution times of the different parts of the presented approach, although
computational and execution speed was not the focus of this work. On average, a
trial to construct a vertical stack lasted 271.0 s. Themain fraction of this time is spent
on the manipulation task that includes path planning, arm and gripper motion
since we operate the robot with reduced speed for safety reasons. The remaining
time is spent on the pose searching algorithm itself, object detection, and other
tasks, such as visualization and stopping themotion before capturing depth images.
The stacking workflow is not yet optimized in terms of construction time. It could
be greatly improved by parallelizing manipulation with pose searching and object
detection, and by increasing the operation speed.

6.5 Summary

This chapter introduced an autonomous robotic system that constructs a vertical
balancing tower out of irregularly shaped stones without using mortars or extra
materials. Its workflow consists of a continuous loop with object detection, target
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pose search, physical manipulation, and evaluation. We presented an object detec-
tion pipeline suited to localize irregularly shaped objects in a scene and a target
pose searching algorithm to generate stable stacks. The proposed algorithms were
implemented on a robotic system and tested in an experimental setup: a fixed plat-
form in a controlled environment with flat terrain and pre-scanned objects. The
system showed to be able to perform stacking tasks autonomously, contributing
to a preliminary setup for detecting irregularly shaped objects and validating the
usage of a physics engine in the proposed pose searching algorithm.
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7
Autonomous Dry Stone

This chapter incorporates material from the following publication:

Johns, R. L., Wermelinger, M., Mascaro, R., Jud, D., Gramazio, F., Kohler,
M., Chli, M. & Hutter, M. Autonomous Dry Stone: On-Site Planning and
Assembly of Stone Walls with a Robotic Excavator. Construction Robotics 4 3,
pp.127-140 (2020).

On-site robotic construction has the potential to enable architectural assemblies
that exceed the size and complexity practical with laboratory-based prefabrication
methods and offers the opportunity to leverage context-specific, locally-sourced
materials that are inexpensive, abundant, and low in embodied energy. This chap-
ter presents an integrated system for constructing double-faced dry stone walls in
situ using the customized autonomous mobile hydraulic excavator HEAP. We out-
line a process for mapping the environment and localizing and digitizing irregular
stones. Using this digitized information, we developed a method to determine the
position and orientation of stones to align with a designer-indicated goal surface
and conduct grasp- and motion-planning for collision-free placement. We address
one of the main limitations of the target pose search presented in Section 6.3 that
only allows contacts between two individual objects. The planner presented here
can generate interlocking between multiple objects and enables the construction
of extended structures like stone walls. As the properties of the materials are un-
known at the beginning of construction, and because error propagation can hinder
the efficacy of pre-planned assemblies with non-uniform components, the struc-
ture is planned on the fly. The desired position of each stone is immediately com-
puted before it is placed, and we account for any settling or unexpected deviations.
We demonstrate the applicability of our method by constructing a 3m tall wall
with a total length of 5m out of 40 stones with masses between 230-1548 kg (see
Figure 7.1).
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Figure 7.1: The stone wall constructed with the autonomous hydraulic excavator HEAP
consists of 40 stones with masses between 230-1548 kg.

7.1 Related Work

Several recent projects in the domain of architectural digital fabrication have made
use of nonstandard input materials combined with robotic construction. Such pro-
jects have played a substantial role in re-establishing computational design and fab-
rication as a practice that can not only materialize digital complexity but that can
understand and adapt to the existing complexity of thematerial world. Johns &An-
derson [13] provide an overview of recent projects in this general domain, while a
number of notable projects dealmore specificallywith irregular stone-based assem-
bly: “Smart Scrap” uses automotive digitization tools to inventory partially-dressed
limestone for facade planning [14], while “Cyclopean Cannibalism” revives an-
cient polygonal masonry methods through robotic stone-cutting [15]. The latter
fits parallel-faced polygonal elements within the constraints of demolition concrete
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and stone offcuts, using 73% of the stock material (selected from a more extensive
set) after dressing. In comparison, the work presented in this chapter makes use of
100% of each stone object and uses every stone in the available set.

Towards the assembly of such rawmaterials, the geometric nesting of unmodified
parts has been explored in two dimensions with simulated annealing [114]. Others
have demonstrated the potential of shape descriptors for matching 3D shapes to ex-
isting geometries for the generation of 3D collages without constraints of fabricabil-
ity [124] or the reassembly of fractured objects without structural constraints [125].

Similar to our demonstrator presented in Chapter 6, Liu, Choi & Napp [68] per-
form dry stacking of unmodified stones, using stationary robotic manipulators and
RGB-D scanners for the localization of pre-scanned stones. Both projects consider
structural stability using a physics simulator and evaluate a cost function to de-
termine the validity of each potential pose. Our work in Chapter 6 is focused on
constructing vertical stacks, while the latter can build one-layer thick walls of up to
four courses with a 40% success rate in an open-loop fashion (without accounting
for the settling of placed stones). In this work, we overcome the design limitations
of such 1- and 2- dimensional structures, presenting a planner capable of building
a multiple-layer-thick structure following an arbitrarily specified target geometry.
Stones are in-situ scanned on the fly, and the as-built wall is monitored in order to
refine the placed-stone poses before the planner is executed again.

7.2 Methodology

7.2.1 Platform

The stonewallwas created usingHEAP, a highly customizedMenziMuckM545 12t
walking excavator developed for autonomous applications and advanced teleoper-
ation (Figure 7.2J). Further details about the platform can be found in Section 4.2.
The scale and payload of this system, compared to a human and a conventional
industrial manipulator, are displayed in Figure 7.2K.

All software components of the project are written in C++, and the Robot Op-
erating System (ROS) [25] is used to transfer data over the network between the
different software nodes distributed on several computers. The ROS master, man-
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Figure 7.2: Setup Diagram:
A) Available stones B) Constructed wall
C) Search space D) Rim path with keypoints
E) Grid map F) Gripped stone
G) LiDAR sensors H) GNSS antennas
I) Network antenna J) HEAP platform with axes indicated
K) Reference scale and payload comparison with human and industrial robot.
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aging the connection between processes, is located on the onboard computer of
HEAP.

7.2.2 Stone Localization and Scanning

To reconstruct and localize the stones in the surroundings of the excavator, we use
the LiDARs mounted on the cabin roof (Figure 7.2G). Before the construction pro-
cess begins, the available stones are loosely distributed on the terrain (Figure 7.3).
The spreading facilitates detecting single stone instances by first segmenting the
ground plane from the LiDAR map and subsequently performing euclidean clus-
tering on the remaining point cloud to distinguish the single objects. These point
clusters are used to compute an initial grasp configuration on the not yet recon-
structed stone segments (see Chapter 4). Once a given stone is picked up using
this relatively low-resolution data, a high-resolution scan of the entire stone is com-
pleted while held in the gripper. The following sections describe this stone recon-
struction process, the LiDAR-based scene mapping, and the object pose refinement
based on the reconstruction and scene map information.

Reconstruction

For the 3D reconstruction, the end effector spins with continuous velocity in front
of the LiDAR sensors while holding the stone. With the known geometry of the
gripper, we filter out points that belong to the end-effector while accumulating
points on the stone. The complete contour of the stone is recorded by concatenating
multiple point clouds from different viewing angles and applying Poisson surface
reconstruction [126] to generate the surface mesh from the point cloud data.

LiDAR-based Scene Mapping

A precise map of the excavator’s whole surroundings (including the as-built struc-
ture) is necessary for planning grasp configurations and arm motions, and facili-
tating the decision of where and how to position stones (see Figure 7.7A). We use
themapping pipeline described in Section 4.3.2 that provides a temporally and spa-
tially consistent map without self-see points on the excavator.
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Figure 7.3: Initial state of stones, loosely distributed on the terrain. LiDAR mapping and
RANSAC ground segmentation allows for initial detection and grasping for re-
fined scanning in the gripper.

ICP Refinement

Being able to refine the pose of an already reconstructed stone in the environment
(Figure 7.7B) or the gripper is an essential capability, as the stone might settle dur-
ing placement or shift as it is being picked up. For this pose refinement, we first
sample a point cloud on the reconstructed mesh of the stone. Using an ICP step,
this point cloud is registered to the scene map (if the stone is placed in the environ-
ment) or to the accumulated gripper cloud (if the excavator grasps it). To improve
the localization, we first segment the ground plane in the vicinity of the stone us-
ing RANSAC-based 3D plane fitting. However, additional filtering is necessary as
stones might be cluttered and partially occluded, especially if they are constituents
of the in-progress wall. Therefore, the scene map is further segmented using Eu-
clidean Clustering, and segments belonging to already refined stones or segments
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too far from the assumed pose are removed before the ICP step. The filtering al-
lows for the reliable pose refinement of objects even if the built structure partially
occludes them. If the initial orientation of the stone is unknown (e.g., after it has
been overturned), the ICP step is performed for multiple initial orientations, and
the refined transformation with the highest ICP-score is selected.

7.2.3 Geometric Planning

The iterative selection, positioning and orienting of each stone is determined by a
geometric planning software that attempts to construct a double-facedwall, bounded
vertically by anyuser-specifiedmesh target surface andbelowby the LiDAR-scanned
elevationmap of the existing terrain. Given any number of available stones, the soft-
ware determines the preferred placement from the available solutions. The selected
stone and the desired transformation are further processed for grasp planning and
physical positioning. Rather than pre-planning the entire wall, the software com-
putes solutions on the fly, stone-by-stone. The incremental planning is done for
two reasons:

First, it is impractical to pre-scan, sort, and store hundreds or thousands of stones
for sufficiently large constructions when the required space and complexity can
instead be minimized if they are salvaged, unearthed, or delivered on-demand, as
needed. Computing solutions on the fly allows for a more adaptive construction
that is not held up if one pre-planned stone goes missing.

Second, the absolute rigidity of stone makes for significant error propagation
that would result in undesirable deviation from the desired geometry and a higher
probability of structural collapse in turn. Any minute difference in the scanned
geometry can cause unexpected collisions or settle during placement, and the cur-
rent setup allows for these changes to be automatically accounted for in the next
solution.

Finding a suitable position of even one stone in a relatively small area can be a
computationally heavy problem. The irregular nature of the stones and substrate
geometry makes it generally difficult to apply stochastic solvers or continuous op-
timization methods as there are many local optima The software should generally
find a valid solution in less time than it takes for the excavator to physically locate,
grasp, and place a stone, such that the finding of solutions does not significantly
deter progress. At present, the solver takes approximately one minute per stone on
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a laptop running Ubuntu 18.04 with an Intel i7-8750H 4.1 GHz Processor and 16GB
RAM.

Much like the algorithm presented by Liu, Choi & Napp [68], we use a number
of heuristics derived from conventional stone masonry techniques to reduce the
size of the solution space. However, our approach differs significantly in the spec-
ification and sequencing of these heuristics: we use both the geometric properties
of the stones and the constraints of the designer-specified goal surface to inform an
algorithm that begins with fast computational checks and increases in complexity
as the solution space is substantially reduced.

For any given stone placement, the following high-level goals are established:
determine a structurally stable solution that minimizes the volume directly under
the stone in question (Figure 7.4A) and also minimizes the volume between the
exposed stone face and the designated geometry of the wall surface (Figure 7.4B).
To achieve these objectives, we implement the following subroutines:

Stone Attributes

At all times, the software holds an inventory of stones that have been scanned.
Upon receipt of new information from the scanning node, the stone mesh is imme-
diately cleaned by removing any degenerate faces and disjoint remnants that might
remain from the Poisson reconstruction. The mass properties are computed using
the method described by Bächer et al. [127], and each stone is repositioned such
that its centroid is at the origin, and its principal axes (computed using PCA on the
mesh vertices) are aligned with the local stone frame. An iterative implementation
of the Variational Shape Approximationmethod [128] is used to determine approx-
imate partitioned face surfaces on the stones given an allowable surface normal de-
viation per clustered region of mesh triangles. From these partitioned regions, a
face-adjacency matrix is generated, stone edges and edge midpoints are identified.
The mean weighted normal of each region represents the normal direction of the
partitioned face surface (Figure 7.4C).

Search Space

A volumetric search space (Figure 7.2C) is defined as the region that is bounded
by the designated outer wall surfaces on all sides and above, and below by the
ground and the upper surface of the in-progress wall. While this upper surface
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Figure 7.4: Geometric planning solver goals and methods: A) Minimize volume under
stone, B) Minimize volume between stone face and goal surface, C) Compute
faces and edges, D) Sample along rim path, E) Compute descriptors at edge
midpoints F) Descriptors at rim path points. G-H) Two possible orientations
for each partial match I) Stability and upper normal direction factors.

is, in reality, generally composed of many disjointed stones, it is approximated as
a single continuous surface using a simulated LiDAR scanner on the known mesh
data of the ground and placed stones. The point cloud from the simulated LiDAR
is thenmeshed using Poisson reconstruction. Thus, both the empty ground and the
upper bounds of a half-builtwall are treated similarly to the next stone’s foundation.
The intersection between this reconstructed “ground” surface and the target wall-
face surfaces defines the rim path, which we identify as the upper perimeter edge
of the structure at any given state (the contour where the top surface of the as-built
structure intersects with the vertical goal wall-surfaces)(Figure 7.2D).

An even sampling along the rim path serves as a one-dimensional list of possible
placement positions. This list is further reduced to only include lower pointswithin
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a given distance of identified keypoints (Figure 7.2D) along this path. We define
keypoints as any point along the rim path that lies either between two stones, at the
corners or ends of the designated structure, or where one stone meets the ground.
This filtering process ensures that the wall is generally built up evenly and reduces
the likelihood of running joints that weaken the bonding of the wall.

Fit Estimation

Given the known edge-midpoints, edge directions, and face-normal-vectors on the
stones, and the normal vectors of the goal-wall surface at each point on the rim
path, it is trivial to determine the transformations necessary to place any specified
stone on this path – such that a given stone edge is tangent to the rim path and the
stone face is aligned with the wall surface. While each combination of path-point
and stone-edge could be sampled (Figure 7.4D), this still represents a substantially
large solution space if the wall is long and there are multiple known stones in the
available inventory. Just as a stone-mason would likely only try placing stones that
look like they will fit (instead of brute force sampling every possible position), we
first check if a stone is geometrically similar to the region in question using rota-
tionally invariant shape descriptors before attempting any more involved process-
ing (Figures 7.4E-F, 7.5). Specifically, we use the FPFH descriptor [90] at each edge
midpoint and at each rim path vertex coupled with a k-Nearest Neighbor (KNN)
search to find the k-closest geometric matches at each included point on the rim
path (k≈10). In this demonstrator, the KNN search typically reduced over a mil-
lion possible combinations of stone edges with rim path points to some thousands.
Because of the rotationally invariant nature of such shape descriptors, each match
must consider both possible orientations of an edgewith the rimpath (Figures 7.4G,
7.4H).

Stability Heuristics

Prior to running any detailed physics simulations, we remove potential candidates
that are likely unstable or likely to reduce future stability, informed by guidance
from stone masonry literature. In dry stone walls, it is generally advised not to
place stones in such an orientation that their thinnest dimension defines the depth
into the wall—thus acting as a thin veneer that is more likely to fall away from
the wall [129]. We generalize this requirement as needing to meet a minimum
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Figure 7.5: Elevation detail of constructed wall. Rotationally invariant shape descriptors al-
low for a tight fit by initially matching available stone surfaces to corresponding
negative geometry of the wall.

ratio between the horizontal (d) and vertical (h) distance measured between the
specified point on the rim path and the stone centroid (Figure 7.4I):

d/h > 0.5. (7.1)

As the construction process uses a double-faced method, the structure benefits
from having an inward slope at the top of each placed stone – such that any settling
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is minimized and supported by stones on the opposing side of the wall [1].1 For
each intended position, we take an even sampling of the exposed stone surface us-
ing a raycasting method and compute the mean top-exposed surface normal (ntop

)

from the stone’s normal direction at each hit point. We then verify thatntop is point-
ing into the wall and that the stone surface is not excessively steep by

ey · ntop >= 0 and ez · ntop > 0.7, (7.2)

where ey is the unitized inward-facing surface normal of the target wall surface
projected onto the horizontal plane, and ez is a unit vector pointing against the
direction of gravity (Figure 7.4I).

ICP Refinement

Once the pool of potential matches has been reduced by the heuristics mentioned
above, each candidate is refined using ICP to better align it with the surrounding
stones and goal wall surface.

Physics

Following ICP refinement, the remaining solutions are sorted by their ICP-score
and (if specified) reduced to a preset maximum number of solutions. These are
then simulated for stability with the Bullet physics engine [130]. Solutions that
do not reach equilibrium within a fixed simulated-world-time period or within a
distance moved are ruled out.

Scoring

After the physics simulation step, the remaining stones are sorted using the com-
bined parameters from Figures 7.4A and 7.4B. The gap volume is calculated with
a raycasting technique measuring the displacement of hits measured from the lo-
cal plan- and elevation- projection planes with and without the placed stone (and
considering the known stone volume). The best match is then sent for physical

1 Note that this inward slope differs from the inward slope employed by Liu, Choi &Napp [68]: in our
use and the masonry literature, the inward slope is a sectional property of a double-faced wall. Liu
et al. use it to mean a lowered center of mass between the end stones of a given bond, as observed
across the front elevation, thereby creating a sagging bond in a single-layered structure.
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Figure 7.6: Screen capture of geometric planning software. A) Imgui Interface, B)Active en-
vironmentwith search space, solutions, andplaced stones, C)Available scanned
stones in inventory, D) Selected Stone Viewer with VSA faces.

placement. A provided Imgui interface [131] allows for alternative high-scoring
solutions to be manually selected if desired.

The geometric planning software makes extensive use of libigl [132] for mesh
processing, PCL for point cloud operations [32], and openframeworks [133] for
visuals (Figure 7.6).

7.2.4 Grasp and Placement Execution

The goal of the grasp pose planning is to find possible grasping configurations that
allow the excavator to pick the desired stone and place it at the planned location
without collisions with the existing wall (Figure 7.7E). A grasp configuration is
defined as the 6 DoF pose of the excavator’s gripper, where contact with the de-
sired stone can be performed. In order to find a possible grasp configuration that
respects the collision constraints, we sample a large number of grasp hypotheses
on the stone of interest in the map point cloud (see Section 4.4.2). Those grasp
hypotheses are validated for collisions by intersecting a polyhedral gripper model
with themap cloud and searching for inliers. Note that both the grasp configuration
and the corresponding placement configuration must be verified to be without col-
lisions (Figure 7.7D/F). Due to occlusions, the map point cloud may contain holes
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Figure 7.7: Grasp planning and placement of a stone to its desired location (red): (A) Colli-
sion and localization point cloud, (B) Stones localized in point cloud, (C) Spline
motion trajectory, (D, Green) Collision free grasp hypotheses, (F, Red) Grasp
hypotheses with collisions, (E) Selected grasp configuration, (G) The collision
point cloud is augmented with point clouds of already localized stones.

that can result in undetected collisions. In order to prevent these situations, we
augment the map point cloud with point clouds generated from the meshes of al-
ready localized objects (Figure 7.7G). After ruling out colliding configurations, the
remaining grasp poses are evaluated for force closure and scored by task-specific
criteria (alignment to ground, grasp encompassment, and distance to stone CoM)
to obtain the final grasp (see Section 4.4.3).

A motion planner is used to generate a spline trajectory for reaching the desired
grasp pose and moving from the grasp pose to the placement pose (Figure 7.7C).
The approach direction during placement is chosen by raycasting to provide the
highest margin to obstacles. Figure 7.7 shows the spline trajectory (C, blue) for
moving the grasped stone from the ground to its desired placement pose (E, red).
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Figure 7.8: Digital model of constructed wall with goal surfaces and indicated distance be-
tween placed stones and one target surface.

Each time a stone is grasped or released, its pose with respect to the map or end-
effector is updated with an ICP refinement step using its previous location as an
initial guess (Section 7.2.2).

7.3 Experiment

The localization, scanning, geometric- and motion- and planning routines devel-
oped in this work were used to construct a large-scale (3m high and 5m long) test
wall using 40 available gneiss stones2 with an average mass of 757 kg (range: 230-
1584 kg). To our knowledge, at construction time, it represented both the great-
est height and number of components of any masonry structure constructed au-

2 Gneiss is a locally abundant metamorphic rock often used for architectural applications, landscape
construction, and retaining walls.
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Figure 7.9: Side elevation of constructed wall conveying double-faced structure and near-
vertical orientation.
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tonomously from irregular stones. It was only surpassed later by the structures
presented in this thesis with improvedmanipulation (e.g., reorientation) and plan-
ning capabilities. However, it is essential to note that the geometry of the available
material heavily influences such qualifications, and one might much more easily
construct a many-bonded wall with ashlar-like stones. Despite the relatively large
size of the available stones,3 the outer face of the as-built structure was measured
to be generally within 10 cm of the intended target surface (Figure 7.8). Figure 7.9
shows the side elevation of the completed structure, and the front elevation can be
seen in Figure 7.1.

While the geometric planner allows for solutions to be foundwith any number of
stones in the inventory, it predictably finds better correspondences if there aremore
stones to choose from (at the computational expense of increased search space).
For a much larger construction, one would likely scan and build in batches, keep-
ing tens of digitized stones in the inventory and refilling it when no solution can be
found within some tolerance requirements. For this experiment, there was a fixed
number of available stones (40), and they were each scanned and added to the dig-
ital inventory before the construction of the wall commenced. The pre-scanning
accelerated construction and provided a wide variety of stones for the initial plan-
ning steps. The planning and executionwere performed sequentially, meaning that
after each placement, the stone posewas refined and updated in the geometric plan-
ning before initiating the next update step. Figure 7.10 shows intermediate steps of
the wall construction with two and twenty placed stones.

7.4 Improvements

Several improvements are intended, increasing process robustness and allowing
for additional design constraints to influence the solver. While this initial prototype
was imagined as a section of a longerwall (Figures 7.11, 7.12), future developments
will resolve the particularities of terminating details at wall ends and corners: the
use of alternating stretchers and headers with returned faces that both strengthen
the structure and clearly define the arris (edge where surfaces meet) [135].

At the time of constructing the presented wall, the autonomous reorientation of
stones (see Section 5.3) was not yet available. On the occasion that placement solu-

3 These are classified as ‘medium-coarse boulders’ on the modified Udden–Wentworth grain-size
scale [134].
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Figure 7.10: Wall construction in progress with two (above) and twenty (below) placed
stones out of the 40 used in this experiment.
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tions could not be grasped in the current stone position, an alert was generated that
conveyed the need for manual intervention. The stone had to be flipped manually
before relocalizing it autonomously and continuing construction.

The drawback of using LiDARs for reconstruction and ICP refinement is the need
always to move the sensor to accumulate scans into the complete 3D model: this
is time-consuming and renders the current sensors ill-equipped for dynamic track-
ing during stone flipping. This task will be made more feasible with the imminent
integration of additional sensors, including RGB cameras. By texturing the stone
models [136], it is possible to extract visual features and use them for recogniz-
ing a stone instance or tracking its motion [137]. Textured stone models will not
only better facilitate dynamic tasks such as flipping, but could also be considered
as a component in the design process. Provided that a structure contained enough
stones to make a pattern legible, it would be possible to incorporate variable dis-
tributions of color, scale, or surface shapes to meet additional design goals beyond
the global shape of the wall.

Whereaswe currently rely on physics simulation for stability assessment, wewill
consider structural validation by physically probing the as-built construction in fu-
turework. The excavator – equippedwith pressure sensors and an additional force-
torque sensor – would serve as both a construction tool and testing device, using
applied loads to verify the stability of the structure and measure deformations.

7.5 Discussion on Sustainability

This research demonstrates a robotically-enabled process for creating structures
from a wide range of input and target geometries. It allows digital design goals
to be integrated with existing ancient construction methods for double-faced, free-
standing dry stone walls built from unprocessed or minimally processed natural
stone. In contrast to cut stone (and even more so to concrete), these materials ex-
hibit extremely low embodied energy because there is minimal transportation re-
quired4 and because they do not need energy-intensive cutting or post-processing.
While the embodied energy of stone construction varies regionally, post-processing
(sawing, chiseling) is a significant contributor to the overall environmental impact
of masonry architecture. Despite an increase in the thickness of the built structure

4 For this experiment, the raw stones were delivered by truck from a quarry located 40 km from the
test field.
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Figure 7.11: In progress wall with overlay of potential extension of structure, generated by
allowing the solver to continue with additional digital stone models.

Figure 7.12: Constructedwall with figure (left) for scale and indicated potential extensions.
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when compared to cut stone, building with raw stone can be environmentally ad-
vantageous [138].

Rather than modifying individual stones, this method focuses on cleanly fitting
the exposed surfaces of stones along with the outer two faces of a given wall sec-
tion while tolerating necessary gaps between stones within the hidden space of the
poché. Even in a well-constructed dry stone wall, these gaps can account for 20-
40% of the constructed volume [139, 140]. They are essential in enabling the use
of entirely irregular and indeterminate source materials: a dry stone wall is thus
“defined by the spaces between the stones as much as it is by the stones themselves”
[141]. While such gaps can be filled in with smaller ‘chinking’ stones [1] or with
mortar, they can also be left as supplemental habitats for flora and fauna to thrive
[142].

Dry stone construction has diminished in popularity in the last century, despite
the environmental, economic, and aesthetic advantages of building with inexpen-
sive, local, and natural materials. Increasing labor costs combined with compara-
tively inexpensive and simple-to-install mass-manufactured building components
have rendered irregular stone construction infeasible in many situations [143, 144].
By synthesizing knowledge from manual dry stone masonry handbooks [1, 129,
135] together with new methods of computational design and robotic construc-
tion, this work aspires to reactivate irregular stone constructionwhile enabling new
modes of design expression and large-scale fabrication.

7.6 Summary

In this chapter, we introduce a platform and algorithm for the autonomous con-
struction of large-scale dry stone walls in situ, with the aid of a customized robotic
excavator – addressing the challenge of using unprocessed and locally available
construction material. We outlined the complete perception process from map-
ping, digitizing, and localizing irregular stones. A core element of this work is
the planning algorithm that determines the position and orientation of the stones
to align with a target wall shape coming from the landscape design. The planner
determines stable poses by combining heuristics frommasonry textbooks with iter-
ative geometric shape matching and physics-based settling. This planner enables
the sound construction of extended structures as it generates interlocking between
multiple objects. Finally, we demonstrate the applicability of the presentedmethod
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by constructing a 3-m-tall double-facedwall out of 40 stoneswith an averageweight
of 760 kg.
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8
Conclusion and Outlook

In this dissertation, we have studied autonomous robotic assembling under un-
certainties in unstructured real-world applications. We focused on the task of as-
sembling objects diverse in shape without further modification or usage of adhe-
sives. As an example of digital fabrication, this task is right on the intersection
between robotics, including manipulation, navigation, sensing, control, and struc-
tural planning, including architectural design, structural analysis, and assembling
algorithms, encouraging interdisciplinary collaborations. We divided this chal-
lenging problem into three parts:

• Part I: Development and control of a compliant mobile manipulation plat-
form designed for autonomous mission

• Part II: Perception of object instances in the environment and manipulation
of them

• Part III: Implementation of the proposed tools to create structurally stable
dry-stone assemblies

In the first part, we discuss the robotic fundamentals necessary to navigate and con-
trol a mobile manipulator interacting with an unstructured environment. We show
a suitable mobile platform capable of running autonomous missions. It has a com-
pliant arm that allows to shape contact dynamics and is robust against unexpected
contacts and disturbances. The second part covers the perception and manipula-
tion of previously unseen large-scale objects to place them in confined spaces, in-
cluding grasping and reorientation. The last part includes the structural planning
to create dry-stone assemblies and the monitoring of the object pose to inform the
assembly planner about the current construction state. Finally, the approaches pre-
sented in this thesis for manipulating irregularly shaped objects enabled the con-
struction of the world’s first large-scale stone wall using an autonomous excavator.
We manipulated more than a hundred stones that each weighs several hundred
kilograms and have a unique and highly diverse geometry (see Figure 8.1). In the
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Figure 8.1: The applicability of the proposed grasp approaches in mapping, manipulation,
and assembly planning is directly shown in the construction of a large-scale
double-faced dry-stone wall with dimensions approx. 10m x 4m x 2m (W x
H x D).

remainder of the conclusion, we discuss each chapter’s contributions and highlight
future directions.

8.1 Mobile Manipulator for Interaction Tasks

We presented a mobile manipulation platform capable of autonomously executing
manipulation tasks relying solely on its onboard sensing. The system consists of
a standard four-wheeled skid steer platform and a custom-built 6 DoF robot arm
composed of SEAs. The platform is capable of autonomous navigation and ob-
stacle detection to reach desired target locations safely. For arm control, we com-
bine model‐based feedback linearization with low‐impedance joint stabilization,
enabling not only tomove the end-effector precisely but also tomeasure and control
contact forces and torques accurately during an interaction. The low-impedance
manipulation control proved essential for accomplishing a complex interaction task
like inserting a wrench on a valve stem. It helps mitigating misalignments of the
end-effector that can hardly be estimated from a vision system like a monocular
camera. A mission task dispatcher introduces autonomy to the system, activating
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the required software modules and monitoring the progress and success, making
it resilient to failures and demonstrating the ability of a mobile robot to perform
successful manipulation in a demanding real-world application.

The robot arm introduced in this chapter was used further by our team and oth-
ers for developing control algorithms that make use of its compliance. While we
focused in this thesis on exploiting the dynamics of the actuators for accurate dy-
namic manipulation and disturbance rejections (see Chapter 3), we also present a
learning-based method for improving tracking with compliant actuators in [145].
In this work, we utilize a Gaussian Process trained offline to estimate the mismatch
between the actual and estimated model and combine it with an EKF filter to esti-
mate the residual model mismatch online to provide offset-free tracking. In [146],
we present a contact-implicit optimization approach that uses the high dynamics
and the impact robustness of the arm to tackle various dynamic pushing problems.

8.2 Actuator-Aware Model Predictive Control for Dynamic Manipu-
lation

Compliantmanipulators are composed ofmaterials or use actuationmodes that are
flexible and soft, allowing them to exploit the interaction between the robot and the
environment. The inherent softness of these systems provides adaptability, robust-
ness, and safety, which is especially desirable for assembling tasks of objects with
uncertainty in pose and shape. However, the combination of compliance with ac-
curate and dynamic motion is still an unsolved challenge in robotics as the elastic
elements introduce unwanted intrinsic oscillatory dynamics to the system, causing
underactuation, and reduce the system’s natural frequency. Furthermore, the ac-
tuators are often designed to have low friction and damping to improve efficiency,
aggravating the issue. In our work, we presented an MPC formulation that incor-
porates the dynamics of compliant actuators to tackle this problem and perform ac-
curate task-space tracking. We derived in detail how different control approaches
alter the natural stiffness of the system and show that the presented MPC formula-
tion alters the natural compliance least. In experiments, we demonstrated that the
proposed controller is robust against unmodeled end-effector inertia. By including
the actuator dynamics, we improve the high-frequency robustness and directly ad-
dress the issue of the limited actuator bandwidth as the real physical spring acts
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as a proportional gain to drive the link to its desired position, generating smoother
and physically more consistent motions. To the best of our knowledge, this is the
first time that a task-space MPC formulation including the actuator dynamics is
applied to a multi-joint robot with compliant actuators.

Our proposed method to include the actuator dynamics in the control formula-
tion is not limited only to a specific kind of actuation like SEAs. For example in
the future, we are planning to port the actuator-aware MPC formulation to the ex-
cavator’s arm. The hydraulic actuators exhibit complex nonlinear dynamics due
to hydraulic coupling between the actuators, cylinder friction, control input dead-
zones, and delays. The idea is to learn an actuator model based on measurements
collected during operation [147] and use it in the receding horizon controller to
track the end-effector more accurately.

8.3 Large-Scale Object Mapping, Segmentation, and Manipulation

To bring our work to an architectural scale, we presented an integrated perception
and grasp pose planning system for autonomous manipulation of large-scale irreg-
ular objects with a robotic excavator. The online laser mapping system provides a
consistent map over an extended time horizon to segment new object instances and
to localize objects that moved. A segment-based registration scheme allows fusing
mapping data acquired from heterogeneous external sensors (e.g., a drone-borne
camera) into the LiDAR-basedmap. The robust and collision-aware grasp planning
method allows picking irregular objects in slightly cluttered and occluded scenes.
We demonstrate our autonomous mapping, segmentation, and grasp planning in
real-world experiments and use them in actual applications to build wall-like irreg-
ular dry-stone assemblies on an architectural scale (see Chapter 5, 7). The achieved
autonomy for an architectural-scale construction task is unprecedented, and the
developed tools are not committed to the presented application only. They can be
employed with different planners for autonomous assembling and demolition.

A limitation of the current system is that the stones need to be initially spread for
accurate segmentation. While this is still a realistic scenario that can be achieved
by careful unloading of the material on-site, we aim at handling even more generic
and practical situations in the future. Therefore, an important area of research will
focus on identifying individual object instances in more challenging settings, such
as piles of stones. For this, current work investigates the addition of a camera on
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the excavator’s cabin or arm, which could potentially map regions of the scene that
are not visible by the onboard LiDARs and enable more advanced segmentation
techniques leveraging both texture and geometry.

8.4 Grasp Pose Planning and Object Reorientation

Focusing on the assembling of complicated structures, we showed a grasp pose
samplingpipeline suited formanipulating objects in cluttered andobstructed scenes.
An essential part of this work is to assess the feasibility of a grasp considering the
collision constraints at pick and place and to plan a reorientation sequence if nec-
essary, which is unique for objects with such irregular shapes and large sizes. The
proposed approach enabled constructing theworld’s first large-scale dry-stonewall
using an autonomous excavator and stones with a unique and highly diverse geom-
etry, weighing more than a ton on average. However, the manipulation approach
itself is task agnostic and could be extended, besides landscape construction, to
industrial assembling or household and service robotics. To further improve con-
struction process reliability, the assembly planner could already consider the cur-
rent object pose for finding possible placement poses to avoid time-consuming re-
orientation and reduce the number of grasp attempts.

It is not realistic to achieve a perfect success rate on the first grasp attempt for
a complex task like collision-free assembly with irregularly shaped objects. There-
fore, we plan to improve the autonomy of the grasping processwith an enhanced re-
covery strategy, inspired by howa human operator grasps irregular objects: slightly
adapting the grasp during gripper closing instead of performing complete re-local-
ization and re-grasping upon detection of slippage or dropping.

8.5 Vertical Stone Towers

In the chapter about vertical stone tower creation, we investigated integrating a
pose searching algorithm that considers structural stability using a physics engine.
We evaluated the method with an autonomous system: a table-top setup consist-
ing of a fixed-base robot arm equipped with a 3-finger gripper and end-effector
mounted depth camera. A vision pipeline successfully determined precise loca-
tions of known stone models in the scene and the gripper. Our simulation frame-
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work provided us with the next best target locations to one of the identified stones
on the already built stack based on a heuristic cost function. We integrated a mo-
tion planning library to grasp and place the stones, and despite the greedy nature
of our next stone placement strategy, we showed that our system could successfully
stack up to four stones.

While this setup successfully proved that pose search in simulation, using a heuris-
tic cost function, generates solutions that can be executed to stack stones in a labo-
ratory setup, two significant limitations prevent the direct transfer to a real-world
scenario. First, our pipeline requires accurate stone models beforehand, to localize
them in the scene and for the pose search using the physics engine. Second, the
planning is limited to what target shapes can be achieved. As the pose search only
looks for solutions along a thrust line in contact with a single object, it is impossi-
ble to create extended structures or follow an external target shape. In [68], our
proposed pose search is enhanced to allow constructing spatially extended single-
layer walls, showing impressive results in a similar table-top setup. On the other
hand, we considered this approach more proof-of-concept that the physics simula-
tion results can be transferred to the real world and focused on an approach that
can create desired target designs by combining physics settlement with geometric
alignment (see Chapter 7).

8.6 Autonomous Dry Stone

Finally, we brought together all developed tools in our work about autonomous
dry stone and introduced a platform for autonomous construction of large-scale
dry stone walls on site. We outlined the complete process from mapping, digitiz-
ing, and localizing irregular stones with the aid of a customized robotic excavator.
A core element of this work is the planning algorithm that determines the position
and orientation of the stones to alignwith a target wall shape coming from the land-
scape design. The planner determines stable poses by combining heuristics from
masonry textbooks with iterative geometric shape matching and physics-based set-
tling.

In the end, we achieved with this method our goal of constructing spatially ex-
tended structures composed of irregularly shaped objects in complex contact sit-
uations. Furthermore, the addition of a high-payload, fully-mobile platform has
greatly expanded the ‘machinic morphospace’ [148] of robotic construction tools
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on-site, allowing us, in turn, to navigate better the constrained ‘material morpho-
space’ of complex and nonstandard found objects [149]. The process can signifi-
cantly reduce the embodied energy of architectural construction in specific contexts
and can be extended to work with a range of source materials, including reclaimed
demolition debris. By realizing a double-faced wall on an architectural scale, we
demonstrate the applicability of automated stone masonry for future construction
processes.

8.7 Outlook

This thesis addresses fundamental prerequisites for bringing autonomous mobile
robots from clearly defined industrial applications to the unstructured and clut-
tered scene of a construction site. We already demonstrated the ability to build
in real-world structures on an impressive scale. However, many more aspects re-
quire consideration before autonomous construction robots become widespread in
reality. First of all, the production rate should be increased to match or exceed hu-
man operation and exploit the machine’s full capabilities. While all the single steps
for reconstructing, localizing, grasping, and placing an object are automated, each
placement sequence is still initiated manually. For a system to work in a remote
place where only limited or no surveillance is feasible, it needs further effort in im-
proving the robustness and resilience against unexpected events and disturbances.
However, it is not the intention that construction robots replace human operators
one-to-one. Instead, they should go beyond the capabilities of today’s manually
operated machines by allowing unprecedented design and improving sustainabil-
ity by using on-site material and increasing productivity. In a first step, one could
also imagine that the provided tools can help teleoperate a machine in an abstract
and intuitive way. E.g., through an augmented reality device, segmented objects
can be selected for grasping, and the machine is executing it autonomously. While
these are complex engineering problems, we believe that the robotics community
will solve them to a satisfying extent within the next few years.

To handle extensive landscaping projects in the future, we have to be economi-
cal and strategic with computational power and data storage. The total generated
amount of data from object modeling and assembly planning might overwhelm
the resources. We envision using a database to store all the incoming data and
only provide the required sub-selection of it to the grasp and assembly planning.
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Figure 8.2: In collaboration with Eberhard Bau AG, a permanent demonstrator of approx.
80m including dry stone elements will be erected in 2021 with the autonomous
excavator HEAP.

A further advantage of the database is that multiple autonomous agents can share
information and simultaneously work on extended structures. Another aspect that
deserves to be taken into account for constructing spatially extended structures
is on-site logistics. The assembly planner should be informed to favor objects in
close vicinity of the robot and the desired placement pose to minimize robot mo-
tion. Furthermore, if multiple robots build on the same structure, the tasks must
be distributed and coordinated between them.

In collaboration with Eberhard Bau AG, our autonomous excavator HEAP will
be in operation during spring and summer 2021 to create the world’s first perma-
nent retaining wall at the construction debris recycling plant EbiMik1 in Oberglatt,
Zürich, Switzerland, using themethods for objectmanipulation and assembly plan-
ning presented in this thesis. The dry stone wall consists of approximately 900
stones and concrete rubbles and will be part of a publicly available space inform-
ing about digital fabrication (see Figure 8.2). This extensive project aims to validate
and improve our presented methods in terms of reliability and construction pace,

1 Eberhard Bau AG, https://eberhard.ch/ebimik/ (Accessed: 2021-04-15)
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monitor the relevant data to assess its sustainability, and gain information about
the process’s robustness and the possibility to transfer the technology to industry.
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Appendix

A.1 Actuator-Aware Model Predictive Control for Dynamic Manipu-
lation

A.1.1 Inverse Dynamics PID Gains

Gain Value

kP













150 0 0 0 0 0

0 150 0 0 0 0

0 0 150 0 0 0

0 0 0 50 0 0

0 0 0 0 50 0

0 0 0 0 0 50













kI













15 0 0 0 0 0

0 15 0 0 0 0

0 0 15 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1













kD













5 0 0 0 0 0

0 5 0 0 0 0

0 0 5 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1













Table A.1: Inverse dynamics PID gains.
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A.1.2 MPC gains

Q MPC τ MPC vm

Qpos 300 · I3 1600 · I3

Qo 50 · I3 9600 · I3

Qw 0.01 · I6 1.5 · I6

Qf
pos 20 · I3 25 · I3

Qf
o 1 · I3 0.5 · I3

Qf
w 0.01 · I6 1.7 · I6

Rν 10−3 ·













5 0 0 0 0 0

0 5 0 0 0 0

0 0 5 0 0 0

0 0 0 5 0 0

0 0 0 0 5 0

0 0 0 0 0 5













10−3 ·













1.25 0 0 0 0 0

0 1.25 0 0 0 0

0 0 1.25 0 0 0

0 0 0 2.5 0 0

0 0 0 0 2.5 0

0 0 0 0 0 2.5













Table A.2: Weighting Matrices of the MPC controllers
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