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Abstract—Dynamic Vision Sensors (DVS) offer the opportunity to scale the energy consumption in image acquisition proportionally to the activity in the captured scene by only transmitting data when the captured image changes. Their potential for energy-proportional sensing makes them highly attractive for severely energy-constrained sensing nodes at the edge. Most approaches to the processing of DVS data employ Spiking Neural Networks to classify the input from the sensor. In this paper, we propose an alternative, event frame-based approach to the classification of DVS video data. We assemble ternary video frames from the event stream and process them with a fully ternarized Temporal Convolutional Network which can be mapped to CUTIE, a highly energy-efficient Ternary Neural Network accelerator. The network mapped to the accelerator achieves a classification accuracy of 94.5 %, matching the state of the art for embedded implementations. We implement the processing pipeline in a modern 22 nm FDX technology and perform post-synthesis power simulation of the network running on the system, achieving an inference energy of $1.7 \mu$J, which is $647 \times$ lower than previously reported results based on Spiking Neural Networks.

Index Terms—Machine learning, Edge computing, Classification algorithms

I. INTRODUCTION

With the increasing ubiquity of embedded smart devices, research into methods of interaction with devices without traditional control interfaces has intensified tremendously. One of the most natural ways for people to interact with their devices is by hand gestures. As with many other fields, works on this and other human-computer interface tasks have recently been dominated by deep-learning based approaches. A trend is to push the processing to the edge devices which capture the data for various reasons, e.g., latency minimization, privacy requirements, and avoiding the energy and component costs of high-bandwidth transmission of raw data to a cloud processing center. Performing this processing on small, battery-powered edge devices requires an efficient approach to the sensing and processing approaches employed. For embedded microcontrollers, this is traditionally done by quantizing networks and leveraging Single Instruction Multiple Data (SIMD) instructions [1], [2].

To enable the highest degree of energy efficiency for embedded devices, all contributors to power consumption must be minimized. Typically, the largest drivers in sensor-based edge applications are the sensors and the processing platform, which can be optimized by employing a hardware accelerator. One such hardware accelerator is CUTIE [3], which enables processing of Ternarized Neural Networks, neural networks that are quantized to use ternary operands. To push the full system’s power envelope even further, several researchers have proposed optimizing the energy consumption of the sensor using event-based techniques like Dynamic Vision Sensors (DVS) [4], [5]. DVS cameras operate by transmitting per-pixel events in their field of view whenever the change in a pixel’s brightness exceeds a defined threshold. Transmitted events only report the direction of change, i.e., increase or decrease in intensity, resulting in binary data. This makes them unique in that their power consumption is coupled to the movement in their field of view, allowing for ultra-low power consumption during periods of low activity. While DVS camera data are commonly processed using Spiking Neural Networks (SNN), we show that frame-based processing offers a competitive alternative for ultra-low-energy gesture recognition from DVS data at state of the art (SoA) accuracy.

In this paper, we present a ternary Temporal Convolutional Network (TCN) which we train to recognize and classify gestures from the 11-class DVS128 gesture dataset [6], achieving a classification accuracy of 94.5 %. We further describe the deployment of this network to an extended version of CUTIE, showing a decrease in inference energy of $647 \times$ with respect to the state-of-the-art.

The contributions of this paper are as follows:

- We present a frame-based DVS gesture recognition algorithm based on the first fully ternarized TCN (to our knowledge) reported in the literature, achieving SoA validation accuracy of 94.5 %.
- We present a modular, end-to-end hardware data acquisition pipeline that allows capturing DVS data in an autonomous, energy-efficient manner, and configurably concatenates them to event frames, enabling further processing with frame-based algorithms.
- We map the proposed network on a highly efficient TNN accelerator (CUTIE) and present post-layout power simulation results in an advanced 22 nm technology, achieving a classification energy of $1.7 \mu$J, a factor of $647 \times$ better than the previous state of the art.
With the recent surge in increasingly sensor-driven smart devices, the domain of gesture recognition has received a lot of attention.

1) Embedded Gesture Recognition Approaches: Correctly identifying gestures in an embedded setting is a problem that has been tackled using several different sensors. One popular approach is based on equipping subjects with wearable sensors like accelerometers or gyroimeters [7]–[9]. These approaches typically result in high classification accuracy in the range of 90% or more. However, even commercial wearable sensors are often hard to adapt to practical deployment scenarios at their reported accuracies [10], [11], due to inter-person variability. Furthermore, the requirement of being physically connected to the sensor makes these approaches less versatile than those based on contactless sensing.

2) Gesture Recognition with DVS Cameras: Gesture Recognition is one of the popular use-cases for event-based vision systems. Recent works using SNN-based approaches include [6], [12], which deploy their networks onto the IBM TrueNorth and Intel Loihi platforms, respectively. Other works mainly study SNNs on the DVS128 dataset without explicitly deploying them to SNN accelerators, achieving remarkable accuracies in the range of 90% - 97.6% [13]–[16].

In this work, we add to the growing body of research on Gesture Recognition applications using DVS camera data and demonstrate an alternative approach to SNN-based processing of event data, based on the accumulation and processing of ternary event frames. We further deploy our network to a state-of-the-art embedded accelerator platform and present detailed power simulation results.

III. TERNARIZED TCN FOR DVS GESTURE RECOGNITION

In this section, we describe our proposed processing pipeline for DVS-based gesture recognition.

A. Overview

The class of cameras we target produce events consisting of three values each: Two spatial coordinates \( (x, y) \) describing the location of the event on the sensor grid, and a polarity \( p \in \{-1, 1\} \) to indicate a decrease or increase in brightness, respectively. The first stage of our proposed pipeline performs data preparation, aggregating events detected by the DVS camera into 2-dimensional frames. The resulting frames are the ternary: Pixels where at least one event occurred during a frame interval take the value of the most recent event’s polarity, while pixels with no activity take the value 0.

The prepared data is then processed by a two-stage hybrid Convolutional Neural Network (CNN), inspired by [17]. In the first processing stage, \( C_{in} \) sequential frames are fed into a fully ternarized 2D CNN. By processing multiple frames in a single inference, the 2D CNN can analyze short-term temporal dependencies, which are encoded by the last layer into 1-dimensional ternary feature vectors.

In the third and final stage, a fully ternarized TCN analyzes the longer-term temporal dependencies by performing inference on a sliding window covering \( N_{TCN} \) feature vectors and produces a vector of class scores \( V_P \in \mathbb{Z}^{N_c} \), where \( N_c \) is the number of classes. For the DVS128 dataset, \( N_c = 11 \). Finally, the class label of the sequence is given as \( Cls = \max_i (V_P) \).

Figure 1 shows a diagram of the proposed processing pipeline. The frame extraction process is shown in Figure 3 and described in more detail in Section II-D.

B. Network Design

The ternarized hybrid CNN/TCN adopts a fully feed-forward architecture, i.e., there are no residual branches in the network. All layers but the first have an identical number \( N_{ch} \) of output channels. The two networks’ topologies are listed in Table I. The final, fully ternarized network consists only of convolutional layers with no bias, ternary activations and pooling layers. Consider a layer stack consisting of a convolutional layer with \( N_{ch} \) input/output channels respectively and an optional pooling layer and denote the ternary values as \( \mathcal{T} = \{-1, 0, 1\} \). The layer stack takes as input a tensor \( X \in \mathcal{T}^{N_{ch} \times H_X \times W_X} \), where \( H_X \times W_X \) are the spatial dimensions. \( X \) is convolved with the convolutional weights...
\( \mathbf{W} \in \mathcal{T}_{N_0 \times N_i \times k \times k} \) and pooled, where \( k \) is the kernel size, to yield pre-activations \( \mathbf{Z} \in \mathcal{Z}_{N_0 \times H_V \times W_V} \), shown in Equation 1. \( \mathbf{Z} \) is then mapped to ternary activations \( \mathbf{Y} \in \mathcal{T}_{N_0 \times H_V \times W_V} \) by channel-wise thresholding as shown in Equation 2 with \( t^{lo} \) and \( t^{hi} \), \( t^{lo}, t^{hi} \in \mathbb{Z}_{N_0} \).

\[
\mathbf{Z} = \text{pool} \left( \mathbf{X} * \mathbf{W} \right) \tag{1}
\]

\[
y_{i,x,y} = \begin{cases} 
-1, & z_{i,x,y} < t^{lo}_i \\
0, & t^{lo}_i \leq z_{i,x,y} < t^{hi}_i \\
1, & z_{i,x,y} \geq t^{hi}_i 
\end{cases} \tag{2}
\]

\[
\text{thresh}(x) = \begin{cases} 
-1, & x < -0.5 \\
0, & -0.5 \geq x < 0.5 \\
1, & x \geq 0.5 
\end{cases} \tag{3}
\]

C. Ternarized Network Training

As a fully ternarized network is not differentiable and thus can not be trained directly using gradient descent-based methods, we train a fake-quantized version of the network using the Incremental Network Quantization (INQ) algorithm \cite{9} to ternarize the weights. The training is done in three steps:

1) Training the full-precision network to convergence,
2) quantizing activations, and
3) incremental weight quantization.

During all training stages, Batch Normalization (BN) layers are present after convolutional layers to allow for channel-wise scaling. During the full-precision training phase, we use the hard hyperbolic tangent (HTanh) activation function. After the full-precision network has converged, the HTanh activations are quantized using the parameter-free thresholding function \cite{3}, and the network is retrained for a few epochs.

\[
\text{thresh}(x) = \begin{cases} 
-1, & x < -0.5 \\
0, & -0.5 \geq x < 0.5 \\
1, & x \geq 0.5 
\end{cases} \tag{3}
\]

\[
\gamma = \frac{B - \mu}{\sigma}, \quad \tilde{\gamma} = \frac{\gamma}{\sigma} \tag{4}
\]

\[
\tilde{t}^{lo}_c = -0.5 - \frac{\gamma}{\tilde{\gamma}}, \quad \tilde{t}^{hi}_c = 0.5 - \frac{\gamma}{\tilde{\gamma}} \tag{5}
\]

\[
\tilde{\mathbf{W}}_c = \mathbf{W}_c - 2\mathbf{W}_c \mathbf{1}_{\gamma_c < 0} \quad \forall 0 \leq c < N_o \tag{6}
\]

\[
\tilde{t}^{lo, hi}_c = [\tilde{t}^{lo}_c - 2\tilde{t}^{lo, hi}_c \mathbf{1}_{\gamma_c < 0}] \quad \forall 0 \leq c < N_o \tag{7}
\]

The resulting network contains only ternary convolutions, integer pooling, and integer thresholding operations.

D. Data Preparation

Unlike previous works \cite{6}, \cite{12}, which employ fully event-based processing schemes and rely on SNNs to classify event data directly, our proposed approach first aggregates the event stream into ordinary 2D images. While this incurs overhead for data preparation (frames need to be assembled and buffered) and in theory decouples the processing energy from the density of the event stream, we argue that it also offers major advantages which more than compensate for these factors:

Crucially, the generated frame data is natively ternary - the full information content of the event stream is directly encoded in a format that can be processed by the 2D TNN of the first processing stage. CUTIE, the targeted accelerator architecture, exploits the regular nature of CNN and TCN inference together with highly energy-efficient ternary multiply-accumulate (MAC) units to achieve very high energy efficiency. Furthermore, lower event density results in sparser
frame data. As detailed in [3], CUTIE performs more efficiently on sparse data.

a) Parameters in data generation: The process of generating frame data from the event stream, illustrated in Figure 3, has several degrees of freedom:

- Frame rate $FPS$, or, equivalently, frame time $t_{frame} = \frac{1}{FPS}$.
- CNN input window size $C_{in}$; this parameter also dictates the number of input channels to the CNN’s first layer.
- Temporal CNN input window stride $s_{win}$, which gives rise to the input window overlap $OL_{win} = C_{in} - s_{win}$.
- Downsampling factor $D$ - from our experimental observations, we choose $D = 2$, i.e., the height and width of the original frame are both halved and the resulting frame has $1/4$ the resolution of the raw camera data.

While all of these parameters must be fixed before training a network on the generated data, the hardware which implements the frame aggregation can be designed to leave them configurable at runtime with negligible complexity overhead. The receptive time interval $t_p$ of the full hybrid network is given by the number of input vectors to the TCN $N_{TCN}$, the number of frames encoded in a single vector $C_{in}$ and the stride of the CNN input windows $s_{win}$ as $t_p = C_{in} \cdot (N_{TCN} - 1) \cdot s_{win}$. Once running, the latency $l$ of the system to react is determined by the window stride and the frame rate as well as the processing time $t_{inf}$: $l = s_{win} / FPS + t_{inf} \approx s_{win} / FPS$, where $t_{inf}$ can be neglected due to CUTIE’s very high throughput compared to the frame time.

E. Mapping to Hardware

We map the ternarized network to a modified version of the CUTIE accelerator [3], which we integrated with a System-on-Chip (SoC) based on the Pulpissimo SoC [20]. In the proposed system, shown in Figure 4, event data is received from an attached DVS camera and aggregated in a frame buffer, which is fully configurable in $C_{in}$ and $s_{win}$. The start of a new frame can be signaled by a configurable on-chip timer or manually triggered by the host core via a configuration register. When $C_{in}$ frames have been assembled, the frame buffer autonomously writes them to a configurable address and raises an interrupt, which is connected to the system interrupt controller as well as to CUTIE. By configuring the frame buffer to write directly into CUTIE’s feature map memory and triggering the inference directly with the interrupt, the system can (after initial configuration) operate without intervention from the host core, apart from the readout of the results. The CUTIE accelerator supports convolutional layers with kernel sizes up to $3 \times 3$ and configurable strides, max- and average-pooling layers with configurable kernel sizes and thresholding activations in the form of Equation 2. The modifications to CUTIE [8] consist of additional memory to buffer a sliding window of TCN inputs, added support for dilated TCN kernels and causal 1D convolutions, and a change in the maximum number of channels from 128 to 96. Furthermore, a register file was added into which the unquantized integer outputs of a classification layer can be saved and which is accessible through CUTIE’s peripheral interface. With these changes, the complete network proposed in Section III-B can be executed on the accelerator.

IV. Experiments and Results

A. Training Setup and Model Parameters

We trained our model in the QuantLab framework [7] using the Adam optimizer [26], with a starting Learning Rate (LR) of 0.01. A full-precision model was first trained for 100 epochs using cosine learning rate decay to a minimum LR...
of 0.00001, reaching a classification accuracy of 96.1%. The learning rate and quantization schedules for the quantized training are plotted in Figure 5. The DVS128 dataset was split by subject into a training and a validation set, with subjects 1-23 comprising the training set and the remaining users used as the validation set. The training data was augmented by randomly shifting the input frames by up to 10% of their height/width into each direction and by randomly flipping each pixel’s polarity with a probability of \( p_{flip} = 0.1 \). \( FPS, C_{in}, N_{TCN} \) and \( s_{win} \) were fixed at 30, 8, 1 and 5 respectively for training, resulting in a receptive time interval of \( t_p = 400 \text{ ms} \). For validation (and for the deployed model), \( s_{win} \) was set to 3, yielding \( t_p = 666.7 \text{ ms} \).

### B. Power Consumption

The basis of our evaluations is a full-featured SoC based on the open-source PULP architecture featuring a DVS peripheral frame buffer and the modified CUTIE accelerator. The system was synthesized and implemented in the Global-Foundries 22\( \text{nm} \) FDX process. As the full system contains many components unrelated to the problem of frame-based DVS data classification and the proposed infrastructure can be implemented in any edge processing system, we isolate the power measurements of the DVS interface, frame buffer, and CUTIE. Power was simulated using Synopsys PrimeTime using the synthesized netlist, with switching activity extracted for the entire processing pipeline of frame acquisition, data transfer, and inference. CUTIE was clocked at 17.6 MHz and the rest of the system, including the DVS interface and frame buffer, was clocked at 50 MHz. Due to library availability, a power analysis was run for the typical corner with all supply voltages at 0.8 V, and we scale our power numbers to supply voltages of 0.65 V. We report two numbers for classification energy: The first is the isolated inference energy, comprised of the energy required for receiving the 3 DVS frames, transferring the content of the frame buffer to CUTIE, and running inference. To obtain a real-life energy requirement estimate, we also calculate a normalized total energy per classification, which includes the idle power consumed between frame acquisitions and inferences at our implementation’s rate of 10 classifications per second. Where idle power is reported, we calculate this quantity for the works we compare to. For our system, this normalized classification energy is dominated by the leakage power drawn in the idle state – this is exacerbated by the very short time required to run inference on CUTIE when compared to the idle time between inferences. This leakage energy could be reduced by power-gating CUTIE’s internal activation memories and combinational cells (weight memories cannot be power-gated as the model’s weights must be persistent). We model the effect of this approach on the normalized classification energy using a simplified model by subtracting the leakage power of the activation memories and combinational logic from the idle power and include the modified figure in Table II in parentheses.

### C. Discussion

The model we chose to map to CUTIE achieves 94.5% classification accuracy. Among models targeted at embedded deployment, our approach matches or outperforms the state of the art. However, it is outperformed by approaches that

---

**TABLE II**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Short Range Radar</th>
<th>DVS &amp; sEMG</th>
<th>DVS128</th>
<th>DVS128</th>
<th>DVS128</th>
<th>DVS128</th>
<th>DVS128</th>
<th>DVS128</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input format</td>
<td>Dense features</td>
<td>Events</td>
<td>Events</td>
<td>Events</td>
<td>Event Frames</td>
<td>Event Frames</td>
<td>Event Frames</td>
<td>Event Frames</td>
</tr>
<tr>
<td>Neural network architecture</td>
<td>CNN &amp; Transformer</td>
<td>SNN</td>
<td>SNN</td>
<td>SNN</td>
<td>3D CNN</td>
<td>Transformer</td>
<td>CNN/TCN</td>
<td>CNN/TCN</td>
</tr>
<tr>
<td>Compute platform</td>
<td>GAP 8</td>
<td>Loihi</td>
<td>TrueNorth</td>
<td>Loihi</td>
<td>GPU</td>
<td>GTX 1080</td>
<td>CUTIE</td>
<td>CUTIE</td>
</tr>
<tr>
<td>Weight bitwidth</td>
<td>8 bit</td>
<td>9 bit</td>
<td>ternary</td>
<td>9 bit</td>
<td>8 bit</td>
<td>32 bit</td>
<td>ternary</td>
<td>ternary</td>
</tr>
<tr>
<td>Activation bitwidth</td>
<td>8 bit</td>
<td>9 bit</td>
<td>1 bit</td>
<td>9 bit</td>
<td>32 bit</td>
<td>32 bit</td>
<td>ternary</td>
<td>ternary</td>
</tr>
<tr>
<td>Leakage power</td>
<td>-</td>
<td>29 mW ( \text{[25]} )</td>
<td>134.4 mW</td>
<td>29 mW ( \text{[25]} )</td>
<td>-</td>
<td>-</td>
<td>0.9 mW</td>
<td>-</td>
</tr>
<tr>
<td>Dynamic power</td>
<td>-</td>
<td>137 mW</td>
<td>44.5 mW</td>
<td>-</td>
<td>up to 180 W</td>
<td>up to 180 W</td>
<td>4.4 mW</td>
<td>4.4 mW</td>
</tr>
<tr>
<td>Receptive window</td>
<td>500 ms</td>
<td>200 ms</td>
<td>105 ms</td>
<td>300 ms</td>
<td>500 ms</td>
<td>750 ms</td>
<td>660.7 ms</td>
<td>660.7 ms</td>
</tr>
<tr>
<td>Processing latency</td>
<td>9 ms</td>
<td>7 ms</td>
<td>-</td>
<td>11 ms</td>
<td>-</td>
<td>13.1 ms</td>
<td>0.3 ms</td>
<td>0.3 ms</td>
</tr>
<tr>
<td>Energy per Inference</td>
<td>0.47 mJ</td>
<td>1.1 mJ</td>
<td>18.8 mJ</td>
<td>-</td>
<td>&gt;100 mJ</td>
<td>&gt;100 mJ</td>
<td>1.7 µJ</td>
<td>1.7 µJ</td>
</tr>
<tr>
<td>Statistical accuracy</td>
<td>97.15%</td>
<td>96.0%</td>
<td>94.6%</td>
<td>90.5%</td>
<td>99.6%</td>
<td>98%</td>
<td>94.5%</td>
<td>94.5%</td>
</tr>
</tbody>
</table>

\* Energy figure in parentheses assumes power-gated activation memories and combinational logic in CUTIE.
do not place any restrictions on model complexity or size, most notably [25], which achieves a near-perfect classification accuracy of 99.6%. A comparison between different state-of-the-art gesture recognition systems is shown in Table II. The proposed system outperforms even the most efficient implementations on SNN accelerators in terms of energy per inference by a factor of 647× at equivalent or higher statistical accuracy. When considering total classification energy normalized to 10 inferences per second, the gap is reduced by the relatively high proportion of leakage power consumed by CUTIE’s internal memories, but remains substantial at a factor of 39×. By power-gating CUTIE’s activation memories as well as CUTIE’s combinational cells, the normalized classification energy can be reduced by 48%, improving our approach’s advantage over SNN-based works to a factor of 75×. Our results show that frame-based processing of DVS data using a ternarized hybrid CNN/TCN network running on a highly efficient TNN outperforms the state of the art of SNN-based approaches by several orders of magnitude in terms of energy efficiency, while maintaining equivalent or better accuracy.

V. CONCLUSION

In this work, we have presented a highly accurate TCN-based neural network running on an embedded sensor node platform, which together are capable of acquiring, processing, and classifying event-based camera data from a DVS sensor. We further demonstrated a novel embedded frame-based approach for classifying DVS data using a TCN network. The resulting validation accuracy of 94.5% is on par with state-of-the-art embedded solutions. Finally, we presented accurate gate-level power simulation data, showing an inference energy consumption of 1.7 μJ, which is 647× lower than the previous state of the art in DVS-based processing. When considering the normalized classification energy including idle power between inferences, leakage power during idle phases can be minimized by power-gating the non-state holding parts of the design, resulting in a normalized energy consumption of 48 μJ per classification at 10 classifications per second, an improvement of 75× over the previous, SNN-based state of the art. The results show the effectiveness of both the frame-based and TCN-based approaches to DVS processing.
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