
ETH Library

Quantum Random Walks

Master Thesis

Author(s):
Laneve, Lorenzo

Publication date:
2022-04

Permanent link:
https://doi.org/10.3929/ethz-b-000539942

Rights / license:
In Copyright - Non-Commercial Use Permitted

This page was generated automatically upon download from the ETH Zurich Research Collection.
For more information, please consult the Terms of use.

https://doi.org/10.3929/ethz-b-000539942
http://rightsstatements.org/page/InC-NC/1.0/
https://www.research-collection.ethz.ch
https://www.research-collection.ethz.ch/terms-of-use


Quantum Random Walks

Master Thesis

Lorenzo Laneve

April 1, 2022

Advisors: Dr. Ivano Tavernelli (IBM Research)

Dr. Francesco Tacchino (IBM Research)

Supervisor: Prof. Dr. Kenny Paterson

Applied Cryptography Group

Institute of Information Security

Department of Computer Science, ETH Zürich





Abstract

Random walks are stochastic models which are extensively used in the-

oretical computer science: one of the best known classical algorithms

for the satisfiability problem (SAT) relies on the behaviour of a random

walk [21].

Research of the past decades tried to extend the idea to the quan-

tum setting, in order to see whether it is possible to achieve further

speedup using quantum effects. Notable examples are the works by

Kempe [12, 13], where the unitary walk model is introduced: such walk

consists in repeatedly applying a unitary to a pure quantum state. De-

spite interesting results were found [1, 2, 25], the unitary walk model

cannot be seen as a generalization of classical random walks: unitary

evolution, unlike the one exhibited by classical random walks, is al-

ways reversible. Moreover, randomness and decoherence, which are

phenomena conjectured to provide speedup in some quantum pro-

cesses [14, 15], cannot be represented in this model.

In this work we show that, using the density matrix formalism, it is

possible to construct a framework that naturally extends the classical

theory, and unifies the classical and unitary models, while being able

to express any hybrid quantum-classical process.
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Introduction

Random walks, also known as Markov chains in the classical literature, are

models with a graph traversed by a walker jumping from node to node,

choosing at each step which node will be visited next in a random fashion.

Random walks are extensively used in theoretical computer science: for

example, one of the best known classical algorithms for k-SAT relies on the

behaviour of a random walk [21].

Research of the past decades tried to extend the idea of random walk to the

quantum setting: notable examples are the seminal works by Kempe [12, 13],

where a concept of unitary walk is introduced. In such model, we start from

a (pure) quantum state |ψ〉, and we repeatedly apply a unitary U. Therefore,

instead of random choices, here the walker visits the nodes of the graph in

a superposition.

In the same works, Kempe proposed a formalization of hitting times and mix-

ing times, concepts already present in the classical theory of Markov chains,

which are extremely important for algorithmic purposes.

Quantum superposition often lead to unexpected behaviours: for exam-

ple, a unitary walk on the line expands in space quadratically faster than

its classical counterpart [12]. Moreover, a general framework proposed by

Szegedy [25] shows how to construct a unitary walk with quadratically
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faster mixing times from a classical Markov chain.

Unfortunately, the unitary model cannot be formally seen as a generalization

of Markov chains, as not every classical Markov chain can be reproduced by

a unitary walk. Moreover, phenomena such as randomness and decoherence

cannot be expressed as unitary transformations. In this thesis we show a

way to use the density matrix formalism to give a definition of quantum

Markov chain (the discrete counterpart of the quantum stochastic walk [26]).

This models aims to give a formalization for quantum random walks that

(1) more closely resembles the classical theory of Markov chains, and (2) is

able to take into account any hybrid quantum-classical process, in order to

explore its potentiality.

Chapters 1 and 2 introduce to the basics of quantum theory and quantum

information, explaining all the physical and mathematical concepts needed

to follow the rest of the work.

Chapter 3 defines Markov processes and chains: starting from the classical

definitions, we construct a quantum counterpart highlighting the analogies

with the original formalization.

Chapter 4 reformulates the definitions of hitting times originally proposed

by Kempe [13] in our framework and gives a comparison with the classical

definition of hitting time, showing that one of these versions is the natu-

ral generalization of its classical counterpart, and give a general formula

to compute these times. The rest of the chapter focuses on giving exam-

ples and applications of this formalism, as well as exploring extensions and

limitations for the quantum hitting time.

Chapter 5 applies the definitions of hitting times to analyze the famous

Grover’s search algorithm [7] in a novel way. In particular we show that,

using a particular scheme of measurement carried out during the evolution

of the walk, we manage to preserve the quantum speed-up of the algorithm,

2
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while the analysis closely follows typical approaches found in the classical

theory.

Chapter 6 explores necessary and sufficient conditions for ergodicity, a prop-

erty of random walks that implies approach to a stationary state in the long

run. We collect and reprove results found in [27, 8], also giving connections

with hitting times, in analogy to the classical theory.

3





Chapter 1

Quantum Information

This chapter, along with the next one, aims to give basic notions of quantum

theory and quantum information, which are crucial in order to understand

the rest of the work. The topics covered by the first two chapters are treated

more thoroughly in [22].

1.1 Hilbert spaces and the braket notation

We start by giving some notions of linear algebra, which will be important

for the rest of this work.

Definition 1.1 A inner product space (X , ·) is a vector space equipped with a

inner product, i.e. an operation taking two vectors of X and returning an element

of the underlying field.

Definition 1.2 A inner product space is said to be a Hilbert space when every

Cauchy sequence converges to a limit contained in the space itself.

The definition of Hilbert space, although not straightforward to understand,

is extremely important for mathematical rigorousness: it ensures that any

infinite/integral sum of vectors in the space still gives us a valid element in

the same space.
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1. Quantum Information

In quantum theory, a physical system is represented by a Hilbert space over

complex field, and a (column) vector of this field represents a possible state

of the system. We use the braket notation: column vectors are written as kets

|φ〉, while a row vector is represented by a bra 〈φ|. In general, we can see

the bra as a shorthand for:

〈ψ| = (|ψ〉)†

where ·† denotes the conjugate transpose. Like in standard linear algebra, one

can multiply a bra and a ket, obtaining the inner product:

〈φ||ψ〉 ≡ 〈φ|ψ〉 ∈ C

On the other hand, outer products can be written in the form |φ〉〈ψ|, and

they will represent matrices.

1.2 Qubits

Let us consider a simple physical system: a bit. Bits can be only in two

possible states: ‘0’ or ‘1’. What is the natural transposition of a bit to the

quantum setting? Consider a Hilbert space H of dimension two! Then, we

can fix a basis1 {|0〉, |1〉} for this space representing the two states of the bit.

This basis is also called computational basis of the qubit, and we will use this

basis as the standard basis when we write objects in vector form:

|0〉 =

1

0

 , |1〉 =

0

1


Unlike classical bits, this bit (which we will call quantum bit, or qubit) can

be in any state of the form

|ψ〉 = α|0〉+ β|1〉

1In quantum theory, we assume every basis to be orthonormal unless specified otherwise.
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1.3. Measurements

where α, β ∈ C with |α|2 + |β|2 = 1. This last constraint is called normaliza-

tion: every valid physical state must have unitary norm, as the entries of the

vector represent some probability distribution.

1.3 Measurements

One can argue that, since a qubit can be in infinitely many states, it can carry

an infinite amount of information. Unfortunately this is not true: in order

to ‘read’ this qubit we need to measure it. Roughly speaking, we fix a basis

of the Hilbert space, and this measurement will result in an outcome which

tells us which state of the basis the system is in. In the case of the qubit, if

we measure with respect to the computational basis, we can obtain a 0 or

a 1, i.e. one bit of information regarding the current state of the qubit. But

what happens if the qubit is in a state of the form α|0〉+ β|1〉, with α, β 6= 0?

In this case, the qubit is said to be in a superposition of the states of the com-

putational basis, and when we measure we obtain 0 with probability |α|2

and 1 with probability |β|2 (and here is why we introduced the normaliza-

tion constraint in the last section). Another interesting behaviour is that,

once we obtain an outcome from a measurement, the state of the system

will collapse to that state: for example, if we measure a qubit in the computa-

tional basis, and we read a ‘0’, then the state of the qubit from that moment

will be exactly |0〉.

More rigorously, a (projective) measurement is a set of orthogonal projectors

{Πx} such that, if applied on a system in state |ψ〉, the process returns x with

probability:

Prψ [x] = |Πx|ψ〉|2 = 〈ψ|Πx|ψ〉

and, if x is measured, the system will collapse to the post-measurement state:

|ψx〉 =
Πx|x〉
|Πx|x〉|

7



1. Quantum Information

This is also to highlight that, in order to carry out a measurement, we do

not need to reveal the whole information about the state. For example, in a

three-dimensional Hilbert space, one can measure with respect to the com-

putational basis {|0〉, |1〉, |2〉}, but it is also possible to measure an arbitrary

predicate about the state, (e.g. is the value of the state 6= 1?).

1.4 Unitary transformations

Transformations of the state of a quantum system can be mathematically ex-

pressed as unitary matrices, i.e. matrices U satisfying UU† = U†U = 1. The

unitarity of the matrix is necessary because it ensures that the norm of the

states are preserved and, in particular, quantum states remain mathemati-

cally valid throughout the evolution. A simple example is the Pauli X gate

for qubits:

X =

0 1

1 0


One can see that this acts like a NOT operation in the computational basis:

X|0〉 = |1〉, X|1〉 = |0〉. On the other hand, consider the following Hadamard

states:

|+〉 = |0〉+ |1〉√
2

|−〉 = |0〉 − |1〉√
2

One can see, by linearity, that X|+〉 = |+〉, X|−〉 = −|−〉, i.e. the Hadamard

basis forms an eigenbasis for X. In general, the high-level behaviour of a

unitary operator strongly depends on the basis we are considering and at

the same time, by linearity, a gate is fully determined by how it acts on the

elements of a given basis.
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1.5. Composing systems

1.5 Composing systems

Considering two Hilbert spaces HA 3 |x〉A,HB 3 |y〉B, we define a tensor

product

|x〉A ⊗ |y〉B

which denotes the states of the system containing the two subsystems A

and B, and we may explicit the subscripts on the kets indicating which state

belongs to which subsystem, unless sufficiently clear from the context. The

tensor product has the following properties:

• It is distributive over addition:

(|x1〉+ |x2〉)⊗ |y〉 = |x1〉 ⊗ |y〉+ |x2〉 ⊗ |y〉

|x〉 ⊗ (|y1〉+ |y2〉) = |x〉 ⊗ |y1〉+ |x〉 ⊗ |y2〉

• Scalars can be taken out of the product:

(a|x〉)⊗ |y〉 = |x〉 ⊗ (a|y〉) = a(|x〉 ⊗ |y〉)

• Tensor product of operators is applied independently:

(U1 ⊗U2)(|x1〉 ⊗ |x2〉) = U1|x1〉 ⊗U2|x2〉

• Inner product acts linearly on the tensor product:

(〈x1| ⊗ 〈y1|)(|x2〉 ⊗ |y2〉) = 〈x1|x2〉〈y1|y2〉

From now on, we will also write |x〉|y〉 or even |xy〉 to denote tensor prod-

ucts. Let us do again an example with qubits. If we have two qubits A and

B, where the first is in state |0〉A and the second is in the state |1〉B, the total

system is a two-qubit string in the state:

|0〉A ⊗ |1〉B = |01〉

9



1. Quantum Information

1.6 Modeling randomness

Suppose that we have a process which sets the system in a quantum state |φi〉

with probability pi, and ∑i pi = 1. Can we find a mathematical object that

can help us to conveniently describe such state? Consider the measurement

probabilities: if we have a projector Πx, then by the law of total probability

Pr [x] = ∑
i

piPrφi [x]

= ∑
i

pi〈φi|Πx|φi〉

= ∑
i

pi Tr(Πx|φi〉〈φi|)

= Tr
(

Πx ∑
i

pi|φi〉〈φi|
)

=: Tr(Πxρ)

Such matrix ρ is called density matrix or density operator, and it represents

a general (mixed) quantum state. One can immediately see that ρ must

be Hermitian, positive semi-definite and with trace 1, and this also implies

that its eigenvalues form a probability distribution, where an eigenstate of ρ

appears with a probability equal to its associated eigenvalue. In other words,

a density matrix represents nothing more than a probability distribution of

quantum states. Also, by a natural extension, post-measurement states can

be computed as:

ρ 7→ ΠxρΠx

Tr(Πxρ)

Moreover, if we apply a unitary U to the state ρ will return (whatever it will

be), the density matrix of the resulting state is given by UρU†. In the rest of

the work, we denote by H̄ the space of density matrices in the Hilbert space

H, and we will use the term state also for a density operator.

10



Chapter 2

Linear Algebra of Quantum Channels

Suppose now we want to introduce randomness in the evolution. For exam-

ple, what if we want to apply a certain unitary Ui with probability pi? We

can model such process with following map:

ρ 7→∑
i

piUiρU†
i

Also (a priori) measurements can be schematized as such mappings (ignor-

ing terms with zero probability):

ρ 7→∑
x

Tr(Πxρ) · ΠxρΠx

Tr(Πxρ)
= ∑

x
ΠxρΠx

Unlike unitary transformations, which are always reversible (the inverse U†

always exists!), these operations may not be invertible in general. Let us

generalize the notion of quantum channel as a map E : H̄ → H̄1 which is:

• linear, because by the law of total probability we have ∑i piE(ρi) =

E(∑i piρi), and linearity is needed in order to keep states consistent

with the evolution;

• trace-preserving, because states with trace 1 must remain with trace 1

after the evolution;

1In this work we only consider endomorphic maps, i.e. maps E : H̄ → H̄. However,
general theory allows maps with different input and output systems.

11



2. Linear Algebra of Quantum Channels

• completely positive, because density matrices after the evolution must

remain positive semi-definite, even when applied on submatrices (sub-

systems) of larger matrices.

To sum up, these three conditions are necessary (and sufficient) to keep the

states valid throughout the evolution. An important result due to Kraus

(Theorems 8.1-8.3 in [18]) states that any completely positive map can be

decomposed into a so-called Kraus decomposition:

E(ρ) = ∑
i

MiρM†
i

where {Mi}i are the Kraus operators. Furthermore, it is straightforward to

see that E is trace-preserving if and only if ∑i M†
i Mi = 1.

2.1 The Hilbert-Schmidt space

A crucial observation is that, since quantum channels are linear, they can be

expressed as matrices. Therefore, if we think of density operators as vectors,

quantum channels can be represented as matrices. We now formalize these

ideas.

Definition 2.1 LetH be a Hilbert space of finite dimension d. The Hilbert-Schmidt

space is the space H̄ equipped with the inner product:

〈A, B〉 := Tr(A†B)

Notice that dim H̄ = d2. More about the Hilbert-Schmidt inner product can

be found on [18].

Theorem 2.2 There always exists an orthonormal basis of Hermitian operators for

a Hilbert-Schmidt space.

Proof Consider the following basis:

{Bk}k := {|x〉〈x|}x ∪ {|x〉〈y|+ |y〉〈x|}x 6=y ∪ {i|x〉〈y| − i|y〉〈x|}x 6=y

12



2.1. The Hilbert-Schmidt space

for x, y ∈ [d]. One can prove this is a basis by noticing they are d2 pairwise

orthogonal elements. �

From now on, we will fix such orthonormal basis {Bk}k, and the matrices

of the Hilbert-Schmidt space can be seen as d2-dimensional vectors. Also

notice that ρ ∈ H̄ is Hermitian if and only if it is a real linear combination

of the elements of this basis: if there is a complex element ρi we would get a

non-Hermitian term ρiBi, and this term cannot cancel out with other terms

by linear independence.

Let us now look at the trace of ρ = ∑k ρkBk:

Tr(ρ) = ∑
k

ρk Tr(Bk) = ∑
k∈[d]

ρk Tr(Bk)

where we conveniently choose the first d elements of the basis to be the di-

agonal elements {|k〉〈k|}k. Here we only have the constraint that the first d

entries of the vector sum up to 1. Together with the fact that the diagonal

entries of ρ are always non-negative, this shows that the first d elements rep-

resent a probability distribution over the states of the computational basis,

i.e. the distribution we would observe by measuring ρ in the computational

basis.

The d(d− 1) remaining entries all represent quantum coherences. In a clas-

sical setting where we have a classical probabilistic mixture among states,

we would set all these entries to 0.

Now we can add quantum channels into the picture: notice that quantum

channels are linear transformations in this space, therefore they can be rep-

resented as d2 × d2 matrices with respect to the basis {Bk}k. If E(ρ) =

∑i MiρM†
i is a Kraus decomposition for E , then the (x, y)-entry of PE is

given by:

(PE )x,y = 〈Bx, E(By)〉 = Tr(B†
xE(By)) = ∑

i
Tr(B†

x MiBy M†
i )

13



2. Linear Algebra of Quantum Channels

Note that both A = B†
y and B = MiBx M†

i are Hermitian, and the trace is

real. Thus, PE is real. Thus, for the rest of the work we will implicitly treat

quantum channels as matrices when needed.

2.2 Adjoint maps and unitality

Definition 2.3 Let E : H̄ → H̄ be a completely positive map. The adjoint map E †

of E is uniquely defined as:

〈A, E(B)〉 = 〈E †(A), B〉 ⇐⇒ Tr(AE(B)) = Tr(E †(A)B)

for any element A, B ∈ H̄.

One can see that the adjoint operation is translated to the transpose conju-

gate operation in the Hilbert-Schmidt space we defined earlier: PE † = P†
E .

Definition 2.4 A completely positive map B : H̄ → H̄ is said to be unital if

B(1) = 1

If B(ρ) = ∑i MiρM†
i is a Kraus decomposition of B, then it must hold that

∑
i

Mi M†
i = 1

Theorem 2.5 E is a completely positive trace-preserving map if and only if E † is a

completely positive unital map.

Proof Let E(ρ) = ∑i MiρM†
i be a Kraus decomposition for E . Then

Tr(E(ρ)A) = ∑
i

Tr(MiρM†
i A)

= ∑
i

Tr(ρM†
i AMi)

= Tr(ρ ∑
i

M†
i AMi)

14



2.3. Eigenvalues and eigenoperators

This implies E †(A) = ∑i M†
i AMi is a Kraus decomposition for E †, which

is then completely positive as well. The converse is obtained in a similar

way. Now suppose E is trace-preserving: the Kraus operators then satisfy

∑i M†
i Mi = 1 and we have.

E †(1) = ∑
i

M†
i Mi = 1

giving the unitality of E †. Conversely, suppose E †(1) = 1:

Tr(E(ρ)) = ∑
i

Tr(MiρM†
i )

= ∑
i

Tr(M†
i Miρ)

= Tr(∑
i

M†
i Miρ)

= Tr(E †(1)ρ) = Tr(ρ)

implying trace preservation. �

These definitions are treated more thoroughly in [27, 18].

2.3 Eigenvalues and eigenoperators

Since quantum channels can be represented by matrices, we can apply the

spectral theory to such objects. We say that λ is an eigenvalue of the quan-

tum channel E whenever

E(X) = λX

In this case, X is also said to be an eigenoperator associated with the eigen-

value λ. Notice that the eigenvalues of E are exactly the eigenvalues of

the representation matrix PE , and this also implies that there are exactly d2

eigenvalues (counted with multiplicity).

Observation 2.6 For any linear map, each real eigenvalue is associated to at least

one Hermitian eigenoperator.

15



2. Linear Algebra of Quantum Channels

Proof Let λ be a real eigenvalue, with associated eigenoperator X (the geo-

metric multiplicity is at least one for each eigenvalue).

E(X) = λX, E(X†) = λX† =⇒ E(X + X†) = λ(X + X†)

i.e. X + X†, which is Hermitian by construction, is also a λ-eigenoperator.�

Observation 2.7 For Hermiticity-preserving maps (i.e. also quantum channels),

eigenvalues come in complex conjugate pairs. Moreover, any Hermitian eigenoper-

ator has to be associated to a real eigenvalue.

Proof The first claim follows from the fact that the matrix PE acting on the

Hilbert-Schmidt space is real. If an Hermitian eigenoperator X is associ-

ated to a non-real eigenvalue λ, then E(X) = λX would not be Hermitian,

contradicting the assumption. �

Theorem 2.8 E and E † have the same spectrum.

Proof Notice that PE and PE † = P†
E have the same spectrum. �

In analogy to matrices, we refer to the eigenoperators of E also as ‘right

eigenoperators’, while the eigenoperators of the adjoint E † are called ‘left

eigenoperators’ of E .

16



Chapter 3

Classical and Quantum Markov Chains

In this chapter we are going to briefly introduce the notion of Markov pro-

cess. The first part goes through the classical theory, which is covered more

thoroughly in [19]. The second part defines a quantum notion of Markov

chains, using some notions of quantum channels and quantum information

that can be found in [27, 18].

3.1 The Markov property

In this section we introduce the concept of Markov chain as a stochastic

process, which is at the heart of many classical algorithms. We first give the

definitions as given in the classical theory, then we will see how we can use

the elements of quantum theory introduced in Chapter 1 to define a notion

of quantum Markov chain.

Definition 3.1 A stochastic process is a sequence of random variables defined over

some probability space:

{X(t) : t ∈ T}

We can also see a stochastic process as a random function X : T → R. In

usual applications, the variable t takes the meaning of time, and we split the

17



3. Classical and Quantum Markov Chains

theory into two cases: discrete-time (T = N) and continuous-time (T = R+
0 ).

In this work, we will restrict ourselves to the discrete-time case, as a great

part of what is discussed here can be naturally extended to the continuous-

time case.

There are different types of stochastic processes in the literature. The one

we want to focus on is the so-called Markov process.

Definition 3.2 A (discrete-time) Markov process is a stochastic process {Xt}t∈N

which satisfies the Markov property, i.e.

Pr [Xt+1 = xt+1 |Xt = xt, . . . , Xt = xt] = Pr [Xt+1 = xt+1 |Xt = xt]

More informally, the Markov property asserts that the state at time t, only

depends on the value of the state at time t− 1.

3.2 Classical Markov chains

Consider a Markov process {Xt}t∈N where the Xt’s are drawn from a finite

set of states S. We want to find a relation between the distribution of the

state Xt and the one of its predecessor Xt−1. Here we can use the law of

total probability:

Pr [Xt = y] = ∑
x∈S

Pr [Xt = y |Xt−1 = x]Pr [Xt−1 = x] (3.1)

We introduce the following notation:

Definition 3.3 A stochastic vector over S is a vector q ∈ [0, 1]S such that its

entries sum up to 1, i.e. ∑s∈S(qt)s = 1.

You can see that such vector represents a probability distribution over S. We

use qt to denote the stochastic vector denoting the probability distribution

of Xt, also called the state probability vector of Xt.
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3.2. Classical Markov chains

On the other hand, the conditional probabilities given in Eq. (3.1) can be

collected into a transition matrix Pt:

(Pt)xy := Pr [Xt = y |Xt−1 = x]

One can see that the rows of Pt are stochastic vectors, and this gives the

definition of stochastic matrix.

Definition 3.4 A stochastic matrix is an entry-wise non-negative matrix where

each row sums up to 1.

Using this new notation, Eq. (3.1) can be written as a matrix-vector multipli-

cation:

qt = qt−1Pt

And this gives a general way to compute the distribution of Xt starting from

an initial distribution:

qt = q0P1P2 · · · Pt

From now on, we will focus on homogeneous Markov processes, which means

that the transition matrix Pt ≡ P does not depend on time. This further

simplifies Eq. (3.1):

qt = q0Pt (3.2)

Therefore, a Markov process can be seen as a linear, time-invariant dynamic

process, and this suggests that the spectral properties of P may play a crucial

role in the analysis of many interesting behaviours. This gives us everything

to introduce the definition of Markov chain:

Definition 3.5 A (discrete-time) Markov chain is a tuple (S, P) where

• S is a finite set of states;

• P ∈ [0, 1]|S|×|S| is a stochastic matrix called transition matrix.
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Figure 3.1: Graphical representation of a Markov chain. The vertices of the
graph are sites where the walker can be found. At each step, the walker
chooses one of the outgoing edges following the weights as probabilities.
Each row of the stochastic matrix gives the probability of being in each of
the states in the next step, starting from the corresponding initial site.

A Markov chain is thus a model that induces a Markov process. In partic-

ular, we can see this model as a graph G = (V, E) where V = S, and an

edge from x to y is added with weight Pxy whenever this value is non-zero

(Fig. 3.1). This is why Markov chains are also called random walks in the lit-

erature: they can be seen as a process involving an entity moving in a graph

in a random way, following some predefined probability distributions.

We start by giving two important observations which will be useful later.

Observation 3.6 ([27]) Any stochastic process P satisfies P1 = 1, where 1 is the

vector of all ones.

Proof It is sufficient to see that each entry is the inner product between a

row of P and 1, which always gives 1. �

Also, we notice that 1 is the highest possible absolute value for an eigenvalue

of a stochastic matrix.

Lemma 3.7 ([27]) Every eigenvalue λ of P satisfies |λ| ≤ 1.
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3.3. A quantum theory of Markov chains

Proof Let us consider a (possibly complex) eigenvalue λ 6= 1 of P. Denoting

with x> 6= 0> an associated (possibly complex) eigenvector we have

∑
i

xiPij = λxj =⇒ |λ||xj| =
∣∣∣∣∣∑i

xiPij

∣∣∣∣∣ ≤∑
i
|xi|Pij

implying |λ|x>∗ ≤ x>∗ P, where x∗ is computed from x by taking the entry-

wise absolute value. Multiplying with the vector of all ones we obtain

|λ|x>∗ 1 ≤ x>∗ P1 = x>∗ 1 =⇒ |λ| ≤ 1 �

3.3 A quantum theory of Markov chains

Now that we have introduced classical Markov chains, we would like to

extend these ideas to the quantum case. Starting from the set of states S, we

define a quantum system over a Hilbert space H = span {|s〉 : s ∈ S}.

Now we can define a Markov process {|Φt〉}t∈N where |Φt〉 can be seen

as a random variable taking values in H. From Chapter 1 we know that,

in the most general case, such random variable can be represented by a

distribution given by the following density operator:

ρt = ∑
i

pi|φi〉〈φi|

This suggests that we can use the notion of density matrix as quantum coun-

terpart of the state probability vectors defined earlier. Indeed, one can see

that, if we use the states of S as elements of the computational basis, the

diagonal elements of density operators form a stochastic vector giving the

distribution for an hypothetical measurement of this state, while the off-

diagonal elements can be seen as representing the quantum coherences.

Hence, assuming an homogeneous Markov process, we can see the tran-

sition from the distribution ρt of |Φt〉 to the distribution ρt+1 of |Φt〉 as a
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3. Classical and Quantum Markov Chains

quantum channel:

ρt+1 = E(ρt) =⇒ ρt = E t(ρ0)

This is perfectly in line with Eq. (3.2), and starting from this analogy we give

the definition of quantum Markov chain.

Definition 3.8 A (homogeneous) quantum Markov chain is defined as a tuple

(H, E) where:

• H is a finite-dimensional Hilbert space;

• E : H̄ → H̄ is a completely positive, trace-preserving map.

Again, we can see an analogy with the classical theory: the complete positiv-

ity of E in the quantum case is needed to ensure that the probabilities of the

density operator are kept non-negative, in the same way the non-negativity

of the entries of P ensure this for the entries of a stochastic vector.

The same thing can be seen for trace preservation: a trace preserving map

preserves the fact that the probabilities sum up to 1, also ensured by the

stochasticity of P for stochastic vectors.

As we did for the classical case, we give the following two observations:

Observation 3.9 For any completely-positive trace-preserving map E , the adjoint

map E † satisfies E †(1) = 1.

Proof We proved in Chapter 2 that the adjoint of a completely positive trace-

preserving map is unital. �

This gives the exact same guarantee as Observation 3.6: in the classical the-

ory, state probability vectors are multiplied on the left, and in other words

the claim states that 1 turns into 1 again if applied to the adjoint of P.

Also Lemma 3.7 can be extended to the quantum case.

Lemma 3.10 Every eigenvalue λ of E satisfies |λ| ≤ 1.
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3.4. Quantum Markov chains and unitary walks

Proof The operator norm ||A||∞ is defined as the highest eigenvalue of A.

By the Russo-Dye inequality [4], we have that:

||E(X)||∞ ≤ ||E(1)||∞||X||∞

Take X such that E(X) = λX. If E is unital, we have

|λ|||X||∞ = ||E(X)||∞ ≤ ||E(1)||∞||X||∞ = ||1||∞||X||∞ = ||X||∞

implying |λ| ≤ 1. If E is trace-preserving, it is sufficient to apply the argu-

ment to the dual E †, which has the same spectrum. �

3.4 Quantum Markov chains and unitary walks

A great part of research on quantum walks, is dedicated on unitary walks,

which is also one of the first models who tried to extend the ideas of Markov

chains to the quantum setting [12, 23]. The idea is to repeatedly apply a

unitary U to a quantum state |ψ0〉 ∈ H:

|ψt〉 = Ut|ψ0〉

These unitary walks are shown to exhibit unexpected behaviours, mainly

due to quantum interference not present in the classical theory [12, 13].

However, these walks are essentially different from classical Markov chains:

not every classical Markov chain can be represented as a unitary walks, in

particular due to the fact that unitary dynamics is reversible. The definition

of quantum Markov chains presented in this work is therefore needed as

a framework to unify the two theories, in order to better characterize the

differences and to get a better understanding of where quantum speed-ups

may arise. A similar program has been carried out in [26] for the continuous-

time version, where the authors showed that the Lindblad equation can be

also used to express a classical Chapman-Kolmogorov evolution.
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3. Classical and Quantum Markov Chains

• A unitary walk of a state in H governed by a unitary U can be formal-

ized as a special case of quantum Markov chain (H,U ) where

U (ρ) = UρU†

• A classical Markov chain (S, P) can be seen as a quantum Markov

chain (H,P) where H = span {|s〉 : s ∈ S} and

P(ρ) = ∑
x,y

Pxy|y〉〈x|ρ|x〉〈y|

i.e. a set of Kraus operators for P are {
√

Pxy|y〉〈x|}x,y.

Another good reason to explore the quantum Markov chain model is that

we do not exclude potential speed-ups given by unitary evolution subject

to decoherence: for example, some numerical simulations by Kendon and

Tregenna showed that an hybrid quantum-classical walk can achieve better

performances than both a fully classical and a fully unitary counterpart [14,

15].

Moreover, a notion of quantum random walk like the one given by quantum

Markov chains can capture irreversible quantum dynamics in great gener-

ality, allowing to analyze the performances of such walks under non-ideal

(noisy) environments, which can be interesting for practical applications in

near-term quantum computing.
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Chapter 4

Hitting Times

4.1 Classical hitting times

One of the most important quantities used in algorithmic applications of

Markov chains is the notion of hitting time. The idea is the following: we

would like to reach a particular state (or any state in a particular subset). If

we start from a particular state (or distribution of states), how long do we

have to wait in expectation in order to hit such state?

We start by seeing how these times are analyzed classically. A complete

approach on the classical theory of hitting times can be also found in [19].

Definition 4.1 Define the following random variable:

Tz(q) = min {t > 0 : Xt = y, X0 ∼ q}

i.e. the time it takes to hit state z starting from state distributed according to the

stochastic vector q. The hitting time is defined as the expectation of such variable:

hz(q) := E [Tz(q)]

Here we derive a nice well-known formula for hitting times, which can also

be seen as a consequence of the recurrence relation for hitting times found

in [19].
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Figure 4.1: Simple example where the hitting time can be infinite. Suppose
we start from A and we want to reach C: since we have a non-zero prob-
ability to end up in B (and get stuck forever there), in case this happens,
the hitting time from B would be infinity. From a mathematical point of
view, the hitting time from A will be infinity as well by the law of total
expectation.

Theorem 4.2 Fixed a state z ∈ S, let ez be the z-th vector of the standard basis,

and let Π−z = 1− ezeT
z . The hitting time for the state z can be computed as:

hz(q) =
∞

∑
k=0

q(PΠ−z)
k1

If all the eigenvalues of PΠ−z are strictly less than 1 in absolute value, than the

series converges and it is equal to:

hz(q) = q(1− PΠ−z)
−11

Before proving the claim, we stress that the above series may diverge to

infinity. This is the case when it is possible to end up in a component of the

chain from which we will never be able to reach z (Figure 4.1).

Proof Let E be the event occurring when we hit z after the first step. Using

the law of total expectation we obtain:

hz(q) = E [Tz(q)]

= E [Tz(q) | E]Pr [E] + E [Tz(q) | Ē]Pr [Ē]

= Pr [E] +
(

1 + hz

(
qPΠ−z

qPΠ−z1

))
Pr [Ē]

= 1 + hz

(
qPΠ−z

qPΠ−z1

)
Pr [Ē]

= q1 + hz

(
qPΠ−z

qPΠ−z1

)
qPΠ−z1
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4.2. Quantum hitting time

where one can see that the vector qPΠ−z
qPΠ−z1 contains the conditional distribu-

tion Pr [·|Ē] of the state after one step (indeed, the quantity qPΠ−z1 is exactly

Pr [Ē]). By inductively applying the above relation, we obtain:

hz(q) =
N

∑
k=0

q(PΠ−z)
k1 + hz

(
q(PΠ−z)N+1

q(PΠ−z)N+11

)
q(PΠ−z)

N+11

and, in the limit, we obtain the claimed series. The second part of the claim

comes from a geometric sum. �

The results in this section can be generalized to an arbitrary subset of states

Z ⊆ S, in order to compute the expected first time to hit any state in Z.

4.2 Quantum hitting time

From the classical theory of Markov chains we can see that the hitting time

is the first time the Markov chain hits a state. Defining a notion of quan-

tum hitting time that is satisfying enough for our purposes and easy to esti-

mate turns out to be a real challenge: what does it mean for an element of

the Markov process to hit a certain state? Moreover, in order to determine

whether a state is hit or not in a certain step we have to measure such state,

and this may compromise the behaviour of the walk. Here we present an ex-

tension of two different notions of quantum hitting time originally proposed

by Kempe in [13].

Definition 4.3 We say that t ∈ N is a p-one-shot hitting time for the state |z〉

if the probability of measuring |z〉 after t steps is at least p:

Tr
[
|z〉〈z|E t(ρ)

]
≥ p

Definition 4.4 Let (H, E) be a quantum Markov chain, and consider the measure-

ment channel:

Tz(ρ) = ΠzρΠz + (1−Πz)ρ(1−Πz)

=: Pz(ρ) + P−z(ρ)
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4. Hitting Times

i.e. Tz measures whether the state is z or not. The |z〉-measured quantum Markov

chain is the chain (H,P−z ◦ E).

Notice that P−z here is not trace-preserving: it will remove any probability

mass in the target subspace. This represents the fact that the chain will stop

upon the hit of a target state.

Definition 4.5 Define the following random variable:

Tz(ρ) := min
{

t ≥ 1
∣∣|z〉 is measured at time t

}
The concurrent hitting time for the state |z〉 is the expected value of this variable:

hz(ρ) := E|Φ0〉∼ρ [Tz]

Here |Φ0〉 ∼ ρ means that |Φ0〉 is a random variable distributed according to the

eigenbasis of ρ.

Please note that these two notions of hitting time are essentially different,

starting from the way an algorithm exploits them: while with the one-shot

hitting time one has to run the Markov chain as it is, and then measure after

a fixed and precise amount of steps, with the concurrent hitting time one

needs to measure at each step whether the state is hit or not. Also we want

to stress that the measurement used in the process, as specified in Defini-

tion. (4.4) is not a measurement in the computational basis: this represents

an observable yielding +1 if the state collapses to |z〉, and −1 if it collapses

within the subspace orthogonal to the one spanned by |z〉. Then, the value

of z can be retrieved by doing a full measurement of the state after +1 is ob-

served. We also remind that doing a full measurement at every step gives a

behaviour of the walk which is efficiently reproducible by a classical Markov

chain (by using the elements of the measurement basis as states).
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4.3. Rewriting the quantum concurrent hitting time

4.3 Rewriting the quantum concurrent hitting time

We want to find a closed form expression for the concurrent hitting time of

Definition 4.5. Notice that we only defined hz(ρ) for operators of trace 1:

we extend this definition to any operator of trace 6= 0 with the following

relation:

hz(ρ) := Tr(ρ) · hz(ρ/ Tr(ρ))

Moreover, we let hz(0) = 0.

Lemma 4.6 hz(ρ) is linear in ρ, for non-traceless operators.

Proof Whenever ρ = ∑i piρi is a convex combination and Tr ρi = 1 for every

i, linearity follows by the law of total expectation: if Ai is the event in which

we have ρi as initial state, then

hz

(
∑

i
piρi

)
= ∑

i
E [Tz | Ai]Pr [Ai] = ∑

i
hz(ρi)pi

Consider an operator ρ with Tr ρ = r 6= 0 and a scalar a 6= 0:

hz(aρ) = ar · hz

( aρ

ar

)
= ar · hz

(ρ

r

)
= a · hz(ρ)

The case a = 0 follows from hz(0) = 0.

Now consider two operators ρ, σ with Tr ρ = r, Tr σ = s and r, s, r + s 6= 0.

hz(ρ + σ) = (r + s) · hz

(
ρ + σ

r + s

)
= (r + s) · hz

(
rρ

r(r + s)
+

sσ

s(r + s)

)
= (r + s) · hz

(
rρ

r(r + s)

)
+ (r + s) · hz

(
sσ

s(r + s)

)
= (r + s) · hz

(
ρ

r + s

)
+ (r + s) · hz

(
σ

r + s

)
= hz(ρ) + hz(σ)

where the third equality holds because of the convex combination. �
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4. Hitting Times

To conclude, we can finally extend this definition to traceless operators by

applying linearity:

hz(ρ) = hz(1+ ρ− 1) := hz(1+ ρ)− hz(1)

This gives us a function hz(ρ) which is linear in ρ ∈ H̄. We now find a

solution for such function.

Theorem 4.7 The z-concurrent hitting time can be computed as:

hz(ρ) =
∞

∑
k=0

Tr(E k
−z(ρ))

where E−z = P−z ◦ E , and P−z(ρ) := (1−Πz)ρ(1−Πz).

If all the eigenvalues λ of E−z have |λ| < 1, then the series converges and:

hz(ρ) = Tr
[
(I − E−z)

−1(ρ)
]

where I is the identity superoperator in H̄.

Before we prove the result, notice the condition we impose on the eigen-

values of E−z: if we have an eigenvalue λ = 1 for E−z then I − E−z is not

invertible. In terms of the Markov chain, this means there is a starting state

ρ (an associated eigenstate) from which we will never measure z (in partic-

ular, since this state is always orthogonal to z, P−z(ρ) = ρ and thus also

E(ρ) = ρ must hold). If eigenvalues of the form eiθ 6= 1 are present, then the

limit (and thus also the expectation) does not even exist.

Proof Consider the first step of the chain, and let E be the event in which z

is measured in this step. By the law of total expectation we get:

hz(ρ) = Eρ [Tz | E]Pr [E] + Eρ [Tz | Ē]Pr [Ē]

When E occurs, the hitting time is exactly 1 (we only took one step to mea-

sure z). Otherwise, by the Markov property the hitting time is the one given
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4.4. Example: single-qubit Hadamard walk

by the chain starting at the post measurement state E−z(ρ)/ Tr(E−z(ρ)) plus

one (which is the step we already took). Therefore the relation becomes:

hz(ρ) = Pr [E] +
(

1 + hz

(
E−z(ρ)

Tr(E−z(ρ))

))
Pr [Ē]

= 1 + hz

(
E−z(ρ)

Tr(E−z(ρ))

)
Pr [Ē]

= 1 + hz

(
E−z(ρ)

Tr(E−z(ρ))

)
Tr(E−z(ρ))

= 1 + hz(E−z(ρ))

By inductively applying this relation we obtain, for every N ∈N:

hz(ρ) =
N−1

∑
k=0

Tr(E k
−z(ρ)) + hz(EN

−z(ρ))

which, in the limit as N → ∞, gives the claimed series (notice that EN
z (ρ)→

0 since all the eigenvalues have absolute value < 1). The rest of the claim

comes from a geometric sum. �

The above definitions and results immediately extend to an arbitrary subset

of states, i.e. an arbitrary subspace ofH: it is sufficient to replace Πz with the

projector ΠS onto such subspace. One can appreciate how the expression

given by Theorem 4.7 is essentially the same as the one for the classical

hitting time of Theorem 4.2.

4.4 Example: single-qubit Hadamard walk

We start building intuition on this hitting time with a simple example. Con-

sider a quantum Markov chain (H, E) where H = span {|0〉, |1〉} is the

Hilbert space of a single qubit and E(ρ) = HρH is the application of the

Hadamard gate:

H =
1√
2

1 1

1 −1


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4. Hitting Times

We want to answer the following question: if we start from a certain state ρ

and we measure in the computational basis at each step, how many steps in

expectation do we need to run before we measure |1〉? In other words, what

is the value of h1(ρ)?

In order to compute the concurrent hitting time, we start by computing the

spectral decomposition of the matrix:

Π−1H = Π0H =
1√
2

1 1

0 0


We can take the spectral decomposition of this matrix:

Π0H|0〉 = 1√
2
|0〉

Π0H|−〉 = 0

and this also gives the spectral decomposition of the map E−1 and, conse-

quently, the one of (I − E−1)
−1

E−1(|0〉〈0|) = 1
2 |0〉〈0|

E−1(|−〉〈−|) = 0

E−1(|−〉〈0|) = 0

E−1(|0〉〈−|) = 0

=⇒



(I − E−1)
−1(|0〉〈0|) = 2|0〉〈0|

(I − E−1)
−1(|−〉〈−|) = |−〉〈−|

(I − E−1)
−1(|−〉〈0|) = |−〉〈0|

(I − E−1)
−1(|0〉〈−|) = |0〉〈−|

This spectral decomposition gives all we need in order to compute h1(ρ). It

is sufficient to decompose ρ with respect to the eigenbasis of I − E−1 and

then use linearity. A notable example is given by the hitting times starting

from the computational basis states:

h1(|0〉〈0|) = 2

h1(|1〉〈1|) = 2h1(|−〉〈−|)−
√

2h1(|0〉〈−|)−
√

2h1(|−〉〈0|) + h1(|0〉〈0|) = 2

where we decomposed |1〉〈1| = 2|−〉〈−| −
√

2|0〉〈−| −
√

2|−〉〈0| + |0〉〈0|

and applied linearity.
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4.5. Measurement schemes

Thus, this tells us that it takes 2 steps in expectation to measure a |1〉, starting

from either |0〉 or |1〉1.

4.5 Measurement schemes

One can see, by the form of the expression and the nature of the process,

that the notion of concurrent hitting time seems to be the natural quantum

generalization of the classical hitting time. The main difference is that, in the

classical case, measurements do not alter the state, and thus the behaviour

of the walk.

As we will see (cf. Chapter 5), in some cases measuring the hit at each step

may result in the loss of potential quantum speedups compared to the fully

quantum coherent case. We now try to extend the notion of hitting time

to explore the impact of measurement in a more general case: for example,

what happens if we measure at each step only with probability p ∈ (0, 1),

or we wait a certain number of steps extracted from a particular probability

distribution? In order to analyze such cases we give the following definition:

Definition 4.8 A measurement scheme is a discrete probability distribution for a

time T ∈N+. This represents how many steps we run before taking a measurement

as given in Definition 4.4.

Given a quantum channel E and a measurement scheme σ, we define the

first-measurement channel as the expected quantum channel following σ ap-

plied before carrying out the first measurement:

Eσ(ρ) := ET∼σ

[
ET(ρ)

]
=

∞

∑
t=1

Prσ [T = t] E t(ρ)

where T is a random variable we call time to measure (or TTM). We use this

to give a generalized notion of concurrent hitting time.

1Please keep in mind that the hitting time from |1〉 is not 0 because we do not measure
the hit on the starting state.
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4. Hitting Times

Definition 4.9 Let (H, E) be a quantum Markov chain, and let σ be a measure-

ment scheme. We define the following process: (1) sample a time t ∼ σ, (2) run the

chain for t steps and (3) try a measurement with Tz as defined in Definition 4.4. We

repeat these three steps until the hit of z is measured.

The generalized concurrent hitting time under σ, which we denote by hσ
z (ρ) is

the expectation of the number Tσ
z (ρ) of steps of the Markov chain (i.e. the

number of times we apply E ) this process will take in order to stop.

Theorem 4.10 Let (H, E) be a quantum Markov chain, and let σ be a measurement

scheme. The generalized concurrent hitting time with respect to σ can be computed

as:

hσ
z (ρ) = ET∼σ [T] · Tr

[
(I − Eσ

−z)
−1(ρ)

]
where Eσ

−z(ρ) = P−z ◦ Eσ(ρ).

The above formula can be intuitively interpreted as follows: the trace quan-

tifies the expected number of measurements we carry out before stopping.

However, the number of steps before actually trying a measurement is Eσ [T]

in expectation.

Proof We follow a similar argument as for Theorem 4.7. By the exact same

arguments, we will extend the definition of hz(ρ) such that it will be linear

in ρ ∈ H̄. We apply the law of total expectation on the time T we wait before

trying the first measurement.

hσ
z (ρ) =

∞

∑
t=1

[
t + hσ

z (P−z ◦ E t(ρ))
]
· Prσ [T = t]

The conditional expectation here is given by the fact that, whenever T = t,

we spend t steps and then we are in the state E t(ρ), just before applying the
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4.6. Example: walk on the cycle

first measurement. By splitting the sum we obtain:

hσ
z (ρ) =

∞

∑
t=1

t · Prσ [T = t] +
∞

∑
t=1

hσ
z (Pz ◦ E t(ρ)) · Prσ [T = t]

= ET∼σ [T] + hσ
z

[
Pz ◦

(
∞

∑
t=1
E t(ρ) · Prσ [T = t]

)]
= ET∼σ [T] + hσ

z [Pz ◦ Eσ]

This relation is identical to the one we found in the proof of Theorem 4.7,

except that the 1 is replaced with the expectation of T. Thus, the concluding

argument is the same as in Theorem 4.7. �

An interesting measurement scheme is the geometric distribution, because

such measurement scheme can be easily (memorylessly) implemented by

the following quantum channel:

B = pTz ◦ E + (1− p)E

i.e. at every step we apply the measurement with probability p. Under such

distribution, we can also find a compact and simple way of computing Eσ.

Lemma 4.11 If σ = Geom(p), then Eσ(ρ) = pE ◦ (I − (1− p)E)−1(ρ).

Proof We use some properties of the geometric sum:

Eσ(ρ) =
∞

∑
t=1

p(1− p)t−1E t(ρ)

=
∞

∑
t=0

p(1− p)tE t+1(ρ)

= pE ◦
∞

∑
t=0

[
(1− p)E

]t
(ρ)

= pE ◦ (I − (1− p)E)−1(ρ) �

4.6 Example: walk on the cycle

We now consider a simple example: suppose to have a cycle of length 2N

(Figure 4.2), and in particular, a Hilbert space H = HC ⊗HS where HC =
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4. Hitting Times

0

N

Figure 4.2: Quantum walk on a 2N-cycle. We start from the state |0〉 (with
coin register set to |↑〉, and we want to reach the state |N〉. Both paths
connecting states |0〉 and |N〉 are of length N.

span {|↑〉, |↓〉} represents a coin register, whileHS = span {|x〉 : 0 ≤ x < 2N}

represents the position of the walker on the cycle. Considering a unitary

Markov chain (H,U ) where U (ρ) = UρU†, we start in the pure state |↑, 0〉,

and the unitary U is given by:

U = S(HC ⊗ 1S)

where H is the Hadamard gate and S is the shift operator defined as:

S|↑, x〉 = |↑, x + 1 mod 2N〉

S|↓, x〉 = |↓, x− 1 mod 2N〉

This is a so-called coined unitary walk, and for the case of the cycle some

properties such as mixing times are already treated by Aharonov et al. [1]

and Kendon et al. [14, 15]. We want to analyze the process where we apply

this Markov chain and at each step we measure the hit of states |N〉 with

probability p. Theorem 4.10 tells us that:

hN(|↑, 0〉〈↑, 0|) = 1
p

Tr
[
(I − P−N ◦ Uσ)−1(|↑, 0〉〈↑, 0|)

]
where σ = Geom(p), and Π−N = 1− |↑, N〉〈↑, N| − |↓, N〉〈↓, N|.
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0 5 10 15
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hσ N
(|
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,0
|)

(a) N even

0 5 10 15
0

100

200

N

hσ N
(|
↑,

0〉
〈↑

,0
|) optimal p

p = 1

(b) N odd

Figure 4.3: Plots of the concurrent hitting time of the opposite side of a cycle
of length 2N with respect to N. The circles are the numerical computations
of the formula given by Theorem 4.10, while the continuous lines are the
regressions. For p = 1, the regression gives exactly N2, while for the optimal
p we obtain ∼ 2N (even N) and ∼ N2/1.16 (odd N).

In the absence of an analytical solution for the above formula, we show nu-

merical results for some values of N (a detailed explanation on how hitting

times are computed with Python can be found in Appendix A.2). When

p = 1, the hitting time seems to stick at exactly N2, giving no speed up at all

compared to the classical case (which can be seen as a Gambler’s ruin [20]).

If we consider the optimal p, one can see that there is a huge difference

between the case of even and odd N: when N is odd, the speed up seems

to be only constant, and in particular, it settles around ' N2/1.16. On the

other hand, when N is even the hitting time consistently stays little below

2N.

A different situation is given in the asymmetric case, where we have a cycle

of length 2N + 1 and we want to hit the state N, thus having two paths of

different parity separating the initial and target states. In this case, numeri-

cal simulations give evidence that the hitting time settles around 2N for any

choice of N, both even and odd.
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0 5 10 15
0
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200

N
hσ N
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|) optimal p
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Figure 4.4: Plots of the concurrent hitting time of the opposite side of a
cycle of length 2N + 1 with respect to N. The circles are the numerical
computations of the formula given by Theorem 4.10, while the continuous
lines are the regressions. For p = 1, the regression gives ∼ (N + 1/2)2,
while for the optimal p we obtain ∼ 2N.
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Figure 4.5: Quantum walk on a wheel on length N = 6. The values on the
edges represent the couplings between the two states in the Hamiltonian H.

4.7 Example: quantum transport on the wheel

Here we show a slightly different example (Figure 4.5): consider N external

sites, numbered from 0 to N − 1, plus a central site, the N-th one.
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4.7. Example: quantum transport on the wheel

The dynamics is governed by the following Hamiltonian H:

Hk,(k+1) mod N = Hk,(k−1) mod N = γ1

Hk,N = HN,k = γ2

i.e. the external sites are coupled in a cycle with strength γ1, while the central

site is coupled to each of the external sites with strength γ2. Suppose we

want to try a measurement of the hit of the central state after running the

Schrödinger dynamics for some time t, i.e. we run a Markov chain (H, TN ◦

U ) where

U (ρ) = e−iHtρeiHt

and we stop as soon as TN makes the state collapse within the subspace

spanned by |N〉. The expected number of steps before this happens is ex-

actly given by hN(·).

We would proceed like in Section 4.4 by computing the eigenvalues of

Π−Ne−iHt. However, notice the following:

Lemma 4.12 For every N, the following vector is an eigenstate of H:

|ψ〉 = 1√
N

N−1

∑
x=0

e2πix/N |x〉

with associated eigenenergy 2γ1 cos(2π/N).

Proof Let αx = e2πix/N . One can see that the Hamiltonian H acts on the

elements of the external sites as:

H|x〉 = γ1|(x− 1) mod N〉+ γ1|(x + 1) mod N〉+ γ2|N〉

From now on we will assume that x − 1 and x + 1 are intended in ZN .
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4. Hitting Times

Applying H to |ψ〉 gives, by linearity:

H|ψ〉 = 1√
N

N−1

∑
x=0

αx H|x〉

=
1√
N

N−1

∑
x=0

αx(γ1|x− 1〉+ γ1|x + 1〉+ γ2|N〉)

=
γ1√

N

N−1

∑
x=0

(αx−1 + αx+1)|x〉+
γ2√

N

N−1

∑
x=0

αx|N〉

The second sum cancels out, as the αx are the N-th roots of unity which sum

to zero. On the other hand:

αx−1 + αx+1 = e2πi(x+1)/N + e2πi(x−1)/N

= e2πix/N(e+2πi/N + e−2πi/N)

= αx · 2 cos(2π/N)

By plugging this in the above expression we obtain the claim. �

We found that |ψ〉 is also en eigenstate of e−iHt for any time t of the evo-

lution. This is reasonable, since H transports probability mass from the

peripheral sites to the center in a uniform way, and since waves coming

from the external sites are adding up with phases whose sum is zero, they

all cancel out, giving a perfect example of destructive interference! Since

|ψ〉 is orthogonal to |N〉, also Π−Ne−iHt has |ψ〉 associated with the same

(unitary) eigenvalue.

Therefore, |ψ〉〈ψ| is an eigenstate of U−N associated to 1, implying in partic-

ular that I − U−N is not invertible. This essentially yields an infinite hitting

time for any initial state that has a non-zero overlap with |ψ〉〈ψ| (i.e. states

which are a linear combination of the eigenstates of U−Z with a non-zero

coefficient for |ψ〉〈ψ|).

Although in this case one can imagine the hitting time is infinite due to

the perfect destructive interference on the central site, from a mathematical

point of view this is not different from the classical example of Figure 4.1:
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4.7. Example: quantum transport on the wheel

the subspace spanned by |ψ〉〈ψ| is a component where we get stuck forever,

and it is disjoint (orthogonal) from our target state |N〉〈N|.
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Chapter 5

Hitting Times in Grover’s Search

5.1 The unstructured search setting

Consider the following search problem: given N = 2n, we are given a func-

tion f : [N]→ {0, 1} as an oracle, with the promise that exactly one element

x0 is such that f (x0) = 1. We want to find and return x0. ‘Unstructured’

here means that the data governing f has essentially no structure that we

can exploit in an hypothetical algorithm. Therefore one can see that, in the

classical case, correct deterministic algorithms have to check N− 1 elements.

Moreover, also randomized algorithms need to check Ω(N) elements in or-

der to achieve non-trivial success probability.

5.2 Grover’s Markov chain

A different situation comes in the quantum setting, thanks to a result due to

Grover [7]. The idea is simple: the oracle implementing the function can be

thought as a (classical) logical circuit C f .

Assuming without loss of generality that C f is made only of NOT and AND

gates (which is always possible, by universality of these gates), one can ob-

tain a quantum circuit Q f where each NOT gate is replaced by a Pauli X

gate, and each AND gate is replaced by a Toffoli gate with a newly added
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5. Hitting Times in Grover’s Search

|x〉A X |x̄〉A

(a) Pauli X gate

|x〉A |x〉A
|y〉B |y〉B
|z〉C |z⊕ xy〉C

(b) Toffoli gate

Figure 5.1: Circuit model of Pauli X and Toffoli gates. By using the third
qubit as an auxiliary (ancilla) register, and setting it to 0, one can see that
the Toffoli gate flips the value of the qubit if and only if the first two qubits
are in state |1〉.

qubit initialized to the state |0〉 (see Figure 5.1).

One can also see that the depth of the circuits C f ,Q f (in their respective

models), as well as the number of gates, are equivalent. On the other hand,

we obtained a circuit that acts in the computational basis as follows:

|x〉|0 · · · 0〉 7→ |x〉|φx〉| f (x)〉

where |φx〉 denotes possible intermediate values of the computation. More-

over, we can construct the inverse circuit Q†
f by reapplying the same gates

in inverse order.

Using a call from Q f and Q†
f we can construct the so-called bit oracle, i.e. a

unitary O f such that:

O f |x〉A|z〉B = |x〉A|z⊕ f (x)〉B

where A is the register containing input for f , and B is the qubit where the

output will be stored, in a reversible way. Grover [7] showed that, using this

oracle it is possible to construct the following unitary:

Rx0 = 2|x0〉〈x0| − 1

which, in geometric terms, is a reflection of the whole Hilbert space with

respect to the vector |x0〉. Combined with another unitary, which is an in-
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|x0〉

|φi〉

|+〉

|+⊥〉

ϕi

γ

|x0〉Rx0 |φi〉

|+〉

|+⊥〉

γ

ϕi

|x0〉 |φi+1〉

|+〉

|+⊥〉

ϕi+1 = ϕi − 2γ

ϕi+1

Figure 5.2: Implementation of Grover’s rotation. This shows how a reflection
around |x0〉 (here represented by the transformation Rx0) followed by an
inversion with respect to |+〉 forms a rotation of an angle 2γ, where γ is the
angle between |x0〉 and |+⊥〉.

version with respect to the Hadamard vector

|+〉 := |+〉1 ⊗ · · · ⊗ |+〉n =
1√
N

N−1

∑
x=0
|x〉

we obtain Grover’s operator:

G = (1− 2|+〉〈+|)(2|x0〉〈x0| − 1)

This transformation is an inversion followed by a reflection (see Figure 5.2),

and acts, in the plane spanned by |+〉, |x0〉, as a rotation of angle

2γ = 2 arcsin 〈+|x0〉 = 2 arcsin
1√
N

and, if we apply G for r = Θ(
√

N) of times, starting from the state |+〉, we

end up in a state which is very close to |x0〉, thus a full measurement in the

computational basis would give us x0 with high probability. If we consider
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5. Hitting Times in Grover’s Search

a quantum Markov chain (H,G), where

G(ρ) = GρG†

then Grover’s result can be summarized in terms of hitting times as follows:

Theorem 5.1 Grover’s Markov chain (H,G) has a p-one shot hitting time for |x0〉

at Θ(
√

N), with p = 1−O( 1
N ), starting from the state ρ0 = |+〉〈+|.

In other words, Grover’s search algorithm is nothing more than a unitary

walk.

5.3 Grover’s chain and the concurrent hitting time

What happens if we use Grover’s operator G with the concurrent hitting

time paradigm, i.e. at each step we measure the hit and we stop when the

state collapses to |x0〉?

In other words, we want to compute the concurrent hitting time hx0(|+〉〈+|).

The quantum operation representing the measurement we want to apply is:

Tx0(ρ) = Πx0 ρΠx0 + (1−Πx0)ρ(1−Πx0)

i.e. the only coherences we destroy are only the ones between |x0〉 and the

rest of the space. Notice that such operation is efficiently computable (Fig-

ure 5.3). This adds a second call to the oracle of f at every step, but it only

increases the query complexity by a constant factor.

Theorem 5.2 Let (H, T ◦ G) be Grover’s Markov chain under repeated measure-

ments. The marked element x0 is hit in expected Θ(N) steps.

Before proving the result, we remark that this shows that the quadratic

speedup is lost, even when we destroy the least amount of quantum co-

herences.
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nρ

O f

|0〉

Figure 5.3: Circuit that implements T (ρ) = Πx0 ρΠx0 + (1−Πx0)ρ(1−Πx0).
We use an ancilla to store the value of f (x) using the bit oracle O f . By
measuring the ancilla, we destroy the coherence between the subspace of
|x0〉 and the rest. This qubit is then traced out.

Proof We start with two considerations: notice that we only care about the

subspaceH∗ = span {|x0〉, |+〉}, since it is invariant with respect to G, which

acts non-trivially only in this space. Moreover, G can be seen as a rotation

of 2γ = 2 arcsin 1√
N

.

Therefore, we define the chain (H∗,G) with a two-dimensional state space,

where G applies a rotation of γ. If we take |0∗〉 = |+〉⊗n and |1∗〉 as the real

state orthogonal to |0∗〉 in H∗, then |x0〉 can be written as:

|x0〉 =
1√
N
|0∗〉+

√
N − 1

N
|1∗〉

while the Grover operator G can be written as:

G =

cos 2γ − sin 2γ

sin 2γ cos 2γ


Thus, by Theorem 4.7, we need the trace of the matrix (I −G−x0)

−1(|0∗〉〈0∗|).

Using a software of symbolic computation (see Appendix A.1), we obtain

that such trace is:

hx0(ρ) =
N
4
+

4
N
− 1 = Θ(N) �

Notice that, instead of explicitly computing the matrix (which may be infea-

sible by hand), we could follow the same approach as in Section 4.4 i.e. (1)

find the eigenvalues and eigenstates of Π−x0 G, (2) use them to construct the

eigenvalues and eigenvectors of G−x0 and thus also of (I − G−x0)
−1, then (3)
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5. Hitting Times in Grover’s Search

express the starting state |0∗〉〈0∗| as a linear combination of these eigenstates

and compute the trace by exploiting linearity. Also an interesting property

of the hitting time is that, if the starting state and the destination are con-

tained in a particular subspace of the Hilbert space, then it is sufficient to

compute the eigenstates of the channel within this subspace.

This result tells us that the coherences between |x0〉 and the rest of the

Hilbert space are crucial for the speed-up of the algorithm.

5.4 Using measurement schemes in Grover’s search

We found that measuring at each step does not give us considerable ad-

vantage. What happens if, at each step, we measure only with probability

p ∈ (0, 1)? Could we hope to recover Grover’s quadratic speed-up? Let us

use the results of Section 4.5 to analyze the following Grover’s walk:

Gp(ρ) = pTx0 ◦ G(ρ) + (1− p)G(ρ) (5.1)

i.e. we measure the hit of x0 with probability p (and evolve unitarily oth-

erwise). We stop the process if (1) the measurement occurs and (2) x0 is

measured.

Theorem 5.3 For any constant probability p ∈ (0, 1), Grover’s Markov chain

(H,Gp) with step-wise measurement probability p measures x0 in expected Θ(N)

steps. However, if p = Θ( 1√
N
), then the marked state is hit in expected Θ(

√
N)

steps.

Proof We essentially need to compute hσ
x0
(|0∗〉〈0∗|) in the walk defined in

the proof of Theorem 5.2, where σ = Geom(p).

Using Theorem 4.10 we obtain that:

hσ
x0
(|0∗〉〈0∗|) = 1

p
Tr
[
(I − Gσ

−x0
)−1(|0∗〉〈0∗|)

]
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where Gσ
−x0

(ρ) can be computed using Lemma 4.11. Since we are talking

about a two-dimensional Hilbert space, all these maps can be represented

by 4 × 4 matrices, which allows us to directly compute the 2 × 2 matrix

(I − Gσ
x0
)−1(|0∗〉〈0∗|), and its trace turns out to be (Appendix A.1):

Tr
[
(I − Gσ

x0
)−1(|0∗〉〈0∗|)

]
=

N2 p2 + 16N − 20Np + 16p
8N − 4Np

Notice that, if we plug p = 1, we get exactly what we found in Theorem 5.2,

and this extends to any constant p, where this expectation is still Θ(N). If

p = o(1), the expected hitting time is:

hσ
x0
(ρ) =

1
p

N2 p2 + 16N − 20Np + 16p
8N − 4Np

∼ Np
8

+
2
p

(5.2)

If p = Θ( 1√
N
) then one can see that the hitting time is Θ(

√
N) as claimed.�

This result shows how much the speed-up given by Grover’s algorithm turns

out to be fragile under such imperfect unitary transformations. However,

a carefully chosen probability p yields a new variant of Grover’s search

algorithm, recovering the original complexity.

5.5 Experiment on Qiskit

We now experimentally validate the theory by running the quantum cir-

cuit defined in the previous sections with the Qiskit1 [3] QASM simula-

tor. We consider n qubits, with N = 2n, and we fix x0 = N − 1, i.e.

|x0〉 = |11 · · · 1〉. With this choice the circuit is simpler, as Grover’s reflec-

tion operator 1− 2|x0〉〈x0| can be implemented using a controlled Z gate.

We want to implement the map Gp as given in Eq. (5.1), and in order to do

so, we will use two ancilla qubits: the first one M is used for the measure-

ment of the hit, as already shown in Figure 5.3, while the second one R is

needed to decide, with probability p, whether we will measure or not. This

1https://qiskit.org
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|0〉R RX

ρ

H X X H

Gp(ρ)H X X H

Z H X Z X H

|0〉M c

Figure 5.4: Full implementation of Gp for n = 3 qubits. One can see that, if
|x0〉 = |11 · · · 1〉, the CCZ gate implements the reflection 1− 2|x0〉〈x0|. The
second reflection 1− 2|+〉〈+| is achieved by the fact that HX|1〉〈1|XH =
|+〉〈+|. The qubit R is rotated by an angle θ = arcsin

√
p and then mea-

sured, with the effect that it is in a classical mixture of state |1〉 (with proba-
bility p) and |0〉 (with probability 1− p), the CNOT gate can then be seen as
classically controlled by this random bit. At the end, c will be 1 if and only
if during this step (1) the measurement occurs, and (2) the marked state x0
is hit.

is achieved by rotating the qubit, initially in state |0〉, using RX(arcsin(
√

p)).

The random bit is then obtained by measuring this bit in the computational

basis.

|0〉R
RX7→
√

1− p|0〉R +
√

p|1〉R 7→ (1− p)|0〉〈0|R + p|1〉〈1|R

At this point, we can use the bit oracle as in Figure 5.3 controlled by the qubit

R: if R is in state |0〉, nothing happens and the n qubits remain unentangled

from M, thus any measurement on M will return 0 and will not change the

state of the main register. The circuit implementing the step of the walk is

summarised in Figure 5.4. One could also use Python to generate random

bits which classically control whether we add the measurement circuit at

each step or not. The choice to implement the random choices using a

qubit turned out to give much faster computations, as the former approach

requires to modify (and thus recompile) the whole quantum circuit for each

iteration of the Monte Carlo estimation. Also, Qiskit currently does not
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allow to stop the circuit execution as soon as we measure 1. Therefore, we

carried out the experiment as follows: we run the above circuit 2N times, we

store for each run a string of the 2N bits measured throughout the walk, and

compute the concurrent hitting time as the position of the first 1 occurring

in this string. We also estimate the probability to go over 2N steps without

hitting x0, by counting the strings of all zeroes. During these experiments

this turned out to be very rare, giving < 0.1% probability only in extreme

cases, which we can neglect in the estimation of our expectations.

As shown in Figure 5.5, experiments are consistent with the results of The-

orem 5.3.
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(b) N = 64
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(d) N = 256

Figure 5.5: Plots of the concurrent hitting time with respect to the step-wise
measurement probability p. The red line is the theoretical expectation as
computed in the proof of Theorem 5.3, while the blue circles are the estima-
tions computed by running the circuit with the given p for 1000 independent
times.
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Chapter 6

Quantum Theory of Ergodic Markov

Chains

Aside from algorithms based on hitting times, where one looks for a par-

ticular state of the chain, Markov chains are also exploited in sampling

algorithms: in the classical theory, the state probability vector of Markov

chains under particular assumptions – namely irreducibility and aperiodicity

– approaches a limiting (or stationary) distribution starting from any initial

condition.

lim
t→∞

qPt = π for every q

Using carefully designed chains, the limiting distribution will be some dis-

tribution of interest (e.g. a uniform distribution over the elements of S), and

by running the chain for a sufficiently large amount of steps, the probability

distribution of the reached state is close to the stationary distribution. A no-

table application of this method is uniform sampling of a perfect matching

from a particular class of graphs in polynomial time [6, 10].

In this chapter we explore an extension of the notions of irreducibility and

aperiodicity for quantum Markov chains, and we prove that these give a
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sufficient and necessary condition for the existence of the limiting state.

lim
t→∞
E t(ρ) = ρ∗ (6.1)

These proofs will closely follow the ones that can be found in the classical

theory, and the results trivially imply their classical counterparts. In the rest

of the chapter, we will use d to denote the dimension of the Hilbert space of

a Markov chain (H, E).

6.1 Irreducibility

We start by discussing the first of the two aforementioned notions: irre-

ducibility.

A classical Markov chain is said to be irreducible if, starting from any state

s ∈ S, it is possible to eventually reach any other state s′ ∈ S with positive

probability. In other words, the graph associated with the Markov chain is

strongly connected.

In quantum theory, we cannot give a definition of irreducibility that ‘covers’

only the elements of a particular basis, because the existence of the limit as

given in Eq. (6.1) does not vary under a change of basis U of the states:

U
[

lim
t→∞
E t(ρ)

]
= lim

t→∞
(U ◦ E ◦ U−1)t(UρU†)

where U (ρ) = UρU†. On the other hand, we have the following example:

Example 6.1 Consider a unitary walk (H,U ) with U (ρ) = UρU† on a Hilbert

space such that:

U|x〉 = |x + 1 mod d〉

Starting from a state of the computational basis, we eventually reach any other state

of the same basis. However, if we start from the state |+〉, we have that this is an

eigenstate of U, and no other state of the Hadamard basis can be reached.
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We may say that a state |ψ〉 can be ‘reached’ if, at some point, we are in

a state ρ with a non-zero overlap with |ψ〉, i.e. a state is reachable if it is

measurable from a state of the Markov process in some measurement basis.

Hence, we are looking for definitions that do not depend on a particular

measurement basis. As noted in [27, p. 102], this suggests that irreducibility

does not only imply spectral properties of the map, but it is also determined

by such properties.

Definition 6.2 ([8]) A positive map E : H̄ → H̄ is said to be irreducible if the

following holds for any ρ ∈ H̄:

∞⊕
k=0

supp
(
E k(ρ)

)
= H

And we say that a quantum Markov chain (H, E) is irreducible if E is. More

informally, this notion of irreducibility states that, by evolving the chain for

a sufficient amount of steps, we will see states that span the whole Hilbert

space.

Theorem 6.3 ([27, 8]) The following are equivalent for a positive map E : H̄ → H̄

(1) E is irreducible;

(2) For any projector Π ∈ H̄, E(H̄Π) ⊆ H̄Π implies Π ∈ {0,1};

(3) (I + E)d−1(ρ) is positive definite for any positive semi-definite ρ ∈ H̄ \ {0}.

where H̄Π is the subspace of H̄ onto which Π projects, and I is the identity super-

operator in H̄.

Proof (1) ⇒ (2). Suppose there is a projector Π 6= 0,1 such that E(H̄Π) ⊆

H̄Π. This implies that E(ρ) ∈ H̄Π whenever ρ ∈ H̄Π, and this also holds for

E k(ρ) for every k, implying:

∞⊕
k=0

supp
(
E k(ρ)

)
⊆ HΠ ( H
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(2)⇒ (3). Since ρ, E(ρ) are always positive semi-definite it holds that

ker((I + E)(ρ)) = ker(ρ + E(ρ)) ⊆ ker ρ

Now suppose that this claim holds with equality: this would imply that

supp (E(ρ)) ⊆ supp (ρ) and, in general, E(H̄Π) ⊆ H̄Π
1, where Π is the

projector onto supp (ρ). By (2), this gives Π = 1 and supp (ρ) = H, which

means ρ is already positive definite and

ker((I + E)d−1(ρ)) = ker ρ = {0}

giving that (I + E)d−1(ρ) is positive definite as well. Therefore we now as-

sume ker((I + E)(ρ)) ( ker ρ, and this implies that the rank of the operator

strictly increases at each step, reaching its maximum in at most d− 1 steps.

(3)⇒ (1). If there is a proper subspace H̄Π of H̄ and a state ρ ∈ H̄ such that⊕∞
k=0 E k(ρ) ⊆ H̄Π, then in particular we must have:

supp ((I + E)(ρ)) ⊆ supp (ρ + E(ρ)) ⊆ supp (ρ)⊕ supp (E(ρ)) ⊆ HΠ

By inductively applying the argument we obtain

supp
(
(I + E)k(ρ)

)
⊆ HΠ

i.e. this operator is not positive definite for any k ≥ 0, and this holds in

particular for k = d− 1. �

Here we also show that, using the result above, the notion of irreducibility

can be weakened, meaning that an irreducible chain will certainly span the

whole subspace within d− 1 steps:

Corollary 6.4 A positive map E is irreducible if and only if:

d−1⊕
k=0

supp
(
E k(ρ)

)
= H

1This because supp (σ) ⊆ supp (ρ) implies supp (E(σ)) ⊆ supp (E(ρ)).
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6.1. Irreducibility

Proof Since (I + E)d−1(ρ) is positive definite, we have:

H = supp
(
(I + E)d−1(ρ)

)
= supp

((
d−1

∑
k=0

(
d− 1

k

)
E k

)
(ρ)

)

=
d−1⊕
k=0

supp
(
E k(ρ)

)
The converse implication is trivial. �

We now give a proof of a quantum version of the Perron-Frobenius theorem,

which states that any irreducible Markov chain admits a unique stationary

state.

Theorem 6.5 ([27, 8]) Let E be an irreducible positive trace-preserving map. Then

its eigenvalue λ = 1 is non-degenerate and admits a unique positive definite eigen-

state ρ∗.

Before proving the statement, notice that positive definiteness here means

exactly that any state in the Hilbert space has a strictly positive probability

to appear upon measurement under a suitably chosen basis.

Proof Let ρ∗ be an eigenstate of E associated with λ = 1. By Theorem 6.3,

we know that

0 ≺ (I + E)d−1(ρ∗) = 2d−1ρ∗

i.e. ρ∗ is positive definite. Suppose now for a contradiction there is a linearly

independent eigenstate σ associated to λ = 1 (we can assume without loss

of generality that σ is Hermitian, otherwise we can take σ + σ†): this means

that also ρ∗ + cσ is an eigenstate associated to λ = 1: by the same argument

as above we deduce that this eigenstate is positive definite for any c, but we

can choose a c 6= 0 such that ρ∗ + cσ � 0 has a non-trivial kernel. �
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This state ρ∗, which satisfies E(ρ∗) = ρ∗, is called stationary state of the chain,

and notice that this is the only possible candidate state for the limiting state

of a Markov chain, as limt→∞ E t(ρ∗) = ρ∗ trivially.

6.2 Periodicity

Notice that irreducibility alone is not sufficient to conclude that the chain

dynamics will always converge to its stationary state. In order to prove this

we state the following (classical) example:

Example 6.6 Let (H, E) be a quantum Markov chain with |H| = 2 and:

E(ρ) = |1〉〈0|ρ|0〉〈1|+ |0〉〈1|ρ|1〉〈0|

One can see that this is irreducible, as any pure state (the only ones without full

rank) will oscillate between |0〉 and |1〉, which span the whole space. In fact, the

unique stationary distribution is

ρ∗ =
1
2
|0〉〈0|+ 1

2
|1〉〈1|

However, if we start from an element of the computational basis, the limit does not

exist.

The problem here is that the chain has some ‘periodicity’, i.e. the evolution

of the chain can be divided in steps where the chain is certainly in state |0〉

and steps in which the chain is certainly in state |1〉.

Definition 6.7 ([[8]) ] Let E : H̄ → H̄ be a positive map. The period of ρ is

defined as

d(ρ) := gcd
{

k ≥ 1
∣∣∣ supp

(
E k(ρ)

)
⊇ supp (ρ)

}
where gcd denotes the greatest common divisor. If d(ρ) = 1, the state ρ is said to

be aperiodic. The map E is also said to be aperiodic if every state ρ ∈ H̄ is.
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Unlike irreducibility, it is not straightforward to see that this notion of pe-

riod extends the one defined in classical theory: the period of a state s in

a classical Markov chain is given by the greatest common divisor of the

lengths of the cycles in the graph containing s, and a cycle of length ` exists

if and only if one can return to s from s with exactly ` steps with positive

probability. On the other hand, if we start from a pure state |ψ〉〈ψ| it is not

sufficient to have a non-zero overlap with the state to say that we ‘returned’

to that state according to Definition 6.7. Instead, we say that we return to

a state ρ in ` steps if any state observable in ρ is also observable in E `(ρ)

(under a suitably chosen basis).

Theorem 6.8 ([8]) Let E be an irreducible map. The following are equivalent:

(1) E is aperiodic;

(2) For every state ρ ∈ H̄, there exists M ≡ M(ρ) such that Em(ρ) is positive

definite for every m ≥ M.

Proof (2) ⇒ (1). It is sufficient to see that 1 = gcd(M, M + 1) divides d(ρ)

for every ρ.

(1)⇒ (2). Consider the set

C =
{

k ≥ 1
∣∣∣ supp

(
E k(ρ)

)
⊇ supp (ρ)

}
Notice that, whenever x, y ∈ C we have E x+y(ρ) = E x(E y(ρ)) and

supp
(
E x+y(ρ)

)
= E x(supp (E y(ρ))) ⊇ E x(supp (ρ)) ⊇ supp (ρ)

i.e. x + y ∈ C. From number theory we know that C contains all but a

finite number of elements. Thus let us take M′ as the minimum integer after

which every number is included in C. If M = M′ + d− 1, for any m ≥ M

we have supp
(
Em−i(ρ)

)
⊇ supp (ρ) for every 0 < i < d. This implies

supp (Em(ρ)) = E i
(

supp
(
Em−i(ρ)

))
⊇ E i(supp (ρ)) = supp

(
E i(ρ)

)
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In particular, supp (Em(ρ)) contains the sum of these subspaces, which equals

H by Corollary 6.4. �

6.3 Limiting behaviour

In the previous sections we gave the definitions of irreducibility and aperi-

odicity, proving that these together give a necessary and sufficient condition

for the following definition:

Definition 6.9 A positive map E is called primitive if there exists some M such

that EM(ρ) is positive definite for every ρ ∈ H̄.

Positivity of the map ensures that positive definiteness is preserved by E ,

thus the condition given by Definition 6.9 holds also for every m ≥ M. A

Markov chain with a primitive map is also said to be ergodic.

Theorem 6.10 (Ergodic theorem of quantum Markov chains [27]) Let E be

a positive trace-preserving map. The following are equivalent.

(1) E is irreducible and aperiodic;

(2) There exists n ∈ N such that En(ρ) is positive definite for every ρ ∈ H̄, i.e.

E is primitive;

(3) The only eigenvalue λ of E with |λ| = 1 is λ = 1, which is regular and has

a unique positive definite corresponding eigenoperator ρ∗;

(4) For any initial state ρ we have

lim
t→∞
E t(ρ) = ρ∗

Proof We already know the equivalence of (1) and (2) from Theorem 6.8.

(4) ⇒ (2). We know from Theorem 6.5 that the limiting distribution ρ∗

(which must necessarily be an eigenstate associated to the eigenvalue 1) is

positive definite. Since the limit is positive definite, there must exist some
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integer T such that E t(ρ) is positive definite for every t ≥ T. Taking the

maximum of T over any choice of ρ gives an integer satisfying (2).

(3) ⇒ (4). Let Eφ be the map obtained from E by zeroing out every eigen-

value other than λ = 1. This means that:

Eφ(ρ) = ρ∗ Tr ρ

If λ = 1 is the only eigenvalue with |λ| = 1, we have that:

ρ∗ = Eφ(ρ) = lim
t→∞
E t(ρ)

as every other eigenvalue tends to zero in the limit.

(2) ⇒ (3). If there is another eiθ 6= 1 with magnitude one in E , then we can

select a sequence of integers {ti}i such that eiπti becomes arbitrarily close

to 1. This means that there are two independent eigenstates ρ and σ with

eigenvalue 1 for the limiting state. By choosing c 6= 0 such that ρ + cσ has

a kernel, this disproves condition (2) of Theorem 6.8, as the fact that Em(ρ)

is positive definite for every m ≥ M means that the same must hold for the

limit as m→ ∞. �

6.4 Application: mixing the cycle

Now we try to apply what we developed in this chapter, also giving some

observations that can be used in practice to design ergodic chains. Consider

a graph with a cycle of N elements, which we conveniently label with el-

ements of ZN . For simplicity we consider an odd N (the reason for this

choice will be explained later). As a first result, we notice that using purely

unitary dynamics never leads to ergodicity.

Theorem 6.11 Unitary walks on Hilbert spaces of dimensions at least 2 are never

ergodic.
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6. Quantum Theory of Ergodic Markov Chains

Proof Considering a unitary U, it always has d eigenstates |φ1〉, . . . , |φd〉

with associated unitary eigenvalues. This means that the map U (ρ) = UρU†

has d eigenstates |φ1〉〈φ1|, . . . , |φd〉〈φd| associated to the eigenvalue λ = 1,

contradicting the necessary condition for irreducibility as given in Theo-

rem 6.5. �

More intuitively, if we start from any pure eigenstate of the unitary, the

dynamical evolution will never be able to access other ones, and we have

at least two such eigenstates in any case. Thus, the limiting distribution

actually depends on initial distribution, whereas ergodicity also implies that

the chain ‘forgets’ its initial conditions on the long run.

Another interesting question is whether any amount of coherent dynamics

is sufficient to prevent ergodicity: for example, what happens if we mix a

unitary walk with an ergodic chain, i.e. we run a step of the unitary walk

with some probability and a step of an ergodic chain otherwise? The fol-

lowing result confirms that ergodicity is actually always preserved.

Theorem 6.12 Let (H, E) be an ergodic Markov chain and (H,G) be a (non nec-

essarily ergodic) chain. Then the chain (H, (1 − p)G + pE) is ergodic for any

p > 0.

Proof Let E ′ = (1− p)G + pE . We show that the new chain is irreducible

and aperiodic. Irreducibility is implied by the fact that:

supp
(
E ′(ρ)

)
⊇ supp (E(ρ))

which implies the same for E k for every k, by an inductive argument. Thus

we have

d−1⊕
k=0

supp
(
E ′k(ρ)

)
⊇

d−1⊕
k=0

supp
(
E k(ρ)

)
= H
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Now we address aperiodicity: fixed a starting state ρ, define the following

set

C =
{

k ≥ 1 : supp
(
E k(ρ)

)
⊇ supp (ρ)

}
and C′ analogously for E ′. From the fact that

supp
(
E ′k(ρ)

)
⊇ supp

(
E k(ρ)

)
as proven in the first part of the argument we deduce that C′ ⊇ C, and thus

the greatest common divisor over C′ cannot be greater than the one over C,

which is 1. �

This theorem in particular implies that we can ‘decorate’ any chain we want

with unitary dynamics, and ergodicity will be preserved. It may be possible

to use this result to construct ergodic chains that approach their limiting

state more efficiently, i.e. the distance (with respect to some fixed metric)

between our state and the limit becomes negligible in less steps. A conjecture

is that coherent dynamics can be useful for a speed-up in this sense [25].

We now go back to our example. We consider a coined quantum walk on

the cycle, i.e. a Hilbert space HC ⊗H where HC = span {|↑〉, |↓〉} denotes a

qubit register containing a ‘coin’, which indicates the direction we want to

take in the walk. A well-known approach to achieve a unitary walk in this

case is the following [12, 1]: we first flip the coin register using an operator

(e.g. the Hadamard gate H), and then we apply the following unitary (shift

operator):

S|↑〉|x〉 = |x + 1 mod N〉

S|↓〉|x〉 = |x− 1 mod N〉

Also, although obvious, it is interesting to remark that the quantum con-

struction as shown in Section 3.4 of a classical Markov chain that satisfies the
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classical definitions of irreducibility and aperiodicity yields an irreducible

and aperiodic quantum Markov chain. This is also useful because classical

irreducibility and aperiodicity are easier to prove: one only needs to see

that the graph associated to the Markov chain is connected for irreducibil-

ity, while aperiodicity can be proven by exhibiting, for each state, a pair of

closed walks of co-prime length within the graph, containing the state.

Speaking about the cycle, let U = S · (HC⊗1). If U (ρ) = UρU† and T (ρ) is a

channel implementing a full measurement with respect to the computational

basis (for both coin and main registers), one can see that the chain (HC ⊗

H, T ◦ U ) is a classical Markov chain, where any state of the form |↑〉|x〉

or |↓〉|x〉 becomes one of |↑〉|x + 1〉 or |↓〉|x − 1〉 with equal probability,

regardless of the initial value in the coin register. One may argue that we

may start from a particular initial state, which is highly non-classical, i.e. it

has superpositions in such a way that the application of U in the first step

will give non-classical behaviour that diverges from the behaviour of the

classical Markov chain. This, however, can only happen in the first step,

before the first application of T makes the state collapse to a completely

classical state. Therefore we can assume without loss of generality that we

already start from a classical state.

Claim 6.13 The chain (HC ⊗H, T ◦ U ) is irreducible and aperiodic.

Proof The chain is irreducible since it is always possible to reach a state

|↓〉|y〉 from any other state: it is sufficient to reach |y〉 from |y + 1〉 in order

to obtain the |↓〉 on the coin register, and the same holds for the states with

|↑〉.

For aperiodicity we need to use the fact that the length N of the cycle is odd:

in this way, starting from |↑〉|x〉, among all the possible walks we have two
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paths: the first one is simply doing

|↑〉|x〉 → |↓〉|x− 1〉 → |↑〉|x〉

which has length 2. The second alternative is to visit the whole cycle

|↑〉|x〉 → |↑〉|x + 1〉 → . . .→ |↑〉|x− 1〉 → |↑〉|x〉

which has length N. Therefore, the period of the state |↑〉|x〉, given by the

greatest common divisor among the possible closed walks, has to divide

gcd(2, N) = 1, i.e. |↑〉|x〉 is an aperiodic state for every |x〉. The analogous

reasoning applies to states of the form |↓〉|x〉 �

This argument, along with the results proved in the rest of the chapter, tells

us that this Markov chain approaches a limiting distribution. If we measure

only with a certain probability, i.e. we consider the chain (HC ⊗H, E) with:

E = (1− p)U + pT ◦ U

then Theorem 6.12 tells us that ergodicity is preserved, and a stationary state

is reached in the limit also in this case. Moreover, for this particular case one

can see that E(1) = 1, i.e. the fully mixed state 1

N is an eigenstate associated

to the eigenvalue 1, which must be unique by irreducibility, and so it must

also be the limiting state, i.e. for any starting state ρ:

lim
t→∞
E t(ρ) =

1

N

6.5 Irreducibility and hitting times

We close this section by showing another important property for irreducible

Markov chains. Since irreducibility implies that basically any two states can

be reached from one another, this intuitively implies that hitting times are

always finite under this assumption, i.e. we will always hit any given state

sooner or later, as the chain goes on. This turns out to be the case.
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Theorem 6.14 Let (H, E) be an irreducible quantum Markov chain. Then, for any

subspace S ⊆ H and any starting state ρ ∈ H̄, the hitting time hS (ρ) exists and

is finite.

Proof We know from Theorem 4.7 that hS is finite if the map

ρ 7→ Π−SE(ρ)Π−S =: E−S (ρ)

has all eigenvalues λ with |λ| < 1, where Π−S = 1−ΠS is the projector

onto the complement space of S . We already know the absolute value of the

eigenvalues cannot exceed 1, therefore suppose for a contradiction we have

some eigenstate ρ such that:

E−S (ρ) = eiθρ

for some θ. By Theorem 6.5, we know that the only eigenvalue with absolute

value 1 can be 1 itself, i.e. eiθ = 1 necessarily. This implies that:

Tr[Π−SE(ρ)] = Tr [E−S (ρ)] = Tr ρ

and, in particular, that Π−SE(ρ)Π−S = E(ρ). This gives that E(ρ) = ρ as

well. Moreover, ρ must be positive definite, by irreducibility. This contra-

dicts the fact that Tr[ΠSρ] = Tr[ΠSE(ρ)] = 0. �

This result marks a clear connection between the notion of irreducibility

and the hitting times defined in Chapter 4: in particular, this result implies

that walks such as the one of Section 4.7 (along with measurements), are

not irreducible. In general, a quantum Markov chain partitions the Hilbert

space into subspaces called bottom strongly connected components, which are

basically the equivalence classes of the relation of reachability that we in-

formally gave at the beginning of this chapter. An irreducible chain gives

only the trivial partition consisting of one component containing the whole

space (since any two states are reachable from one another). Readers that

are interested in this induced partitioning can find more information in [8].
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Related Work

In the past 30 years, a lot of research was made on quantum walks, starting

from the seminal works by Kempe [12, 23]. Kempe defined these walks

based on unitary evolutions, along with the definitions of hitting times we

further analyzed in this work: Kempe proved that, on the hypercube, one

can use a particular coined quantum walk to reach a vertex from its opposite

end in linear time, which was argued to be exponentially faster than any

classical walk on the same structure [13].

Kempe’s quantum walk formalism was used to solve a bunch of problems:

a notable example is the k-collision problem, where one has to find a sub-

set of k equal items out of N values. Ambainis [2] showed a O(Nk/(k+1))

quantum algorithm for this problem, exploiting a unitary walk. Childs and

Eisenberg [5] showed that Ambainis’ algorithm could be used to solve the

more general problem of k-subset finding, where one has to find a subset of

size k satisfying some given, arbitrary property.

Other interesting formalizations of quantum walk is Szegedy’s construc-

tion [25], which transforms an arbitrary classical Markov chain into a (bi-

partite) unitary walk, and the TOM/TEM formalism by Gudder [9], which

tries to generalize the concept of Markov chain using a stochastic matrix of

quantum channels. For the latter model, Lardizabal [16] gave and applied a
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definition of hitting time. Neither of the mentioned formalizations, however,

is as expressive as the model we introduced in this work.

Always on hitting times, a notable result is the one by Magniez et al. [17]:

using an approach similar to ours for estimating hitting times, they found

out that, for a restricted class of classical Markov chains, it is possible to con-

struct a unitary walk using Szegedy’s method achieving hitting times with

quadratic speed-up, and also showed a general construction for searching

algorithms, based on Grover-like rotations.

While all the aforementioned works only treat coherent dynamics, some re-

search was made also towards a model that takes into account randomness

and decoherence: the Quantum Stochastic Walk model [26], which can be

seen as the continuous-time counterpart of our formalization, unifies both

classical Markov chains and unitary walks under one single model. Nu-

merical experiments from Kendon and Tregenna [14, 15] also suggested that

decoherence could even be beneficial for the speed-up of some walks.

A more comprehensive overview showing the latest results on quantum

walks can be found in [11].
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Conclusions and Future Work

In this thesis we presented a different and more general way to formalize

quantum random walks, including both coherent dynamics and classical

randomness. Within this framework, the notions of one-shot and concurrent

hitting time given by Kempe [12, 13] for unitary walks can be naturally

extended. Moreover, we found that the concept of concurrent hitting time

is the natural generalization of the notion well-understood in the classical

theory [19]. Other aspects of Markov chains, such as the ergodic theory, can

find their quantum counterpart with this framework.

One possible future direction is to see, using this framework, how much

quantum coherences of the states throughout the evolution of the walk in-

fluence the hitting times: what is the difference between a measuring the hit

and a full step-wise measurement? An answer to this question also gives

clarifications on how much speed-up can be achieved using the notion of

hitting time, since the evolution of a quantum walk with full step-wise mea-

surement could be reproduced classically.

Since we talked about necessary and sufficient conditions for the conver-

gence to a stationary distribution, another very interesting question is about

quantifying how fast a Markov chain converges. This gives the notion of

mixing time. Aharonov et al. [1] already tried to formalize the concept of
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mixing for unitary walks, by slightly changing the definition to overcome

the fact that unitary walks are never ergodic (Theorem 6.11). However, with

our framework one could possibly extend the original definition of mixing

time, and a conjecture is that the mixing time is tightly related to the sec-

ond highest eigenvalue of the quantum channel, much like in the classical

case [24].
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Appendix A

Symbolic and Numerical Computations

A.1 Hitting times in Grover’s algorithm with Wolfram

Mathematica

In this section we briefly show how to use Wolfram Mathematica in order to

carry out a symbolic computation of the formula of Theorem 4.10. Here we

show how to do it for the case of Grover’s algorithm (proof of Theorem 5.3).

We start the notebook by defining symbols for the two elements of the com-

putational basis, and the identity matrix:

In[1]:= s0 = {{1},{0}}

In[2]:= s1 = {{0},{1}}

In[3]:= I2 = IdentityMatrix[{2, 2}]

In[4]:= I4 = IdentityMatrix[{4, 4}]

Recall that, in the proofs of Theorems 5.2 and 5.3, the element |0∗〉 corre-

sponds to the starting state |+〉, while |1∗〉 is its orthogonal state within

span {|x0〉, |+〉}.

We can now define a symbol for the vector |x0〉, our target state:

In[5]:= x0 = 1/Sqrt[N] s0 + Sqrt[(N-1)/N] s1
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Moving on to the matrices, we need to define Π−x0 = 1 − |x0〉〈x0|, and

Grover’s operator G which, within this two-dimensional space, is simply a

rotation of the angle 2γ:

In[6]:= Pnx0 = Simplify[I2 - x0.Transpose[x0],

Element[N, PositiveIntegers]]

Out[6]= (
-1+N

N
-

√
-1+N

N

-

√
-1+N

N

1

N
)

In[7]:= γγγ = ArcSin[1/Sqrt[N]]

Out[7]= ArcSin[
1√
N
]

In[8]:= G = {{Cos[2γγγ], -Sin[2γγγ]}, {Sin[2γγγ], Cos[2γγγ]}}

Out[8]= (Cos[2 ArcSin[
1√
N
]] -Sin[2 ArcSin[

1√
N
]]

Sin[2 ArcSin[
1√
N
]] Cos[2 ArcSin[

1√
N
]])

The crucial part comes now: we need to define the positive maps in such a

way that Mathematica can invert them. Here the arguments of Section 2.1

come into play: we will construct the maps as 4× 4 matrices, and the den-

sity operators as 4-dimensional vectors. For this purpose, we will represent

everything with the basis

{|0〉〈0|, |0〉〈1|, |1〉〈0|, |1〉〈1|}

This basis will be particularly helpful for the trace computation as the ele-

ments of the diagonal of a density matrix are exactly the first and the last

entries of the corresponding vector representation. We define the CP maps

G and P−x0 as Mathematica functions:

In[9]:= Gmap = Function[ρρρ, G.ρρρ.ConjugateTranspose[G]]

In[10]:= Pmap = Function[ρρρ, Pnx0.ρρρ.ConjugateTranspose[Pnx0]]
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In order to derive the matrices, we need to apply the following formulas:

Gij = Tr(B†
i G(Bj)) (A.1)

Pij = Tr(B†
i P−x0(Bj)) (A.2)

where Bi is the i-th element of the basis we chose above. We define the array

of basis elements in Mathematica, and initialize two empty 4× 4 matrices:

In[11]:= Bs = { s0.Transpose[s0], s0.Transpose[s1],

s1.Transpose[s0], s1.Transpose[s1] }

In[12]:= Gmx = ConstantArray[0, {4, 4}]

In[13]:= Pmx = ConstantArray[0, {4, 4}]

We obtain the matrix representation of our maps by applying (A.1):

In[14]:= For[i = 1, i <= 4, i++, For[j = 1, j <= 4, j++, Gmx[[i,j]] =

FullSimplify[Tr[ConjugateTranspose[Bs[[i]]].Gmap[Bs[[j]]]],

Element[N, PositiveIntegers]]]]

In[15]:= For[i = 1, i <= 4, i++, For[j = 1, j <= 4, j++, Pmx[[i,j]] =

FullSimplify[Tr[ConjugateTranspose[Bs[[i]]].Pmap[Bs[[j]]]],

Element[N, PositiveIntegers]]]]

Now we have all we need to compute the hitting time formula. First, we

apply Lemma 4.11 in order to compute the matrix representation for Gσ
−x0

:

In[16]:= Bmx = FullSimplify[(I4 - (1 - p)Gmx)/p,

Element[N, PositiveIntegers]]

In[17]:= Gsmx = FullSimplify[Pmx.Gmx.Inverse[Bmx],

Element[N, PositiveIntegers]]

We can compute the vector representation of the matrix (I −Gσ
−x0

)(|0∗〉〈0∗|)

as follows:

In[18]:= ρρρ0=Transpose[{Flatten[s0.Transpose[s0]]}]

In[19]:= HittingState = FullSimplify[Inverse[I4 - Gsmx].ρρρ0,

Element[N, PositiveIntegers]]
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And the trace is taken as anticipated, by summing the first and last entry of

the vector representation:

In[20]:= FullSimplify[HittingState[[1]] + HittingState[[4]],

Element[N, PositiveIntegers]]

Out[20]= {16N + 16p - 20Np + N2p2

8N - 4Np
}

Notice that this is not the hitting time, but only the simplified expression

for Tr (I − Gσ
−x0

)(|0∗〉〈0∗|). The generalized hitting time for Grover’s algo-

rithm in this setting is given by multiplying this quantity by 1
p , which is the

expected number of steps before the first measurement occurs.

A.2 Hitting times on the cycle with Numpy

In this section we show how to compute the hitting time formula numeri-

cally using numpy, and we take the case of the quantum walk on the (even)

cycle as example (Section 4.2).

import numpy as np

import json

import matplotlib.pyplot as plt

N = 10 # cycle length is 2N

UP = 0

DOWN = 1

As in the previous section, the most challenging part is to represent quantum

channels in matrix form since we want to invert them. For this purpose, we

define some helper functions to handle basis elements.

# constructs the x-th standard basis element for a

# size-dimensional Hilbert space

def bsi(x, size):
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return (np.arange(size) == x).astype(int)

# constructs the element |x, d>, where x is the site of

# the cycle and d is the value of the coin register (0 or 1)

def bs(d, x, size):

return bsi(2*x + d, size)

# constructs the matrix |x, d><x, d|

def proj(d, x, size):

v = bs(d, x, size)

return np.outer(v, v)

Using the above functions to construct the basis states, we can use them to

construct the basis states for the Hilbert-Schmidt space.

# returns the x-th element of the Hilbert-Schmidt basis

def hsch_bs(x, size):

x1 = x % (size)

x2 = x // (size)

if x2 > size: raise ValueError

return np.asmatrix(np.outer(bsi(x1, size), bsi(x2, size)))

The following functions compute the matrix/vector representations of given

CP maps/density matrices, so that the Hilbert-Schmidt product 〈A, B〉 :=

Tr(A†B) then becomes a dot product. Here, the CP maps are passed as

python functions, taking a n × n density matrix as input and returning a

density matrix in output.

# returns the matrix representation of the function cpmap.

# This assumes the function to be linear.

def to_matrix(cpmap, size):

mxsize = size ** 2
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mx = np.zeros((mxsize, mxsize))

for i in range(mxsize):

for j in range(mxsize):

mx[i, j] = np.trace(hsch_bs(i, size).H @

cpmap(hsch_bs(j, size)))

return mx

# returns the vector representation of

# the size by size matrix given on input.

def to_vector(rho, size):

vecsize = size ** 2

vec = np.zeros((vecsize))

for i in range(vecsize):

vec[i] = np.trace(hsch_bs(i, size).H @ rho)

return vec

Lastly, we need a way to compute the trace of a matrix given its vector rep-

resentation. This is nicely achieved by doing a dot product with the vector

representation of the identity matrix. This because 〈1, A〉 = Tr(1† A) = Tr A.

# returns the vector representation of the identity.

# A Hilbert-Schmidt product with this vector

# yields the trace of the original matrix.

def trace_vector(size):

return to_vector(np.eye(size), size)

# returns the trace of the matrix, given its

# vector representation.

def vx_trace(vrho, size):

return np.dot(trace_vector(size), vrho)
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Now we have all the tools to compute the hitting time formula. We construct

the unitary U for the quantum walk on a cycle:

|x, ↑〉 7→ |x + 1, ↑〉+ |x− 1, ↓〉√
2

def up_shift(x):

return (bs(UP, (x+1)%(2*N), size=4*N) +

bs(DOWN, (x-1)%(2*N), size=4*N))/np.sqrt(2)

|x, ↑〉 7→ |x + 1, ↑〉 − |x− 1, ↓〉√
2

def down_shift(x):

return (bs(UP, (x+1)%(2*N), size=4*N) -

bs(DOWN, (x-1)%(2*N), size=4*N))/np.sqrt(2)

Here, we defined the indices of the columns of the matrix as follows: if the

state is |x, d〉, then the corresponding column is 2x + d, where d = 0 means

↑, and d = 1 means ↓. This can also be seen in the implementation of the

function bs(d, x, size).

U = np.zeros((4*N, 4*N))

for x in range(2*N):

U[:, 2*x + UP] = up_shift(x)

U[:, 2*x + DOWN] = down_shift(x)

Moreover, we need the projector Π−N = 1−ΠN,↑ −ΠN,↓:

P = np.eye(4*N) - proj(UP, N, size=4*N) - proj(DOWN, N, size=4*N)

We define the maps U (ρ) = UρU† and U−N(ρ) = Π−NUρU†Π−N , and we

compute their matrix representations using the functions we defined above.

U = np.asmatrix(U)

P = np.asmatrix(P)
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PU = P @ U

def Umap(rho):

return U @ rho @ U.H

def PUmap(rho):

return PU @ rho @ PU.H

Umx = to_matrix(Umap, size=4*N)

PUmx = to_matrix(PUmap, size=4*N)

Imx = np.eye((4*N) ** 2)

Now we can compute the formula: setting the starting state to |0, ↑〉〈0, ↓ |,

we first apply Lemma 4.11 in order to compute the matrix representation of

U σ
−N .

p = 1

cht = {}

starting_state = to_vector(proj(UP, 0, size=4*N), size=4*N)

while p <= 100:

PUsigmamx = p/100*PUmx @ np.linalg.inv(Imx - (1-p/100)*Umx)

cht[p] = vx_trace(np.linalg.inv(Imx - PUsigmamx)

@ starting_state, size=4*N)

p += 1

The computed hitting time with measurement probability p is stored in

cht[p].
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