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Journal Article

Author(s):
Luo, Jiawen; Marti, Philippe David; Jackson, Andrew

Publication date:
2022-05-25

Permanent link:
https://doi.org/10.3929/ethz-b-000548469

Rights / license:
Creative Commons Attribution 4.0 International

Originally published in:

Funding acknowledgement:
833848 - Unravelling Earth's magnetic history and processes UEMHP (EC)
ETH-11 17-2 - Developing the next generation of inviscid, inertialess dynamo models in spheres and spherical shells (ETHZ)
We investigate the normal modes of a rapidly rotating, electrically conducting, inviscid fluid sphere in the presence of a background magnetic field. Neglecting the fast modes that are essentially slightly modified inertial waves, we focus on the slower branch of modes traditionally called magneto–Coriolis (MC) modes. We focus on the magnetostrophic limit, an approximation that neglects the fluid inertia for these modes by setting the magnetic Rossby number $E_\eta$ equal to zero, converting the momentum equation from a prognostic to a diagnostic equation. In contrast to a local analysis and contrary to previous assertions, this inertialess-inviscid double limit is perfectly well behaved and shows that $E_\eta \to 0$ and $E_\eta = 0$ are essentially identical. With applied axisymmetric background fields, we find the modes are critically damped, with decay rates greater than or equal to the eigenfrequency, in contrast to the local theory. We find evidence for both eastward and westward propagating columnar modes, in contradiction of commonly perceived wisdom. The results bode well for numerical time integrations based on the magnetostrophic approximation, which is highly suited to the core of the Earth and holds the potential for more realistic solutions of the dynamo equations.

1. Introduction

Rapidly rotating, electrically conducting, fluid cores exist in the rocky planets, in gas giants and in stars. They are often the seat of processes leading to magnetic field generation (the dynamo process), taking place on time scales in excess of $10^5$ years. On shorter time scales, the systems can support different types of oscillations or normal modes.
Such modes have been observed in profusion in the non-magnetic contexts of oceans and atmospheres; in the magnetic context there is but one unequivocal observation of such a mode, namely in the core of the Earth by [1]. This observation is of a particular mode that is almost perfectly geostrophic (z-invariant, where $z$ is the axis of rotation) and zonal. The question remains open as to whether other modes are strongly excited in the Earth or in other planets and stellar interiors. To gain insight into the types of modes that may occur, and into their eigenfrequencies, it is typical to consider the behaviour of the system in the presence of a background magnetic field. The form of the magnetic field is generally unknown, so particular forms of field can be taken at will and subsequent behaviour deduced. This is precisely the approach adopted here. Of course, simplicity is paramount and thus we consider behaviour in the presence of applied axisymmetric fields. It is possible that behaviour could be different for more exotic background fields, but the calculations performed here, which can be carried out in exactly the Earth-like regime, would no longer be computationally tractable. A vast literature exists on the theory of modes starting with [2–5]; for a thorough review, we refer the reader to [6].

Our motivation for studying modes of these systems is not because of the interest in the modes per se; indeed, we consider it reasonably unlikely that specific eigenmodes can be excited such that they become the dominant feature of the physical system, particularly the Earth’s core. Our motivation is more general: the behaviour of normal modes can have severe repercussions for numerical time integrations of the governing equations, and it is our personal interest in the generation mechanism of the Earth’s dynamo that motivates us to clarify the normal modes of the system more thoroughly than has been done before.

Reviews of waves under the influence of rapid rotation and magnetic fields are given in [6,7]. Because the effect of dissipation is to cause wave decay, most analyses tend to favour the ideal or diffusionless limit, in which the effects of Ohmic decay (finite electrical conductivity) are discounted. In this paper, we defer from this approximation and take into account realistic diffusion, finding that it plays a pivotal role.

As is well known [8,9], an inviscid fluid subject to rapid rotation at angular velocity $\Omega$ can support normal modes termed inertial modes with time variation $e^{i\omega t}$, whose frequencies $\omega$ obey $|\omega| \leq 2\Omega$. We shall see that in the more general setting in which the fluid is electrically conducting and immersed in a background magnetic field, these modes endure essentially unaltered. The presence of such waves has huge repercussions for numerical integrations of the equations of rotating magnetohydrodynamics (MHD): such waves must be resolved by explicit schemes (overwhelmingly the most common time integration schemes), and thus impose prohibitively small time-step limits on the calculation. For example, consider a self-excited dynamo calculation whose aim is to demonstrate sustained magnetic field creation in a certain physical scenario over a few magnetic diffusion time scales. If time is measured in magnetic diffusion times $\tau = L^2/\eta$ where $\eta$ is the magnetic diffusivity and $L$ is a length scale of the system, the non-dimensional time scale of the fastest waves is $2\pi/(2\tau \Omega)$. Defining the magnetic Rossby number as

$$E_\eta = \frac{\eta}{2\Omega L^2},$$  \hspace{1cm} (1.1)$$
we see that the period of the inertial waves is $2\pi E_\eta$. In the Earth’s core $E_\eta \sim 10^{-9}$ and thus an immense number of time steps must be taken per diffusion time if one wishes to replicate the Earth’s true parameter regime. For this reason, simulations compromise quite strongly on their choice of control parameters, losing realism.

There are differences of opinion on the role of inertial waves in the geodynamo (as reviewed in [10]): some proponents claim that they are at the heart of the regeneration process [11–17], while we take an opposing view and developed this work in support of our dynamo calculations in which inertial waves play no part.

The idea of filtering inertial waves from the system has a long history. In a classic work, Taylor [18] realized that the smallness of the inertial and viscous terms in the equation of fluid motion could be used to advantage: when set to zero the fluid motion is governed by a diagnostic (rather than prognostic) equation and becomes a slave of the temperature field and magnetic field, both
of which are subject to time-evolution equations. In neglecting inertia \((\partial_t u)\), the equations of motion can no longer support the branch of waves that are very slightly modified inertial waves. Ignorance of kinematic viscosity \(\nu\) dispenses with the need to resolve the viscous boundary layer that can form adjacent to a solid interface with width \(\sqrt{E}\) where \(E\) is the Ekman number defined as
\[
E = \frac{\nu}{2\Omega L^2},
\]
with an exceedingly small value of \(10^{-15}\) in the Earth.

A serious blow was dealt to the idea by the well-known work of [19] who showed that in an infinite domain, by ignoring inertia and viscosity, small scale rapidly oscillating MHD waves develop and are expected to cause numerical instabilities. This analysis has been restated in several other works, for example [20–22], and has contributed to a community timidity towards this approximation. A recent discussion of this point can be found in [23]. For clarity of exposition, we repeat here the classic development that leads to conclusions that stem from a local analysis.

We consider a uniform background field \(B_0\) and quiescent \(U_0 = 0\) fluid in an infinite domain with the plane wave ansatz. For magnetic fields \(b\) and velocities \(u\)
\[
\begin{align*}
  b &= \tilde{b} e^{ik \cdot r + \tilde{\omega} t} \\
  u &= \tilde{u} e^{ik \cdot r + \tilde{\omega} t},
\end{align*}
\]
where \(\tilde{\omega}\) is the complex eigenfrequency, \(k\) is the wavenumber and \(r\) is the position vector. Substituting (1.3) into the linearized equations of motion and magnetic induction, to be discussed in §2, yields a dispersion relation
\[
- (E_\eta \tilde{\omega} + Ek^2)(\tilde{\omega} + k^2) - \omega_M^2 \pm i \omega_C (\tilde{\omega} + k^2) = 0,
\]
where \(k = |k|\) and
\[
\begin{align*}
  \omega_M &= k \cdot B_0 \\
  \omega_C &= \frac{(k \cdot \hat{z})}{k}.
\end{align*}
\]
The Ekman and magnetic Rossby numbers were introduced in (1.2) and (1.1), respectively. While recognizing that there is no clear length scale in an infinite medium, an arbitrary choice for \(L\) can be made such that \(E\) and \(E_\eta\) are Earth-like; the conclusions below hold nevertheless.

In the case of magnetostrophy, i.e. both \(E_\eta\) and \(E\) taken to be zero (note that now (1.4) is linear), we obtain
\[
\tilde{\omega} = \mp i \frac{\omega_M^2}{\omega_C} - k^2.
\]
Assume the angle between \(k\) and \(\hat{z}\) is \(\theta\), between \(k\) and \(B_0\) is \(\gamma\). Thus,
\[
\omega_C = \cos \theta \quad \text{and} \quad \omega_M = k|B_0| \cos \gamma.
\]
Then (1.6) can be rewritten as
\[
\omega = k^2 \left[ \mp i \frac{|B_0|^2 \cos^2 \gamma}{\cos \theta} - 1 \right],
\]
and we note that the waves are dispersive [2,3]. Suppose \(|B_0|\) is \(O(1)\) and \(B_0\) is not in alignment with \(\hat{z}\). When \(k\) approaches perpendicularity to \(\hat{z}\), \(\omega_C = \cos \theta\) tends to zero. Equation (1.8) indicates that such a mode can have a frequency much larger than its damping rate, despite the fact that both of them are proportional to \(k^2\). This observation leads to the conclusion that magnetostrophy in an unbounded domain results in an even stiffer system than before by neglecting viscosity and filtering out fast inertial waves [19].

One of the primary purposes of this paper is to show that the doom cast over the magnetostrophic approximation is unwarranted. We find that \(E_\eta \to 0\) is essentially equivalent to \(E_\eta = 0\); the latter has the tremendous advantage that there are no unwanted inertial waves in the system, untrue of the former. In comparison with the local analysis, not only do we not find modes whose decay rate is significantly small compared with its frequency, we also show that it
is the simplification of the local analysis that does not capture the true modes that exist in a closed spherical volume.

The Earth’s magnetic field is observed to have drifted in a westerly direction over the last few centuries, and this zeroth-order datum has been the motivation for numerous studies. Of major importance was the development of Hide [24] who showed that when a columnar ansatz (invariance of components of \( \mathbf{u} \) perpendicular to \( \mathbf{z} \)) is taken, it is expected that slow modes travel west and the fast branch travels east, clearly of relevance to the secular variation; the result has been reproduced many times e.g. [25, §8.09.2.2.2] or [26]. Hori and collaborators [27,28] studied the normal mode system in the ideal limit (\( \eta = 0 \)) but with finite \( E_\eta \) and found the dispersion relation for magnetic Rossby waves. Adopting a columnar ansatz for the flow, they reproduce the work of [24] in finding that the slow modes all propagate westwards. Through the explicitly soluble example of Malkus [29], this division of columnar Rossby wave propagation direction has reached the level of folk law. We show explicitly that this perceived wisdom is not secure and demonstrate both eastward and westward propagation directions.

We have mentioned the preponderance of studies that take the ideal limit; one must question this limit for a core such as that of the Earth, and indeed we find in a companion paper [30] that the presence of magnetic diffusion is essential for the existence of torsional modes in an axisymmetric background field. It is the purpose of the present paper to investigate modes whose periods may be (but are not necessarily) longer than those of the torsional oscillations (TOs), thus rendering the inclusion of diffusion of paramount importance. We remind the reader that diffusion of momentum (through viscosity) is neglected throughout our paper, as is befitting of a physical system with a small magnetic Prandtl number and with rapid rotation.

A notable exception to the diffusionless studies is that of Schmitt [31]. He quotes attenuation rates for a selection of MC modes, albeit calculated at the relatively high values of the Ekman number \( E \sim 10^{-4} \), with \( 0 \leq E_\eta \leq 10^{-3} \) so that often it is viscosity rather than magnetic diffusivity that is dominant, not really the scenario envisaged in the Earth. In [32], in another three-dimensional study, it was found that magnetic diffusion plays an important role when the Elsasser number \( \Lambda \ll 1 \) (i.e. magnetic forces are weak compared with Coriolis forces), when the normal modes become so-called quasi-free decay (QFD) modes. In the \( \Lambda \ll 1 \) limit, [32] found both eastward and westward propagating modes, but these modes are decaying rapidly such that the epithet ‘propagating’ is questionable.

The arrangement of the paper is as follows: in §2, we introduce the governing equations and discuss the magnetostrophic limit in a full sphere. The numerical methodology is described in §3. In §4, we re-study the Malkus background field, this time in the presence of magnetic diffusion; results for a series of three background fields are also reported. In the Discussion (§5), we report on several aspects of our results, including the appropriateness of the magnetostrophic limit and the propagation direction of columnar modes.

2. Governing equations

(a) Magnetohydrodynamic equations

The governing equations for the incompressible flow \( \mathbf{u} \) and magnetic field \( \mathbf{B} \) in a rapidly rotating sphere are given by

\[
\rho (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + 2 \mathbf{\Omega} \times \mathbf{u}) = -\nabla p + \frac{1}{\mu_0} (\nabla \times \mathbf{B}) \times \mathbf{B} + \rho \nu \nabla^2 \mathbf{u} \tag{2.1}
\]

and

\[
\partial_t \mathbf{B} = \nabla \times (\mathbf{u} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \tag{2.2}
\]

where \( \mathbf{\Omega} \) is the rotation rate pointing in the \( \hat{z} \) direction, \( \rho \) is the density, \( \mu_0 \) is magnetic permeability of free space and \( p \) is the pressure. \( \nu \) and \( \eta \) are the kinematic viscosity and magnetic diffusivity, respectively, both assumed to be constant in the whole sphere.
In this study, we consider linear perturbations of the system with respect to a background magnetic field $B_0$ and a zero background flow, i.e. $U_0 = 0$. We recognize that frequencies in particular can be altered by the presence of a thermal or magnetic wind leading to $U_0 \neq 0$ but neglect this complication. By taking the sphere radius $R$, $R^2/\eta$ and $(2\Omega\mu_0 \rho \eta)^{1/2}$ as units of the length, time and magnetic field, respectively, and linearizing (2.1) and (2.2), we obtain the linearized non-dimensional equations

$$E\eta \partial_t u + \hat{z} \times u = -\nabla p + \Lambda^{1/2}[ (\nabla \times b) \times B_0 + (\nabla \times B_0) \times b ] + E\nabla^2 u \tag{2.3}$$

and

$$\partial_t b = \Lambda^{1/2} \nabla \times (u \times B_0) + \nabla^2 b. \tag{2.4}$$

In the above equations, $u$ and $b$ are the non-dimensional perturbations of the flow and the magnetic field. Non-dimensional parameters are the Ekman, magnetic Rossby and Elsasser number, defined to be

$$E = \frac{\nu}{2\Omega R^2}, \quad E_\eta = \frac{\eta}{2\Omega R^2} \quad \text{and} \quad \Lambda = \frac{B^2}{2\Omega \mu_0 \rho \eta}, \tag{2.5}$$

in which $B$ is a typical strength of the background magnetic field. The Ekman number $E$ measures the relative strength between the viscous force and Coriolis force, and the magnetic Rossby number $E_\eta$ measures the ratio between the periods of inertial waves and the magnetic diffusion time scale. We have mentioned that these numbers are of $O(10^{-15})$ and $O(10^{-9})$ for the Earth. The Elsasser number $\Lambda$ determines the strength of the background magnetic field, and is estimated to be $O(1) \sim O(10)$ for the Earth.

The miniscule value of the Ekman number leads to the expectation that viscous dissipation plays an insignificant role in the geodynamo problem. More specifically, the small magnetic Prandtl number $Pm = E/E_\eta = \nu/\eta \sim O(10^{-6})$ suggests that magnetic diffusion is the dominant diffusive effect in the Earth’s core for similar length scales. This motivates our choice of the magnetic diffusion time $R^2/\eta$ as the time scale. We shall thus neglect $E\nabla^2 u$ in all the following eigenmode calculations.

(b) The magnetostrophic limit

Recalling that we take $E = 0$, J. B. Taylor [18] also considered setting the other small parameter $E_\eta$ to be zero at the same time and the resulting force balance was later termed as magnetostrophy by [33], with the generalization that a buoyancy force can also be present in the formulae. In our linearized, convection-free scenario, the magnetostrophic limit is described by

$$\hat{z} \times u = -\nabla p + \Lambda^{1/2}[ (\nabla \times b) \times B_0 + (\nabla \times B_0) \times b ]. \tag{2.6}$$

[18] proved that (2.6) has a unique solution for $u$ with non-penetration boundary conditions if and only if the Lorentz force $F_L$ satisfies a solvability condition, called Taylor’s constraint

$$\{ F_L \cdot \hat{\phi} \} = 0, \tag{2.7}$$

where $\hat{\phi}$ is the cylinder average over geostrophic cylinders $C(s)$ surrounding the rotation axis at cylindrical radius $s$. Magnetic fields satisfying this condition are called Taylor state magnetic fields. This condition is automatically satisfied for an axisymmetric background field $B_0$ and non-axisymmetric perturbations $b$. Thus (2.6) and (2.4) form a linear eigensystem for $b$ for azimuthal wavenumber $m \neq 0$ in the magnetostrophic limit. For $m = 0$, (2.7) is generally not satisfied and [18] realized that perturbations from a Taylor state field would be in the form of motions on geostrophic cylinders, named as TOs. Dissipative TOs have been treated in a preceding paper [30].
and the tangential direction by fully normalized complex spherical harmonics $Y_m$. For inviscid flows considered in this work, we use a non-penetration boundary condition for $u$.

$\omega$ is the oscillation frequency and $\tilde{\omega}$ which gives an approximation for the QG inertial modes' frequencies, parametrized by $k_s$; the Malkus field [29], allows analytical solution of the diffusion-less version of (2.3) and (2.4). The analytical solution for the fast and slow branches is presented in appendix A and (A 5) exactly gives the dispersion relation. By neglecting the inertial term, we essentially filter out the fast inertial branch with frequencies $\omega_i$. The slow branch of interest has frequency (A 7), which we here reprise

$$\omega \approx \frac{-2Am(m - \omega_i)}{\omega_i},$$

(2.9)

attention to which was drawn by [34]. Note that the inertial frequency $\omega_i$ tends to zero for increasingly complex modes. These inertial modes are known to have columnar structures, and are usually referred to as quasi-geostrophic (QG) inertial modes ([35]; [9]). Equation (4.5) of [35] gives an approximation for the QG inertial modes' frequencies, parametrized by $k_s$,

$$\omega_i(k_s) \approx \frac{-2}{m + 2} \left(1 + \frac{m(m + 2)}{k_s(2k_0 + 2m + 1)} - 1\right) \approx \frac{-m}{k_s(2k_0 + 2m + 1)},$$

(2.10)

in which $k_s$ can be understood as the wavenumber in the cylindrical radial direction. The second approximation in (2.10) assumes a large $k_s$. Estimation (2.10) and (2.9) lead to the frequency of the slow branch being $O(k_s^2)$. This seems to reinstate the conclusion of [19]. However, note that if magnetic dissipation is considered, the large $k_s$ modes are likely to be strongly damped by the dissipation at a rate of $O(k_s^2)$ too. This contrasts with the plane wave case, for which an infinite frequency is allowed with only a small dissipation rate. In §5, we will show that in a whole sphere, as a bounded domain, the singular behaviour of the plane wave case is not present due to the assistance of magnetic diffusion. Magnetic modes with high frequency tend to have decay rates comparable with or greater than their frequencies, at least when the background field is axisymmetric. We also find that taking $E_\eta \to 0$ is equivalent to setting $E_\eta = 0$ in terms of the slow MC modes.

3. Numerical methodology

(a) Construction of matrices

We decompose $u$ and $b$ into its toroidal and poloidal parts using their divergence-free properties

$$u = \nabla \times \nabla \times S_u(t, r, \theta, \phi) r + \nabla \times T_u(t, r, \theta, \phi) r$$

and

$$b = \nabla \times \nabla \times S_b(t, r, \theta, \phi) r + \nabla \times T_b(t, r, \theta, \phi) r.$$  

(3.1)

We work in both spherical polar $(r, \theta, \phi)$ and cylindrical $(s, \phi, z)$ coordinates. As in the preceding paper [30], equations (2.3) and (2.4) are reduced to scalar equations for the toroidal and poloidal scalars. We make the ansatz that $T_u, S_u, T_b$ and $S_b$ have time dependence in the form of $e^{i\omega \tilde{\omega} t}$, in which $\tilde{\omega}$ is the eigenvalue which can be decomposed as

$$\tilde{\omega} = -\sigma + i\omega.$$  

(3.2)

$\omega$ is the oscillation frequency and $\sigma$ is the decay rate. In our notation, for azimuthal wavenumber $m > 0, \omega > (\leq)0$ means westward (eastward) waves. As only axisymmetric $B_0$ is considered, the system becomes independent for each $m$. At a single $m$, these scalars are further expanded in the tangential direction by fully normalized complex spherical harmonics $Y^m_l(\theta, \phi)$ with order $l \leq L + m - 1$ and in radial direction by Jones–Worland (J-W) polynomials $W^m_l(r)$ [36–40] up to order $N$. The J-W basis function guarantees infinite differentiability of all the scalars and resolves the artificial singularity occurring at centre of the sphere in spherical coordinates [41]. For inviscid flows considered in this work, we use a non-penetration boundary condition for $u,$
i.e. \( u \cdot \hat{n} = 0 \), and an insulating condition for the magnetic field perturbation \( b \). The matrices are then constructed using the method described in [30]. For more technical details about the matrix construction and eigenvalue computation, we refer the reader to [30].

(b) Symmetry
First, since every background field considered is axisymmetric, there is no coupling between different azimuthal wavenumbers for eigenmodes of the system. Second, we consider the symmetry separation with respect to the equator, see [42] for more discussion on the symmetry property. We denote a vector or scalar field with symmetry QP/DP if it is symmetric/antisymmetric with respect to the equator. Equatorial parity of \( B_0 \) (if exists) defines independent symmetry groups of \( u \) and \( b \). A QP \( B_0 \) allows \( u \) and \( b \) to be both DP or QP, while a DP \( B_0 \) leads to \( u \) and \( b \) of opposite parities. To avoid confusion, we shall denote the symmetry group of the eigenmode \((u, b)\) according to that of \( b \). For example, in the case that \( B_0 \) is DP, \( u \) is DP and \( b \) is QP, we shall refer to it as the QP symmetry group.

4. Results
(a) Background fields
We consider the Malkus field (2.8) and additionally three other configurations of \( B_0 \), two of opposite equatorial parities, denoted by T1 and S1, and one of mixed equatorial parities, denoted by T1S1. All latter three satisfy the insulating boundary condition. T1 is an \( l = 1 \) toroidal field with the first simplest mode of a Galerkin expansion in \( r \)

\[
B_0 = \frac{3\sqrt{3}}{2} r(1 - r^2) \sin \theta \hat{\phi},
\]

thus it is of QP parity. S1 is the \( l = 1 \) poloidal field with the simplest radial mode

\[
B_0 = \frac{1}{10} \nabla \times \nabla \times r(5 - 3r^2) \cos \theta r
\]

\[
= \frac{1}{5} ((5 - 3r^2) \cos \theta \hat{r} + (-5 + 6r^2) \sin \theta \hat{\theta}).
\]

S1 is by definition of DP parity. These two simple fields are normalized such that \( \max |B_0| = 1 \) in the sphere. In terms of the energy \( \int_V B_0^2 d^3x \), these have values about 1.4 for T1 and 1.1 for S1. We also consider a mixture of these two modes, denoted by T1S1,

\[
B_0 = \frac{3}{8} \sqrt{\frac{105}{2\pi}} r(1 - r^2) \sin \theta \hat{\phi} + \frac{1}{4} \sqrt{\frac{7}{23}} \nabla \times \nabla \times r(5 - 3r^2) \cos \theta r.
\]

The ratio between the toroidal and poloidal components is chosen such that they contribute equally to the magnetic energy, and \( \int_V B_0^2 d^3x = 1 \) in total. We remark that all three background fields are Taylor states by symmetry [43], so the set-up is fully consistent in taking the magnetostrophic limit. The equatorial parity of T1 and S1 allows a separation of symmetry by the discussion in §3b, while eigenmodes of the mixed T1S1 configuration generally have components from both DP and QP parities. In the following, we first compute eigenvalues at low spatial resolutions with relatively large choices of \( E_\eta \), e.g. \( 10^{-4} \) and \( 10^{-6} \), and also \( E_\eta = 0 \) to illustrate the distribution of the normal mode eigenvalues. Subsequent computations of specific modes that occur in the discussion are all computed with \( E_\eta = 10^{-9} \) at a higher spatial resolution. We have set \( \Lambda = 1 \) for most of the calculations. To aid navigation through the various modes that we describe, we provide in table 1 an aide-mémoire with characteristics of the modes, where, for example T1-E1 is eigenmode E1 for field T1.
configuration (essentially an inertial mode) and the corresponding dissipative MC mode (labelled the ideal case for higher overtones. Damping of these modes is significant, while diffusion tends

list in table 2 the eigenfrequency columnar modes, which in the ideal case corresponds to the branch of QG inertial modes [9]. We

compare the effect of magnetic diffusion on the normal modes’ eigenvalues and structures. In the

insulating condition at $r_m = 1$, obviously, there has always been an inconsistency in the boundary conditions satisfied at $r = 1$ by the imposed background and the perturbation, but we can solve this problem nevertheless. We illustrate the effects of diffusion by focusing on the branch of almost columnar modes, which in the ideal case corresponds to the branch of QG inertial modes [9]. We list in table 2 the eigenfrequency $\omega_{\text{ideal}}$ of the ideal problem and $\tilde{\omega}$ of the diffusive problem for $m = 1, 3, k_\phi = 1, \ldots, 6$ in (2.10). The frequencies of the diffusive modes agree better with $\omega_{\text{ideal}}$ of the ideal case for higher overtones. Damping of these modes is significant, while diffusion tends to dramatically reduce the frequency of the fundamental mode.

Figure 1 shows a comparison between the normal mode for the canonical ideal Malkus configuration (essentially an inertial mode) and the corresponding dissipative MC mode (labelled M-E1) with insulating boundary condition. This mode corresponds to the sixth QG inertial mode at $m = 3$, with $\omega_i \approx -0.02564$. In the ideal case, the eigenfrequency is $\omega = 707.9$, $u$ and $b$ have

Table 1. Characteristics of the modes described. The eigenvalue is $\tilde{\omega}$, azimuthal wavenumber is $m$, kinetic to magnetic energy ratio is $E_k/E_m$, parity is that of the $b$ field. There is no parity for modes in the T1S1 background field. The asterisk signifies $\Lambda = 10$.

<table>
<thead>
<tr>
<th>mode</th>
<th>$m$</th>
<th>parity</th>
<th>$\tilde{\omega}$</th>
<th>$E_k/E_m$</th>
<th>characteristic</th>
<th>figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-E1</td>
<td>3</td>
<td>QP</td>
<td>$-633.1 + 733.0i$</td>
<td>$7.16 \times 10^{-5}$</td>
<td>columnar</td>
<td>1</td>
</tr>
<tr>
<td>T1-E1</td>
<td>1</td>
<td>DP</td>
<td>$-19.3 + 0.149i$</td>
<td>$8.25 \times 10^{-9}$</td>
<td>QFD</td>
<td>3a</td>
</tr>
<tr>
<td>T1-E2</td>
<td>3</td>
<td>QP</td>
<td>$-742.8 + 684.1i$</td>
<td>$7.85 \times 10^{-5}$</td>
<td>columnar</td>
<td>3b</td>
</tr>
<tr>
<td>T1-E3</td>
<td>1</td>
<td>QP</td>
<td>$-8.26 - 3.55i$</td>
<td>$1.89 \times 10^{-7}$</td>
<td>moderately columnar</td>
<td>10a</td>
</tr>
<tr>
<td>T1-E4</td>
<td>0</td>
<td>DP</td>
<td>$-\pi^2$</td>
<td>$4.45 \times 10^{-8}$</td>
<td>QFD*</td>
<td>15a</td>
</tr>
<tr>
<td>S1-E1</td>
<td>1</td>
<td>DP</td>
<td>$-201.9 - 106.1i$</td>
<td>$1.20 \times 10^{-7}$</td>
<td>field controlled</td>
<td>16a</td>
</tr>
<tr>
<td>S1-E2</td>
<td>1</td>
<td>DP</td>
<td>$-287.9 - 115.2i$</td>
<td>$1.94 \times 10^{-7}$</td>
<td>field controlled</td>
<td>16b</td>
</tr>
<tr>
<td>S1-E3</td>
<td>1</td>
<td>DP</td>
<td>$-293.1 + 119.8i$</td>
<td>$2.36 \times 10^{-6}$</td>
<td>moderately columnar</td>
<td>8</td>
</tr>
<tr>
<td>S1-E4</td>
<td>1</td>
<td>DP</td>
<td>$-115.3 - 3.88i$</td>
<td>$2.91 \times 10^{-7}$</td>
<td>moderately columnar</td>
<td>10b</td>
</tr>
<tr>
<td>S1-E5</td>
<td>0</td>
<td>DP</td>
<td>$-78.4 + 23.1i$</td>
<td>$4.85 \times 10^{-8}$</td>
<td>columnar in $u_\phi$</td>
<td>15b</td>
</tr>
<tr>
<td>T1S1-E1</td>
<td>5</td>
<td>—</td>
<td>$-2134 + 2555i$</td>
<td>$3.28 \times 10^{-4}$</td>
<td>columnar</td>
<td>6</td>
</tr>
</tbody>
</table>

(b) Malkus configuration

Table 2. Normal mode eigenvalues for the Malkus field. $\tilde{\omega}_{\text{ideal}} = 0 + i\omega_{\text{ideal}}$ is the eigenvalue for the ideal case; $\tilde{\omega}$ is the eigenvalue for the corresponding diffusive case. Computed at $E_k = 10^{-5}$, $\Lambda = 1$.

<table>
<thead>
<tr>
<th>$k_\phi$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\omega}_{\text{ideal}}$</td>
<td>$0 + 13.3i$</td>
<td>$0 + 31.3i$</td>
<td>$0 + 57.3i$</td>
<td>$0 + 91.3i$</td>
<td>$0 + 133.3i$</td>
<td>$0 + 183.3i$</td>
</tr>
<tr>
<td>$\tilde{\omega}$</td>
<td>$-10.3 + 1.6i$</td>
<td>$-37.9 + 15.2i$</td>
<td>$-93.5 + 35.7i$</td>
<td>$-166.8 + 73.4i$</td>
<td>$-262.6 + 120.3i$</td>
<td>$-379.1 + 181.2i$</td>
</tr>
<tr>
<td>$m = 3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\omega}_{\text{ideal}}$</td>
<td>$0 + 77.1i$</td>
<td>$0 + 155.6i$</td>
<td>$0 + 257.7i$</td>
<td>$0 + 383.8i$</td>
<td>$0 + 533.9i$</td>
<td>$0 + 707.9i$</td>
</tr>
<tr>
<td>$\tilde{\omega}$</td>
<td>$-43.3 + 4.5i$</td>
<td>$-112.5 + 94.9i$</td>
<td>$-205.6 + 204.2i$</td>
<td>$-323.3 + 346.4i$</td>
<td>$-465.8 + 522.6i$</td>
<td>$-633.1 + 733.0i$</td>
</tr>
</tbody>
</table>
Figure 1. (a) The sixth quasi-geostrophic inertial mode with $\omega_i = -0.02564$ at $m = 3$, correspondingly the ideal MC mode's frequency is $\omega_{\text{ideal}} = 707.9$ in the Malkus configuration; (b) the corresponding dissipative MC mode with insulating boundary condition, labelled M-E1, is computed at $E_\eta = 10^{-9}$ and $\Lambda = 1$. This mode has an eigenvalue $\tilde{\omega} = -633.1 + 733.0i$, with both $u$ and $b$ being QP. Field components are shown in cylindrical coordinates. Modes are computed at $N = 60, L = 120$. (Online version in colour.)

identical structures, thus only $u$ is shown (first row of figure 1). The effect of dissipation on $b$ is clearly seen in the last row of the plot, such that the columnar structure of $b$ is modified with respect to the boundary condition. One minor effect seen for $u$ is that its magnitude is actually much smaller at the equator due to the addition of dissipation and the insulating boundary condition, compared with the ideal case. This indicates that magnetic diffusion and the magnetic boundary condition might both play an important role for both the field and flow structures in the equatorial region if observed/inverted at the core-mantle-boundary, which the canonical ideal problem is unable to characterize. This mode can also be compared with the corresponding normal mode due the T1 toroidal background field in figure 3b. T1 consists of the same spherical harmonic as that of the Malkus field, but has a simple radial dependence that satisfies the insulating boundary condition, thus retains the consistency between $B_0$ and $b$. Note that the Malkus field (2.8) does not satisfy the insulating boundary conditions.

(c) T1 configuration

For the choice of a T1 background field, the perturbations $u$ and $b$ separate into independent symmetry groups such that they have the same equatorial parity. To illustrate the distribution of eigenvalues, we compute the whole eigen-spectrum at two resolutions, $N = L = 30$ and 40. By
Figure 2. Selected resolved eigenvalues of the T1 configuration. The decay rate $\sigma$ is plotted against the frequency $|\omega|$ on a log-log scale. Eastward propagating modes are plotted with circles; westward propagating ones are plotted with triangles. Modes for $E_\eta = 10^{-4}$ are plotted with solid grey symbols; modes for $E_\eta = 0$ are plotted as empty black symbols. Computed at $N = L = 40$. The branch of westward propagating columnar MC modes listed in table 4 are plotted in red crosses, computed at $E_\eta = 10^{-9}$, $\Lambda = 1$. (a) $m = 1$, DP; (b) $m = 1$, QP; (c) $m = 3$, DP; (d) $m = 3$, QP. (Online version in colour.)

Comparing the eigenvalues at two different resolutions, we select the ones that are most likely to be converged via the eigenvalue drift method described in §7.5 of [41]. The selected ones are shown by their absolute frequency $|\omega|$ and decay rate $\sigma$ in figure 2 for $m = 1$ and $m = 3$. For this case, $E_\eta = 10^{-4}$ suffices to show good separation between the magnetic branch and inertial branch, shown with solid grey symbols. The inertial branch has a cutoff frequency at $O(E_\eta^{-1}) = O(10^4)$. For comparison, normal modes in the magnetostrophic limit $E_\eta = 0$ have also been computed, shown as empty symbols, in which case only the magnetic branch is present. In the plot, eastward propagating modes ($\omega < 0$) are shown with circles, while westward propagating modes ($\omega > 0$) are plotted with triangles. For some simple MC modes, their independence on $E_\eta$ as $E_\eta \to 0$ (overlapping of solid and empty symbols) can readily be observed. We shall see in figures 4 and 5 that this trend becomes more obvious for background field S1 and T1S1 with $E_\eta = 10^{-6}$. All the MC modes are either over-damped ($\sigma \gg |\omega|$) or critically damped ($\sigma \sim |\omega|$). The least damped branch of modes are those slightly above the critical line of $\sigma = |\omega|$ in the QP parity, which we shall see is a branch of modes with columnar $u$. This would correspond to the slow branch to be found by any approximate theory using the columnar ansatz for $u$ [24,26,44–46]. Their frequencies and decay rates are consistent with the $O(k^2)$ estimation we have made previously. Eigenvalues of this branch are listed in table 4 for $E_\eta = 10^{-9}$ with higher spatial resolutions, and they are plotted...
Figure 3. Normal modes in the T1 configuration. (a) T1-E1. \( m = 1, \tilde{\omega} = -19.3 + 0.149i \). Both \( u \) and \( b \) are of DP parity. (b) T1-E2. \( m = 3, \tilde{\omega} = -742.8 + 684.1i \). Both \( u \) and \( b \) are of QP parity. Field components of T1-E2 are shown in cylindrical coordinates. Both modes are computed at \( N = 60, L = 120 \), with \( E_\eta = 10^{-3} \) and \( \Lambda = 1 \). (Online version in colour.)

As red crosses in figure 2. It is worth remarking that for T1 most of the magnetic modes at \( m = 1 \) are westward propagating with but a few exceptions; by contrast, \( m = 3 \) has roughly east/west equipartition. This has also been observed with the Malkus background field (2.8), but is not seen for S1 or T1S1.

Figure 3a,b shows two normal modes at \( m = 1 \) and \( m = 3 \) with opposite equatorial parities. The mode labelled T1-E1 shown in figure 3a, with \( \tilde{\omega} = -19.3 + 0.149i \), is found to be a QFD mode previously studied by [32]. The corresponding free decay mode is the slowest decaying toroidal field at \( m = l = 1 \) with an analytical decay rate of \( \sigma = 20.19 \), comparable with \( \sigma = 19.3 \) for T1-E1.
Table 3. Eigenvalues of the $m = 3$ modes T1-E2 (figure 3b) and $m = 1$ mode S1-E2 (figure 16b) with increasing resolution. The radial resolution is fixed to $N = L/2$. $E_\eta = 10^{-5}$ and $\Lambda = 1$. Note the westward (eastward) propagation direction for T1 (S1). The resolved digits are in bold.

<table>
<thead>
<tr>
<th>L</th>
<th>T1-E2</th>
<th>S1-E2</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>$-740.1384100 + 677.4217904i$</td>
<td>$-287.9429392 - 115.2082312i$</td>
</tr>
<tr>
<td>60</td>
<td>$-742.8497293 + 684.05114i$</td>
<td>$-287.9444544 - 115.2084350i$</td>
</tr>
<tr>
<td>80</td>
<td>$-742.7656700 + 684.1328102i$</td>
<td>$-287.9447672 - 115.2082567i$</td>
</tr>
<tr>
<td>100</td>
<td>$-742.7652150 + 684.1321693i$</td>
<td>$-287.94483298 - 115.2081568i$</td>
</tr>
<tr>
<td>120</td>
<td>$-742.7652176 + 684.132152i$</td>
<td>$-287.9448432 - 115.2081087i$</td>
</tr>
</tbody>
</table>

The difference between T1-E1 and the free decay mode is only 6% in terms of the magnetic energy. It is interesting to note that this mode is found outside the validity region $\Lambda \ll 1$ according to [32]. The mode labelled T1-E2 shown in figure 3b with $\tilde{\omega} = -742.8 + 684.1i$ is a columnar mode, for both $u$ and $b$. Convergence of its eigenvalue is verified in table 3 for increasing numerical resolutions. We remark that MC modes for the Malkus field and T1 field (with only a difference in the radial function) are quite similar in a general and qualitative sense. This similarity is largely seen for the T1-E2 mode: $u$ and $b$ have nearly identical structures in the bulk and are in phase with each other. This is consistent with the diffusionless analytical result for the Malkus field, see (A 2); note that $\omega > 0$, so that it propagates westwards. The mode is essentially critically damped ($|\sigma| \approx \omega$). Despite the overall similarity, differences clearly present in their normal mode structures and eigenvalues, for example by comparing figures 1 and 3b.

(d) S1 configuration

For the choice of S1 background field, the perturbations $u$ and $b$ separate into independent symmetry groups such that they have opposite equatorial parities. We compute all eigenvalues at two resolutions, $N = L = 30$ and 40, and selected ones (according to our criterion of §4c) are shown in figure 4. Due to a smaller $E_\eta = 10^{-6}$, the overlap between the MC modes at $E_\eta = 10^{-6}$ and those in the magnetostrophic limit of $E_\eta = 0$ is clearer compared with figure 2. Both eastward and westward propagating modes are found. However, in contrast to T1 (figure 2b,d) and T1S1 (figure 5), there does not exist an obvious branch of westward propagating MC modes with columnar $u$. Some columnar modes exist, but with only moderate columnarity, see §5a. Nevertheless, there exists branches of modes propagating along with the dipolar field lines and also transverse to them. S1-E1 and S1-E2 shown in appendix B are two examples of them. We refer to these modes as being field controlled, and discuss them in some detail in appendix B. The eigenvalue of S1-E2 is also verified in table 3.

(e) T1S1 configuration

For background field T1S1, normal modes have a mixture of both DP and QP parities. Figure 5 shows the eigenvalue distribution computed from low resolutions for $m = 1$ and $m = 5$ at $E_\eta = 10^{-6}$. By adding the toroidal component T1 to S1, we are able to find again the distinguished branch of columnar modes. Eigenvalues for $E_\eta = 10^{-9}$ are generally not shown, with the exception that those listed in table 4 (of columnar modes) are plotted with red crosses; these eigenvalues overlap almost perfectly with the $E_\eta = 0$ calculations (empty black triangles), while eigenvalues at $E_\eta = 10^{-6}$ (solid grey triangles) do not for higher overtones. These modes are located near the critical line of $\sigma = |\omega|$, and are all westward propagating. Figure 6 shows an example of such a mode at $m = 5$. Breaking of the equatorial parity is seen for $u$, and all components of $b$, and the azimuthal component dominates both fields. One can also observe the effects of magnetic diffusion, forming little patches at both ends of the distorted columnar structure of $b$. As $B_0$
Figure 4. Selected eigenvalues of S1 configuration. The decay rate $\sigma$ is plotted against the frequency $|\omega|$ on a log-log scale. Eastward propagating ones are plotted with circles; westward propagating ones are plotted with triangles. Modes for $E_n = 10^{-6}$ are plotted with solid grey symbols; modes for $E_n = 0$ are plotted as empty black symbols. Computed at $N = L = 40$. (a) $m = 1$, DP; (b) $m = 1$, QP; (c) $m = 3$, DP; (d) $m = 3$, QP.

Table 4. Eigenvalues of the branch of columnar modes in the T1 and T1S1 configurations. $k_i$ is an integer assigned to describe the complexity in $s$. Propagation is westwards in all cases.

<table>
<thead>
<tr>
<th>$k_i$</th>
<th>T1, $m = 1$</th>
<th>T1, $m = 3$</th>
<th>T1S1, $m = 1$</th>
<th>T1S1, $m = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$-47.7 + 29.6i$</td>
<td>$-140.3 + 93.6i$</td>
<td>$-44.8 + 11.3i$</td>
<td>$-195.0 + 83.6i$</td>
</tr>
<tr>
<td>4</td>
<td>$-118.6 + 78.6i$</td>
<td>$-298.4 + 239.7i$</td>
<td>$-103.7 + 37.7i$</td>
<td>$-369.8 + 228.9i$</td>
</tr>
<tr>
<td>5</td>
<td>$-217.8 + 150.8i$</td>
<td>$-499.1 + 437.3i$</td>
<td>$-178.6 + 82.6i$</td>
<td>$-586.9 + 427.1i$</td>
</tr>
<tr>
<td>6</td>
<td>$-345.7 + 245.4i$</td>
<td>$-742.8 + 684.1i$</td>
<td>$-294.4 + 185.8i$</td>
<td>$-846.0 + 685.6i$</td>
</tr>
<tr>
<td>7</td>
<td>$-502.1 + 362.6i$</td>
<td>$-1029.8 + 979.2i$</td>
<td>$-454.7 + 364.5i$</td>
<td>$-1142.4 + 1005.7i$</td>
</tr>
<tr>
<td>8</td>
<td>$-686.9 + 502.2i$</td>
<td>$-1360.2 + 1322.3i$</td>
<td>$-664.6 + 639.3i$</td>
<td>$-1455.2 + 1399.3i$</td>
</tr>
<tr>
<td>9</td>
<td>$-900.2 + 664.3i$</td>
<td>$-1734.1 + 1713.0i$</td>
<td>$-927.8 + 1034.6i$</td>
<td>$-1777.6 + 1907.7i$</td>
</tr>
<tr>
<td>10</td>
<td>$-1141.7 + 849.0i$</td>
<td>$-2151.3 + 2151.4i$</td>
<td>$-1250.9 + 1579.4i$</td>
<td>$-2134.0 + 2555.2i$</td>
</tr>
</tbody>
</table>

becomes more complicated, it is not straightforward to classify modes into clear branches as was done for S1. Nevertheless, we have seen some modes that are very similar to, for example, figure 16a.
Figure 5. Selected eigenvalues of the T1S1 configuration. The decay rate $\sigma$ is plotted against the frequency $|\omega|$ on a log-log scale. Eastward propagating ones are plotted with circles; westward propagating ones are plotted with triangles. Modes for $E_\eta = 10^{-6}$ are plotted with solid grey symbols; modes for $E_\eta = 0$ are plotted as empty black symbols. $E_\eta = 10^{-6}$ cases are computed at $N = L = 40$, $E_\eta = 0$ cases are computed at $N = 40$, $L = 80$. The branch of westward propagating columnar MC modes listed in table 4 are plotted as red crosses, computed at $E_\eta = 10^{-9}$, $\Lambda = 1$. (a) $m = 1$; (b) $m = 5$. (Online version in colour.)

5. Discussion

(a) Columnar magneto–Coriolis modes

We have remarked in §4 that, for T1 and T1S1, there exists a branch of columnar modes, with two examples of them given in figures 3b and 6. We identify normal modes from this branch for $E_\eta = 10^{-9}$, $\Lambda = 1$ and their eigenvalues are summarized in table 4. Eigenvalues of these modes are also marked as red crosses in figures 2 and 5. It is desirable to assign a single wavenumber $k_s$ in the cylindrical radial direction to each of these modes. However, in contrast to the ideal case, magnetic diffusion renders the eigenvalue complex together with complex eigenmodes. Assigning a single $k_s$ is not straightforward. As the system is linear, arbitrary phase factors can multiply an eigenmode, resulting in different views of the eigenmode. For example, consider the first mode of the T1, $m = 1$ case listed in table 4. Depending on the choice of the arbitrary phase factor, the real part of the cylindrical average of $u_\phi$, as a function of $s$, can have three or four roots for $s \in [0, 1]$. We choose to begin the count at $k_s = 3$ and every subsequent mode increases $k_s$ by one. Wavenumbers $k_s$ for the other three cases listed in table 4 are assigned in the same way. We find that columnar modes that should correspond to $k_s = 1$ or 2 (fewer roots, larger length scale) do not exist along the same branch, which can largely be seen from figures 2b,d and 5. The columnarity or westward propagation property of $k_s = 1$ and 2 modes may be lost because the modes are too simple or are mixed with other non-columnar modes. Magnetic dissipation may also contribute to shifting the eigenvalue and changing the structure of simple normal modes. This phenomenon could possibly be linked with the dramatic reduction of frequency of the fundamental columnar MC mode in table 2 of the Malkus field by introducing the magnetic diffusion. We plot in figure 7, the frequencies and decay rates of the columnar modes listed in table 4. For T1 (solid lines), values of $\omega/m$ nearly collapse for $m = 1$ and $m = 3$ with a scaling of $k_s^2$. By combining (2.9) and (2.10), one sees that this is consistent with the analytical diffusionless result of the Malkus field, providing more evidence of the similarity between the T1 and Malkus cases. For T1S1, the scalings for $m = 1$ and $m = 5$ are very different, and the $m = 1$ eigenfrequency has a clearly steeper scaling than $k_s^2$, indicating a different mechanism for the mode compared with the simple T1 case.
For S1, we are not able to find such a branch of nearly perfect columnar modes. Some exist, but do not form a branch such that modes continue to exist for higher wavenumbers. Empirically, this seems to be related to the lack of a $B_\phi$ component in the background field. In order to measure how columnar a flow $u$ is, we define a quantity $\chi(s)$, termed columnarity, as

$$\chi(s) = \sqrt{\frac{|u_s|^2 + |u_\phi|^2}{|u_s|^2 + |u_\phi|^2}}(s),$$

in which complex functions $u_s = u_s(s,z)$ and $u_\phi = u_\phi(s,z)$ are the cylindrical components of $u$ without the azimuthal dependence $e^{im\phi}$. $\{\}$ is the cylindrical average operator we have defined previously.

Besides the branch of columnar modes, there exist other normal modes with slightly weaker columnarity. Figure 8 shows such an example for S1 configuration with $\tilde{\omega} = -293.1 + 119.8i$ (labelled as S1-E3). It is obvious from the plot that both $u_\phi$ and $u_s$ are less columnar compared...
Figure 7. For the columnar modes of Table 4: (a) eigenfrequency $\omega/m$ plotted against $k_s$; (b) decay rate $\sigma$ plotted against $\sqrt{k_s^2 + m^2}$. T1 symmetry is solid, mixed symmetry T1S1 is dashed. (Online version in colour.)

Figure 8. Normal mode S1-E3. S1 configuration, $m = 1$, $\tilde{\omega} = -293.1 + 119.8i$. $u$ is QP and $b$ is DP. It is computed at $\eta = 10^{-9}$, $\Lambda = 1$, $L = 2N = 120$. (Online version in colour.)

with those in figure 3b and figure 6. Figure 9 plots $\chi(s)$ of the moderately columnar mode S1-E3 (blue line). As a comparison, $\chi(s)$ for the columnar modes in Table 4 with $m = 1$ are plotted with black dashed lines. The difference in columnarity is clearly seen. For convenience, in terms of terminology, we shall refer to a mode being columnar if $\chi(s) \geq 0.95$ for all $s$, and shall use the term moderately columnar for modes with $\chi(s)$ generally larger than 0.9 possibly with an exception in a small range of $s$, such as S1-E3. We find these moderately columnar MC modes to exist generally for different $B_0$, but it is hard to see them as a clear branch of modes. Moreover, compared with modes in the columnar branch, these moderately columnar ones generally have a larger
ratio of $|\sigma|/|\omega|$. Consequently, they are of less geophysical interest compared with the columnar branch.

(b) Propagation direction of columnar magneto–Coriolis modes

With the columnar ansatz for $u$, the result of [24] has been reproduced in many works, namely that the slow MC branch propagates westward and the fast inertial branch propagates eastward [26,27]. This also holds true for the diffusionless three-dimensional case with a Malkus background field. This can be verified by substituting (2.10) into (2.9). However, no proof exists that excludes the existence of eastward propagating MC modes with columnar $u$ for the three-dimensional case with magnetic diffusion and a general $B_0$. In fact, [32] has shown in a sphere (technically a spherical shell with an inner core of radius 0.35) that eastward propagating columnar MC modes can exist in the form of quasi-free decay modes, in the regime of $\Lambda \ll 1$. However, the nature of such modes is that of almost pure decay, thus it is questionable if these modes generally exist for $\Lambda \geq O(1)$. For $\Lambda = 1$, we are able to find some eastward propagating MC modes with (moderately) columnar $u$ for all three configurations of $B_0$. Figure 10a,b shows two such examples for T1 and S1, labelled as T1-E3 and S1-E4, respectively. It is interesting to remark that the T1-E3 mode in figure 10a is significant in that it happens to have the smallest absolute decay rate in figure 2b. One may regard this mode as a continuation of the branch of westward propagating columnar modes marked by red crosses. The columnarity $\chi(s)$ of T1-E3 and S1-E4 are plotted as the red and yellow lines, respectively, in figure 9. Compared with the westward propagating columnar modes of table 4, the eastward propagating ones are generally less columnar, which is seen from figure 9. We found these modes to exist regardless of the choice of background magnetic field. Frequencies of these eastward propagating columnar modes, being mostly at $O(1)$, are often small in comparison with their decay rates. Thus the existence of this type of mode relies heavily on the effect of the magnetic diffusion. Eastward propagating structures have been observed in the numerical simulations of [28]. It remains to be seen if there is any correspondence between their observation and the modes presented here. The phase speeds of the modes found here are too small to account for the observations in their numerical simulation.

![Figure 9. $\chi(s)$ for S1-E3 of figure 8 (blue), T1-E3 of figure 10a (red) and S1-E4 of figure 10b (yellow). $\chi(s)$ for $m = 1$ columnar modes in table 4 are plotted as black dashed lines for comparison. (Online version in colour.)](image-url)
Figure 10. Two examples of eastward propagating MC modes for T1 and S1 configurations. Field components are shown in cylindrical coordinates. (a) Eastward propagating normal mode T1-E3. T1 configuration, \(m = 1\), \(\tilde{\omega} = -8.26 - 3.55i\). Both \(u\) and \(b\) are QP. (b) Eastward propagating normal mode S1-E4. S1 configuration, \(m = 1\), \(\tilde{\omega} = -115.3 - 3.88i\). \(u\) is QP and \(b\) is DP. Both modes are computed at \(E_\eta = 10^{-9}\), \(\Lambda = 1\), \(L = 2N = 120\). (Online version in colour.)

(c) The magnetostrophic limit

As largely seen in the eigenvalue plots figures 2, 4 and 5, by taking \(E_\eta \to 0\), eigenvalues of the MC modes tend to closely agree with the eigenvalue obtained in the singular limit of \(E_\eta = 0\). To illustrate the dependence on \(E_\eta\), we take the mode T1-E2 shown in figure 3b as an example, and compute its eigenvalue as a function of \(E_\eta\), shown in figure 11. The frequency \(\omega\) converges to its asymptotic value faster than does the decay rate \(\sigma\). For modes with large or moderate spatial scales, the Earth-like value of \(E_\eta = 10^{-9}\) is certainly in the asymptotic regime of magnetostrophy.
Figure 11. Frequency $\omega$ (triangles, black dashed line) and decay rate $\sigma$ (squares, black dotted line) as a function of $E_\eta$ for mode T1-E2 shown in figure 3b. The asymptotic case of $E_\eta = 0$ is shown in the red dashed line and dotted line for $\omega$ and $\sigma$, respectively. (Online version in colour.)

(d) Energy partitioning

In table 1, we have listed the ratio between kinetic and magnetic energies (as defined in equation (A 8)) for modes presented herein. These are all computed at $E_\eta = 10^{-9}$ and $\Lambda = 1$, except for mode T1-E4 being at $\Lambda = 10$. For the plane wave solution in an infinite space discussed in the Introduction, the ratio between kinetic and magnetic energy is given by

$$\frac{E_k}{E_m} = \frac{c}{\omega_C^2}.$$  \hfill (5.2)

This is qualitatively consistent with those listed in table 1. Modes of more complex structures (larger $k$) or with columnar $u$ (smaller $\omega_C$) tend to have a larger proportion of kinetic energy. Among them, the most small-scale columnar mode T1S1-E1 has the highest $E_k/E_m$, but is still only at the order of $O(10^{-4})$. Our calculation shows that, as expected, MC modes of moderate complexity have dominant magnetic energy at Earth-like parameters.

(e) Dependence on $\Lambda$

The Elsasser number $\Lambda$ for the Earth is estimated to be $O(1) \sim O(10)$. In this section, we investigate the MC modes’ dependence on the Elsasser number. Figure 12 shows the frequency and decay rate of two of the simplest modes ($k = 3$) of table 4, namely of T1, $m = 3$ and T1S1, $m = 5$ for $\Lambda \in [0.1, 10]$. Both $\omega$ and $\sigma$ increase with $\Lambda$. The diffusionless analytical result (A 7) for the Malkus field shows that $\omega$ has a linear dependence on $\Lambda$. However, figure 12 indicates that $\omega$’s dependence on $\Lambda$ for a more realistic set-up is sublinear in $\Lambda$. As $\Lambda$ is increased, the normal mode structure also changes. Figure 13 shows the components of $u$ for $\Lambda = 1, 10$ of the two modes considered. A stronger Lorentz force as a result of larger $\Lambda$ renders the effect of rotation weaker, thus the columnar structure of $u$ is gradually lost as $\Lambda$ increases. However, the columnar structure of $u$ remains localized to the equatorial region, which is likely to be due to the fact that $B_0$ is weak at the equator.
Figure 12. Elsasser number $\Lambda$ dependence of the $k_z = 3$ mode in table 4 for T1, $m = 3$ (blue circles) and T1S1, $m = 5$ (green diamonds). Frequencies $\omega$ (dashed lines) are shown on the left axis, and decay rates (solid lines) are shown on the right axis. The red dotted line shows a scaling proportional to $\Lambda$ for comparison. More eigenmodes for the T1S1 case are evaluated to avoid jumping into other eigenmodes while varying $\Lambda$. (Online version in colour.)

(f) Dissipation of MC modes

For diffusive TOs in an axisymmetric background field, it has been seen that the magnetic dissipation either occurs near the axis or at the equatorial region [30], depending on the Alfvén velocity profile and the normal mode’s frequency $\omega$. We plot $|\nabla \times b|$ for two examples of columnar MC modes from T1 and T1S1 in figure 14. The T1 example exhibits mainly internal dissipation, while dissipation for the T1S1 example is mainly located at the middle latitude spherical boundary. This is largely seen in figure 6 for a similar mode of T1S1 at $k_z = 10$, where little structures in $b$’s components are formed in order to satisfy the insulating boundary condition. The strongest dissipation is within the magnetic boundary layer. Canet et al. [26] have reported the comparison between the oscillation period $T_{MC} = 2\pi/|\omega|$ and decay time $T_{\text{decay}} = 2\pi/\sigma$. They have found for $\Lambda = 5$ (using our $\Lambda$ definition of equation (2.5)) that the Malkus field gives $T_{MC} < T_{\text{decay}}$, while a general background field gives $T_{MC} > T_{\text{decay}}$. This is not seen for our analogy T1 of the Malkus field: at $\Lambda = 10$, $T_{MC} \approx T_{\text{decay}}$. This is probably due to their use of a two-dimensional potential formulation of the magnetic field. We remark that the magnetic field $b$ corresponding to $u$ in figure 13 is not columnar, thus the $z$-invariant $A$-formulation for $b$ (as used by [26]) is not valid, and additional diffusion needs to be taken into account due to $z$-derivatives of $b$. For our more general background field T1S1, $T_{\text{decay}}$ is slightly shorter than $T_{MC}$ for the fundamental ($k_z = 3$) mode, but table 4 shows that $T_{MC} < T_{\text{decay}}$ for higher overtones even at $\Lambda = 1$.

(g) Damping of fast modes

Although the focus of our study is the slow modes, we remark on the difference in damping rate of the fast modes between the two field configurations T1 and S1. Our modes are entirely damped magnetically and it is likely for modes containing large kinetic energy that it is the (omitted) viscous damping that is paramount for $\Lambda \ll 1$, particularly if a non-slip condition were to be adopted (see [32]). However, we note from figures 2 and 4 that the decay rates from Ohmic
Figure 13. Comparison of T1 and T1S1 results at different Elsasser numbers. Field components of $\mathbf{u}$ are shown in cylindrical coordinates. Modes are computed at $2N = L = 220$. (a) T1 configuration, $m = 3$, $k_s = 3$, $\Lambda = 1$ (top row) and $\Lambda = 10$ (bottom row). (b) T1S1 configuration, $m = 5$, $k_s = 3$, $\Lambda = 1$ (top row) and $\Lambda = 10$ (bottom row). (Online version in colour.)
damping are generally larger for the S1 configuration than for T1, being almost 100 times larger for S1 compared with T1. These overall values are small compared with the modes’ frequencies and the modes still have high quality factors.

The effect of the magnetic field on these modes has been the subject of several recent studies. Focusing on the spin-over node, [47] find that for $\Lambda \geq 1$ and low $Pm$, Ohmic and viscous dissipation contribute nearly equally to the decay rate when the imposed field is uniform and the fluid is contained in a Earth-like shell with rigid boundary conditions. Working with stress-free boundary conditions in a spherical shell, [48] found that Ohmic dissipation was the predominant mechanism when $Pm = 10^{-6}$ as in the Earth, $\Lambda \geq 10^{-1}$ and the Ekman number $E$ was $10^{-9}$. They demonstrated that the Ohmic dissipation, which can be more than three orders of magnitude greater than the viscous dissipation, becomes largely independent of $\Lambda$.

(h) Axisymmetric magneto–Coriolis modes

Besides non-axisymmetric MC modes, we also find axisymmetric MC normal modes. We show two such examples for T1 and S1 in figure 15. The T1-E4 mode computed at $\Lambda = 10$, shown in figure 15a, has a purely real eigenvalue and its decay rate is identical to the least free-decay rate $\pi^2$ of the magnetic field, up to numerical precision. However, the magnetic perturbation $b$ is not identical to the corresponding dipolar free-decay eigenmode with the same decay rate. The toroidal component constitutes about 20% of the total magnetic energy. Existence of such a purely decaying mode is likely to be due to the axisymmetric toroidal background field of T1, with which the induction term $\nabla \times (u \times B_0)$ contributes only to changes of the toroidal magnetic field at $m = 0$. Consequently, poloidal $b$ is subject to pure decay. For the S1 configuration, magnetic induction contributes to both toroidal and poloidal components of $b$, and thus the S1-E5 mode, shown in figure 15b, is of complex eigenvalue. In this example, $b$ is DP and $u$ is QP. An interesting aspect of this mode is that $u_\phi$ is nearly geostrophic, while $u_s$ is not. Components of $b$ are similar to the typical field controlled modes found in non-axisymmetry.

6. Summary and conclusion

Here, we summarize the most important conclusions, which we believe are amply substantiated by the foregoing calculations. Paramount to our calculations is the use of an extremely accurate
Figure 15. Two examples of axisymmetric MC modes for T1 and S1 configurations. (a) T1-E4. T1 configuration, \( m = 0, \tilde{\omega} = -\pi^2 \). Both \( u \) and \( b \) are DP. (b) S1-E5. S1 configuration, \( m = 0, \tilde{\omega} = -78.4 + 23.1i \). \( u \) is QP and \( b \) is DP. Fields components of S1-E5 are shown in cylindrical coordinates. Both modes are computed at \( E_\eta = 10^{-9}, \Lambda = 10, L = 2N = 120 \). (Online version in colour.)

spectral method that gracefully handles all coordinate singularities present in a whole sphere geometry.

The magnetostrophic limit is in our opinion entirely respectable as we find \( E_\eta \to 0 \) and \( E_\eta = 0 \) are indistinguishable. Note that the former still allows the existence of fast modes, while the latter does not.

We find the pessimistic view of [19] to be unwarranted, as in a closed volume, there are no modes equivalent to the plane waves with wave vector perpendicular to \( \hat{z} \). The most dangerous modes are the quasi-geostrophic modes with small frequency (the numerator in the slow mode
dispersion relation), but those frequencies are finite and cannot vanish. Under the assumption of an axisymmetric background field, all modes are critically damped or overdamped. Thus, unlike the plane wave case, there are no occurrences of modes with large frequency and small decay rate.

We give evidence that the paradigm of westward propagation of columnar modes does not seem to be universal, and that eastward modes can also exist. Diffusion probably plays a role in facilitating this effect.

Our interest lies in computations of the geodynamo in the magnetostrophic regime, and it was with this goal that we developed the supporting results exposed here. A few provisos are in order, not least what the effects of non-zero background flows would be, and whether the results endure in the presence of non-axisymmetric background fields and the presence of an inner core.
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Appendix A. The Malkus field

In this appendix, we treat the ideal diffusionless case where \( \nabla^2 b \) is neglected. When \( B_0 \) is taken as the Malkus field (2.8), an analytical solution to the diffusionless version of (2.3) and (2.4) can be obtained. With the ansatz

\[
 u = \tilde{u} e^{i m \phi + i \omega t} \quad \text{and} \quad b = \tilde{b} e^{i m \phi + i \omega t},
\]

(A1)

the normal mode problem was shown to be reducible to the pure inertial wave problem [8,9], with both \( \tilde{u} \) and \( \tilde{b} \) being inertial modes in the sphere related by

\[
 \tilde{b} = \frac{m}{\omega} \tilde{u}.
\]

(A2)

The canonical ideal problem is solved subject to \( u_r = b_r = 0 \) at \( r = 1 \).

The frequency \( \omega \) is determined through a quadratic equation

\[
 E \eta \omega^2 - \frac{1}{2} \omega_i \omega - Am(m - \omega_i) = 0,
\]

(A3)

in which \( \omega_i \) (\(-2 < \omega_i < 2\)) is the inertial wave frequency defined by the following eigenvalue problem with non-penetration boundary condition (with time in units of \( \Omega^{-1} \)).

\[
 i \omega_i \tilde{u} + 2 \hat{z} \times \tilde{u} + \nabla p = 0.
\]

(A4)

Equation (A3) admits two solutions

\[
 \omega = \frac{1}{4} E^{-1} \omega_i \left( 1 \pm \sqrt{1 + \frac{16 E \eta Am(m - \omega_i)}{\omega_i^2}} \right),
\]

(A5)
Figure 16. Normal modes in the S1 configuration. (a) S1-E1. \( m = 1, \tilde{\omega} = -201.9 - 106.1i \). \( u \) is QP, \( b \) is DP. (b) S1-E2. \( m = 1, \tilde{\omega} = -287.9 - 115.2i \). \( u \) is QP, \( b \) is DP. Both modes are computed at \( N = 60, L = 120 \), with \( E_\eta = 10^{-9} \) and \( \Lambda = 1 \). (Online version in colour.)

Since the geophysically relevant regime is such that the magnetic Rossby number \( E_\eta \) is extremely small, two distinct branches emerge, namely a fast inertial-like branch

\[
\omega \approx \frac{1}{2} E_\eta^{-1} \omega_i, \tag{A6}
\]

and a slow magnetic-like branch

\[
\omega \approx -\frac{2\Lambda m(m - \omega_i)}{\omega_i}. \tag{A7}
\]
Figure 16. (a) Frequency $\omega$ against decay rates $\sigma$ for normal modes of $1 \leq q \leq 3$ and $1 \leq p \leq 6$ at $m = 1$ of S1 configuration. (b) Decay rate $\sigma$ plotted against wavenumber $k = \sqrt{p^2 + q^2 + m^2}$. The dashed line proportional to $k^2$ is shown for reference. (Online version in colour.)

The $\frac{1}{2}$ factor in (A 6) is due to our non-dimensionalization as the Coriolis term now is expressed as $\hat{z} \times \hat{u}$ instead of $2 \hat{z} \times \hat{u}$ used for $\omega_i$. Note that the inertial branch has frequencies at $O(E^{-1})$ while those of the magnetic-like branch are generally at $O(1)$ or larger. Thus they are separated from each other in the eigen-spectrum of the system when $E_\eta$ is small. Note that (A 6) and (A 7) are valid only under the assumption $16E_\eta \Lambda m(m - \omega_i) \ll \omega_i^2$.

The kinetic to magnetic energy ratio can be deduced using the relation (A 2)

$$\frac{E_{\text{kin}}}{E_{\text{mag}}} = \frac{\hat{n}^2}{\hat{b}^2} E_\eta \frac{\omega^2}{m^2}. \quad (A 8)$$

Approximations (A 6) and (A 7) for $\omega$ show that, for $\omega_i \sim O(1)$, the inertial branch carries kinetic energy, while the magnetic branch is dominated by magnetic energy. When $\omega_i^2 \approx 16E_\eta \Lambda m^2$ (e.g. $\omega_i$ is $O(E_\eta^{1/2})$ for small $m$), (A 6) and (A 7) are no longer valid approximations of (A 5). These modes are in a regime where there is no clear separation between the ‘fast’ and ‘slow’ (though their signs are opposite for the Malkus case), and have roughly an equipartition between kinetic and magnetic energies. The analogy of this in Cartesian coordinates has been initially discussed by [2], and more recently by [49,50], which they named as inertial-Alfvén waves.

**Appendix B. Field controlled magneto–Coriolis modes in background field S1**

We focus on the symmetry group in which $b$ is DP and $u$ is QP (thus labelled DP). The simple dipolar background field S1 allows interesting normal mode structures. The field lines of S1 field permit waves propagating along with them and also transverse to them. Let $p$ be the wavenumber along $B_0$ and $q$ be wavenumber of a direction transverse to $B_0$ in the meridional plane. It is then convenient to define the total wavenumber as

$$k = \sqrt{p^2 + q^2 + m^2}. \quad (B 1)$$

Figure 16a,b is two examples of such normal modes with $p = 3, q = 1$ and $p = 3, q = 2$, respectively (we choose to determine $p$ and $q$ mainly according to the $b_\phi$ component, and note that we start from one for $q$). We are able to identify such modes for $1 \leq q \leq 3$ and $1 \leq p \leq 6$ at $m = 1$; they travel eastward in the azimuthal direction. Similar branches can also be identified for $m = 3$. Although westward travelling modes with similar structures can be found, they do not seem to form complete branches ranging from small $p$ to large $p$. Frequencies and decay rates of these modes
at $m = 1$ are shown in figure 17a. Their decay rates follow the estimate of a scaling proportional to $k^2$.
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