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A B S T R A C T

An artificial synaptic element consisting of a three terminal Ferroelectric
Field-Effect Transistor (FeFET) with an oxide channel is presented in this
thesis. Bio-inspired computing emerged as the forefront technology to har-
ness the growing amount of data generated in an increasingly connected
society. Dedicated hardware solutions are required to leverage its full po-
tential, especially regarding power consumption and parallelism by co-
locating memory and computing. A common denominator among most
proposed neuromorphic computing architectures is a neural network con-
sisting of neurons and synapses. In the analog domain, the state of a
synapse is emulated by a programmable and persistent electrical conduc-
tance, for which multiple physical effects can be exploited. Among them,
the ferroelectric effect promises a low power operation and high endurance
due to the electrostatic nature of the polarisation switching.

In the first part of this thesis, the process development for the ma-
terials is reviewed. A Back-End-Of-Line (BEOL) compatible crystallisa-
tion of HfZrO4 (HZO), a CMOS friendly and scalable material, in the
metastable ferroelectric phase is demonstrated by a millisecond flash lamp
anneal. Also, the effect of the electrodes and film thickness is studied. It
is found that TiN and WOx electrodes both support the stabilisation of
the metastable ferroelectric phase and that the ferroelectricity vanishes for
very thin HZO. Furthermore, the development of a semiconducting WOx
channel is presented, including the effect of the deposition method and
processing conditions on its electrical properties.

In the second part of the manuscript, the developed materials are com-
bined in a FeFET device: a simple gate-first device layout is designed and
then used to establish a direct link between the ferroelectric polarisation
and the channel conductance. The fine-grained domain structure of HZO
is used to demonstrate a programmable and persistent multi-state conduc-
tance. Moreover, the FeFETs display a good linearity and symmetry, a low
cycle-to-cycle noise, fast programming speed, and low write energy. The
device area, dynamic range, endurance, and large device-to-device vari-
ability call for additional improvement.

In the last part, the process is further developed with the objective of de-
creasing the device area, reducing the device-to-device variability, and in-
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creasing the dynamic range and endurance. An important change to allow
for such improvements is the growth of WOx by atomic layer deposition
instead of sputtering. In addition, a more complex design enables the inte-
gration in cross bar arrays. The result is a sub-µm size artificial synaptic el-
ement with a quasi-continuous resistance tuning and a fine-grained weight
update. Moreover, the change of conductance appears over two timescales.
It is found that a fast, saturating ferroelectric effect and a slow, less satu-
rating ionic drift and diffusion process are responsible for the multitime
scale behaviour. The FeFET exhibits an excellent endurance and ferroelec-
tric retention thanks to the good interface between the ferroelectric and the
oxide channel. Its reduced footprint is an important step towards dense in-
tegration. Also, it is found that as a consequence of the two physical effects
leading to different timescales, the symmetry and linearity of the device de-
teriorate. Taking all these characteristics into account, the performance of
the FeFET is assessed by simulating the classification of the MNIST dataset,
resulting in an excellent accuracy of 88 % accuracy, making it well suited
for neuromorphic and cognitive computing.
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Z U S A M M E N FA S S U N G

In dieser Arbeit wird ein ferroelektrischen Feldeffekttransistor (FeFET) mit
einem Oxidkanal als künstliches synaptisches Gewicht vorgestellt. Bioin-
spiriertes Rechnen hat sich zur führenden Technologie entwickelt, um die
wachsende und in einer zunehmend vernetzten Gesellschaft erzeugte Da-
tenmenge zu verarbeiten. Um das volle Potenzial auszuschöpfen sind je-
doch spezielle Hardwarelösungen erforderlich: insbesondere im Hinblick
auf den Stromverbrauch und die Parallelität sind Lösungsansätze die Spei-
cher und Rechnungsleistung örtlich kombinieren, vielversprechend. Ein
gemeinsamer Nenner der meisten vorgeschlagenen neuromorphen Para-
digmen ist das neuronale Netz, welches aus Neuronen und Synapsen be-
steht. Der Zustand einer Synapse wird im analogen Bereich durch ein
Bauteil mit einem programmierbaren und nichtflüchtigen elektrischen Leit-
wert nachgebildet, wofür mehrere physikalische Effekte verwendet werden
können. Unter denen ist der ferroelektrische Effekt vielversprechend da
die elektrostatische Natur des ferroelektrischen Effekts eine stromsparen-
de Polarisationsumschaltung und eine hohe Lebensdauer bietet.

Im ersten Teil wird die Prozessentwicklung für die verwendeten Materia-
lien besprochen. Eine Back-End-Of-Line (BEOL) kompatible Kristallisation
von HfZrO4 (HZO), einem CMOS-freundlichen und skalierbaren Materi-
al, in der metastabilen ferroelektrischen Phase, wird durch eine pulsierte
Erhitzung im Millisekundenbereich demonstriert. Zusätzlich werden die
Auswirkungen der Elektroden und der Schichtdicke untersucht: Sowohl
TiN als auch WOx Elektroden unterstützen die Stabilisierung der meta-
stabilen ferroelektrischen Phase und bei sehr dünnem HZO verschwindet
die Ferroelektrizität. Außerdem wird die Prozessentwicklung eines halblei-
tenden WOx-Kanals vorgestellt, einschließlich der Auswirkungen der Ab-
scheidungsmethode und der Prozessbedingungen auf seine elektrischen
Eigenschaften.

In einem zweiten Teil werden die entwickelten Materialien in einem
FeFET-Bauelement kombiniert: Ein einfacher gate-first Herstellungspro-
zess wird entworfen und FeFET Bauelemente realisiert, um eine direkte
Verbindung zwischen der ferroelektrischen Polarisation und der Leitfähig-
keit des Kanals herzustellen. Die feingliedrige Domänenstruktur von HZO
wird verwendet, um eine in mehrere Zustände programmierbare und
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nichtflüchtige Leitfähigkeit zu demonstrieren. Außerdem weisen die Fe-
FETs eine gute Linearität und Symmetrie, eine geringe Zyklus-zu-Zyklus-
Variation, eine schnelle Programmierung und eine niedrige Schreibener-
gie auf. Die Bauteilfläche, das Leitfähigkeitsfenster, die Ausdauer und die
große Variation unter Bauelementen erfordern jedoch noch Verbesserun-
gen.

Im letzten Teil wird das Verfahren weiterentwickelt, mit dem Ziel die
Bauteilfläche und die Variation unter den Bauelementen zu verringern, so-
wie das Leitfähigkeitsfenster zu vergrössern und die Ausdauer zu erhöhen.
Eine wichtige Änderung in diese Richtung ist das Wachstum von WOx
durch Atomlagenabscheidung (anstelle von Sputtern). Darüber hinaus er-
möglicht ein komplexeres Design die Integration von Crossbar-Arrays.
Das Ergebnis ist ein künstliches synaptisches Gewicht im sub-µm-Bereich
mit einer quasi kontinuierlichen Leitfähigkeit und einer feinkörnigen Ge-
wichtsveränderung. Darüber hinaus erfolgt die Änderung der Leitfähig-
keit über zwei Zeitskalen: Ein schneller, sättigender ferroelektrischer Ef-
fekt und ein langsamer, weniger sättigender ionischer Drift- und Diffusi-
onsprozess sind für das Schalten auf mehreren Zeitskalen verantwortlich.
Der FeFET hat eine ausgezeichnete Ausdauer und Zustandsbeibehaltung
aufgrund der guten Qualität der Schnittstelle zwischen der ferroelektri-
schen Schicht und dem Oxidkanal. Sein verringerter Platzbedarf ist ein
wichtiger Schritt in Richtung einer dichten Integration. Als Folge der bei-
den physikalischen Effekte auf unterschiedlichen Zeitskalen, nimmt die
Symmetrie und Linearität des Bauelements ab. Dann, wird die Klassifi-
zierung des MNIST-Datensatzes unter Berücksichtigung der nicht-idealer
FeFET-Eigenschaften simuliert und bewertet. Das gute Ergebnis von 88 %
Genauigkeit zeigt, dass er sich gut für neuromorphe und kognitive Rech-
nungsarchitekturen eignet.
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1
I N T R O D U C T I O N

Everything needs to change – and it has to start
today!

— Greta Thunberg

The amount of data created during the last thirty years (∼320 ZB1)
is about the same as what will be created during the next three years
(∼364 ZB projected for 2022-2024), a phenomenon accelerated by the Covid-
19 pandemic [1–3]. A considerable share will come from the rapidly grow-
ing Internet-of-Things (IoT) [4], which connects the physical world and
computing entities. The development of sensors and actuators connected
to the internet and facilitating applications such as environmental moni-
toring, smart healthcare systems, or smart transport [5, 6], comes in pair
with the emergence of artificial neural networks (ANNs) for data pro-
cessing. The conventional von-Neumann architecture cannot sustain such
evolution, because of the energy and performance bottleneck [7] coming
from the massive data movement between its physically separated mem-
ory and processing units. Novel processing architectures, device technolo-
gies, and computational paradigms have therefore recently emerged. In-
memory computing [8] co-locates memory and processing, but a major
challenge remains in supporting operations under a wide range of effec-
tive timescales [9]. This requirement arises from the need to adapt the com-
putation to the input time scale in real-time online applications (e.g. real-
world sensory signals) and because multi timescales are inherent to spik-
ing neuro-dynamics (e.g. neural activation decay, combination of short and
long term plasticity mechanisms [9–11]). Thus, novel hardware with multi
timescale characteristics at the synapses and neurons level, but also match-
ing interfacing circuits, are required. To emulate the complex and multi
timescale plasticity processes of biological synapses [9], physical effects act-
ing at different timescales must be orchestrated in an artificial synapse [11].
Non-volatile memory devices, so called memristors, are used to emulate
the synaptic functionality, to locally store network parameters [12, 13], and
to serve as analog computing element [14]. Being able to tune the timescale

1 1 ZB = 1021byte
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2 introduction

(tunable volatility) in Spiking Neural Networks (SNN) would potentially
bring the ability to mimic many of the basic processing and storage op-
erations of the mammalian brain [15] and facilitate reservoir computing
or unsupervised learning [16]. Moreover, SNNs allow to benefit from the
sparse and energy efficient spike representations where the information
exchange and processing are event-driven. The spiking energy is thus con-
sumed only when and where it is needed [17].

Another application of artificial synapses are Artificial Neural Networks
(ANNs). In recent years, ANNs have remarkably evolved [18] with in-
creasing complexity and applications [19]. The training and operation of
ANNs are dominated by Vector-Matrix Multiplications (VMM), which are
required to calculate the propagation of the signal from the input to the
output. VMMs can be performed in the analog domain using memristors
in a crossbar configuration. The matrix values are mapped to the conduc-
tances of the memristors and the vector values are applied to the crossbar
inputs encoded as voltages. By reading the summed current at each output,
the VMM is performed fully parallel and directly in the memory [14]. The
underlying memristors should ideally possess a gradual (analogue) mod-
ulation of its conductance, a dynamic range of 8 to 100, a long endurance
(>109 cycles), a low power operation (<10 pJ), and a long retention (>10
years) [20–22].

A promising memristor concept is the Ferroelectric Field-Effect Transis-
tor (FeFET). The FeFET concept dates back to the 1950’s [23] and was inves-
tigated for a long time for binary memory applications such as FeRAM [24]
or Fe-NAND [25]. These implementations were based on perovskite ferro-
electric layers. The difficulty of directly integrating a ferroelectric on Si
and the continuous need for scaling [26] prevented a wider commercial-
isation. These shortcomings have been lifted with the discovery of ferro-
electricity in hafnia compounds [27] and the rigorous research [28] it has
triggered. HfO2 is integrated by Intel since 2007 [29] and is fully compat-
ible with the Complementary Metal-Oxide-Semiconductor (CMOS) tech-
nology. The Atomic Layer Deposition (ALD) of hafnia compounds enables
a precise thickness control, conformality, and 3D structures [30]. The HfO2
- ZrO2 solid solution has a CMOS and even Back-End-Of-Line (BEOL)
compatible [31] crystallisation temperature and shows ferroelectric prop-
erties down to a few nanometres of layer thickness [32–34]. The low power,
voltage-driven, and multi-state nature of FeFETs makes them viable can-
didates for the development of memristors, which has further led to the
application of FeFETs [28, 35, 36] in neuromorphic chips. In contrast to
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the ferroelectric tunnel junction (FTJ), hafnia-based ferroelectric films do
not have to be scaled to tunnelling dimensions where the ferroelectricity
vanishes. Instead, they can be used with an optimum thickness in the gate
stack. FeFETs have the advantage over two-terminal devices of separat-
ing the read and write operations [37]. This permits to write to a high
impedance gate (low power), while reading from an ohmic channel [38].
FeFETs were demonstrated in the Front-End-Of-Line (FEOL) down to the
22 nm node as binary [39] and to the 28 nm node as multi-state [40] devices.
Integrating FeFETs in the BEOL [38, 41, 42] leaves more area for the control
electronics, while at the same time it relaxes size constraints on the FeFETs:
Larger number of ferroelectric domains per device translates into a larger
number of intermediate states.

In this thesis we present the development of a BEOL-compatible, back-
gated junction-less FeFET that utilizes a HfZrO4 (HZO) ferroelectric gate
dielectric and a tungsten oxide (WOx) thin film channel. WOx, a transi-
tion metal oxide, was chosen as n-type channel due to its relatively mobile
oxygen ions and thereby tunable conductivity as a function of the oxy-
gen content [43, 44]. Therefore, the resistance modulation of the channel is
possible on two different timescales: one relying on the the fast electronic
screening of the polarisation charges and one taking advantage of the slow
ionic drift and diffusion processes of oxygen. A brief introduction to the
theory of brain inspired computing, memristors and ferroelectricity will be
discussed in Chapter 2. In Chapter 3 we introduce semiconductor process-
ing and material characterisation methods relevant to this work. Further,
we report on the development of the HZO and WOx layers in Chapter 4.
The fabrication process to combine these materials to form a FeFET as well
as its electrical characterisation are described in Chapter 5: After report-
ing on the first FeFET generation, we present the development, fabrication,
and characterisation of a scaled and improved second FeFET generation.
Finally, we simulate our FeFETs in an analog memristor crossbar array by
using the MLP+NeuroSimV3 [45] framework with an excellent classifica-
tion accuracy of 88 % on the MNIST [46] dataset.





2
T H E O R Y

Progress is impossible without change, and those who
cannot change their minds cannot change anything.

— George Bernard Shaw

2.1 brain inspired computing
The terms neuromorphic computing and Artificial Neural Networks
(ANNs) are often heard in the context of Artificial Intelligence (AI). They
both are brain inspired, but stand for fairly different concepts and commu-
nities. This section gives an overview of these two approaches.

2.1.1 Artificial Neural Networks

Information and communication technologies have become omnipresent
in every part of our lives, ranging from smartphones to smart vacuum
cleaners, healthcare to education, transport to climate-change and lately
the Internet-of-Things (IoT). To cope with this huge demand, but also
to exploit the opportunities offered by the availability of such data, new
machine learning (ML) techniques like ANNs have emerged. ANNs are
computing systems inspired by the mammalian brain in the sense that
they are based on a collection of connected nodes called artificial neurons.
The latter loosely model the neuron of a biological brain. Each connection
between neurons can transmit a signal to another neuron and resembles
the synapse found in the biological brain. An artificial neuron can receive
signals from many connections. These signals are summed up before the
result is passed to a non-linear function. The connections have a weight,
resembling the strength of a synapse, which is adjusted during an initial
learning phase. Figure 2.1 shows a schematic of a simple artificial neu-
ral network with an input layer, two hidden layers, and an output layer,
also called Multi-Layer-Perceptron (MLP). The vector x⃗, which represents
a data point, e.g. all pixels of an image, is presented to the network at the

5
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Input Hidden
Layer
1 Hidden
Layer
2 Output

Figure 2.1: Multi layer perceptron with two hidden layers. All neurons of one layer
are connected to all neurons of the next layer. The connection strength
is represented as a weight wl

i,j. Each neuron performs a non-linear trans-
formation ( f ) of its input to its output.

input. The strength of each synapse is denoted as wl
i,j, where l = 1, 2, ..., n

refers to the layer index, j to the index of the signal-emitting neuron, and
i to the index of the receiving neuron, while n is the total number of lay-
ers, including the output (here n = 3). All weights between two layers can
be represented as a matrix W l , using i,j as matrix indices. A common ap-
proach to train such a network is the Back Propagation (BP) algorithm [47],
which belongs to the class of supervised learning algorithms. Supervised
means that for each given data point x⃗ of the training data-set, the result
ẑ must be known. For example, if an image classification data-set used for
training, the class to which each image belongs must be known. In other
words, all data are labelled. The BP algorithm has three phases:

1.First, the input signal x⃗ is passed through the network and ripples to-
wards the output. When passing trough a synapse between adjacent
neuron layers, the signal is multiplied by the corresponding weight
wl

i,j. At the input of a neuron, all incoming signals are summed up,
the neuron then applies a non-linear function before presenting the
result at its output. For the ith neuron of the first hidden layer:

y⃗1
i = f (

N0

∑
j=1

xjw1
j,i)) = f (W1 x⃗),
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where N0 is the number of neurons of the input layer. The weighted
sum that each neuron performs at its input can be summarised for
the entire layer by a Vector-Matrix Multiplication (VMM) W1 x⃗. This
operation is repeated until the signal reaches the output. The non-
linear transformation of the signal at each layer can be expressed in
a more generalised way as:

y⃗ l = f (W l y⃗ l−1), y⃗ 0 = x⃗, y⃗ n = z.

At the output of Figure 2.1 we thus get:

z = f (W3 f (W2 f (W1 x⃗))).

2. In a second step, a loss function (e.g. L = [ẑ − z]2 = [ẑ − f (W3y⃗2)]2)
is calculated at the output of the ANN, where ẑ is the targeted out-
put, i.e. the label of the input. Learning is achieved by minimizing the
loss function. A simple approach is gradient descent, which involves
calculating the partial derivative of the loss function with respect to
each weight in the network by back propagating the error. By know-
ing the local gradient (slope) of the loss function with respect to a
particular weight (∂L/∂wl

i,j), a small step ∆wl
i,j in the opposite direc-

tion of the slope can be taken to slightly minimise the contribution
of that weight to the total loss. For the last layer this means:

w3
i,j,new = w3

i,j + ∆w3
i,j = w3

i,j − η
∂L

∂w3
i,j

,

where η is the learning rate defining the magnitude of that step. For
the hidden layers that do not have direct access to the loss function,
the chain rule is applied. Hence, for the hidden layer 2:

L = [ẑ − f (W3 f (W2y⃗ 1)]2,

w2
i,j,new = w2

i,j + ∆w2
i,j = w2

i,j − η
∂L

∂w2
i,j

= w2
i,j − η

∂L
∂y⃗ 2

∂y⃗ 2

∂w2
i,j

.

3.The last step is to update all the weights according to the calculated
∆wl

i,j.

Repeating these 3 steps for many data points ((⃗x,ẑ)) minimises the error,
but does not guarantee to find the global minimum of the loss function.
It should be noted that learning in the case of BP involves VMMs both in
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the forward propagation and error back propagation phases. The multipli-
cation of an m-by-n matrix with a vector of dimension n requires m x n
multiplications and the same number of additions. This is thus considered
to have a quadratic complexity. Already Richard Bellman [48] asserted 65

years ago that the high dimensionality of data is a fundamental hurdle
in many science and engineering applications. The learning complexity
quickly grows with the dimensions of the data. As a result, a common ap-
proach consisted of first pre-processing the data to reduce its dimension-
ality (feature extraction) and to facilitate its processing [49]. The therefore
used ML and signal processing approaches like Gaussian Mixture Mod-
els (GMMs), Support Vector Machines (SVM), logistic regression, or MLPs
with one hidden layer, are shallow architectures that typically contain at
most one or two layers of non-linear feature transformations [50]. They
perform well in solving simple or well-constrained problems, but are not
robust against input variations. They are further limited in modelling and
representational power.

Recent findings in neuroscience [51] revealed that the neocortex does not
explicitly pre-process sensory signals, but lets them pass through a com-
plex hierarchy of modules and by that learns patterns by their regularities.
Consequently, to extract and memorise complex information such as hu-
man speech or visual scenes, deep architectures are required to transform
the input (e.g. sound wave) to a high level representation (e.g. linguistic
level). Deep neural networks (DNN) or MLPs with many hidden layers are
good examples of deep architectures. The idea is not new: already in the
1970’s the learning of the parameters of such networks was performed by
using the BP algorithm [52]. The difficulty with DNNs is that the optimisa-
tion problem is highly non-convex with many local minima. Depending on
the initial state of the network, learning can get stuck in poor local optima,
an issue that is amplified with increasing depth of the network. Augment-
ing the width of a network improves the modelling power and creates
many closely optimal configurations [50], reducing the risk of falling into
poor local minima. Too many neurons (parameters) in a network can also
lead to overfitting [50]. But wide (modelling power) and deep (complex
data transformation) was not possible back in the 1970’s.

Multiple factors contributed to the success of DNNs after all: better learn-
ing algorithms like Stochastic Gradient Descent (SGD) that often allows to
jump out of local minima [50], different non-linearities, and an increased
computational power allowing for wide and deep neural networks. Per-
forming the training of such networks requires massive amounts of data
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Figure 2.2: Memristor crossbar array: Each input line is connected to each output
line by a memristor with electrical conductance Gj,i. The summed cur-
rent Ii is sensed at each output after applying the inputs xj as voltages
Vj. The activation function is applied in the digital domain.

and computing resources which in turn requires an amount of energy that
is not sustainable. The reason is that the conventional von Neuman archi-
tecture at the core of the CMOS technology is not well matched to the paral-
lel processing nature of neural networks [7]. Constantly moving data from
the memory to the CPU and back is highly inefficient. The parallelism of
General-Purpose Graphical Processing Units (GPGPU) was quickly found
to be better suited [53] so that this kind of hardware had since been spe-
cialised for the training of neural networks. Pipelining the BP [54] has
further allowed to parallelise the learning across multiple GPUs. Even if
optimised for matrix-vector multiplications, GPUs still perform the multi-
plication in the digital domain and need to read the data from their mem-
ory, not solving the von Neuman bottleneck.

AlphaGo Fan [55], Google’s computer program that played the board
game Go is based on DNNs and ran on 1920 CPUs and 280 GPUs, con-
suming a peak power of half a MW [56], an enormous amount of power
compared to the human brain which uses about 20 W. Even if ANNs are in-
spired by the human brain, they are nowhere close to be as efficient. Thus,
the necessity to build dedicated hardware for the training and operation of
ANNs is evident. As seen before, the computational cost in ANNs mainly
arises from the VMM.
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A promising concept is to perform the VMM in the analog domain on a
memristor crossbar array (Figure 2.2). Each input line (horizontal lines) is
connected by a memristor to all output lines (vertical lines). In a memristor,
the conductance is not fixed and can be changed in a non-volatile way.
The matrix values are stored in the conductance of the memristor Gj,i and
the vector is applied to the inputs encoded as voltages Vj. By reading the
summed current Ii at each output i, the vector-matrix multiplication, or
a Multiply And Accumulate (MAC) operation is performed fully parallel
and directly in the memory [14], as illustrated in Figure 2.2 and described
as follows:.

Ii = f (
Nl

∑
j=1

VjGj,i).

Such an approach is an example of in-memory computing [8]. The compu-
tation is performed at the same physical location as where the weights are
stored. Different memristor implementations and their specifications are
described in Section 2.2.

In our example we looked at a simple MLPs with two hidden layers.
Other architectures of ANNs exist, often designed to perform a specialised
tasks, e.g. Convolutional Neural Networks (CNNs) are typically used for
image recognition or natural language processing. One thing they all have
in common is the need for VMM.

2.1.2 Neuromorphic Computing

The term neuromorphic was originally introduced by Carver Mead in the
late 1980 [57] for Very Large-Scale Integration (VLSI) systems implement-
ing circuits operating in their weak-inversion or sub-threshold regime and
emulating neuro-biological architectures existent in the nervous system
(neurons, synapses, networks). [58] The goal of the original neuromorphic
engineering approach was twofold: On one hand the understanding of
neural computation by building an artificial copy of the real neural cir-
cuits. On the other hand, the development of low power computational
architectures for sensory input [57]. Today, a few research groups continue
on this path, mainly focusing on reconfigurable networks with biologically
plausible neural dynamics [59, 60] or spike-based learning and plasticity
circuits [61]. In recent years, the term has been adopted to neuromorphic
computing and is used within multiple disciplines to describe a broader
range of concepts.
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2.1.2.1 Digital Architectures

Neuromorphic computing is used to describe mixed-signal and pure dig-
ital VLSI systems that simulate a spiking neural network (SNN) and its
dynamics. Such platforms were made possible thanks to technological
progress in integrated circuits. SNN is a popular and reputed model for
its capacity to capture informational dynamics observed among real bio-
logical neurons and to represent and integrate several information dimen-
sions, e.g. time, space, frequency, phase, and to deal with large volumes of
data into a single model [62]. Prominent examples such as the European re-
search project “FACETS” [63] or SpiNNaker [64] allowed for the first time
to directly execute neural models from neuroscience on hardware instead
of numerically simulating them as was done before. IBM’s TrueNorth [65]
was introduced in 2014 and was a breakthrough in the sense that it demon-
strated the integration of a massive amount of silicon neurons while keep-
ing the average consumed power for running a recurrent network in bio-
logical real-time about four orders of magnitude lower than a conventional
computer: TrueNorth is made of 4096 pure digital asynchronous cores,
each of them being able to simulate 256 neurons with 256 × 256 synap-
tic connections. Intel introduced the Loihi [66] chip in 2018, in many ways
similar to the TrueNorth, but focusing on smaller and complex neural and
synaptic features like spike-based learning mechanisms. The Loihi chip
possesses 128 cores that each have 128 kB of synaptic state and another
20 kB of routing tables that can be flexibly allocated between its 1024 neu-
rons. Furthermore, it supports compression and weight sharing, variable
weight precision, delays, and tags for reinforcement learning. Plasticity
rules can be assigned to synapses programmatically. This flexibility allows
to implement almost arbitrary SNNs [67]. The asynchronous event driven
nature (favouring the idle state) combined with sparse data, results in a
low power operation. Hence, these fully digitally implemented architec-
tures are well suited for accelerating neuroscience simulations where data
is encoded based on spikes. Learning algorithms for SNN that are emulat-
ing the functionality of the brain are generally unsupervised. The data of
real-world applications usually is not encoded in spikes and first needs to
be converted according to some spike-based information encoding model,
e.g. spike rate encoding.
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2.1.2.2 Novel Materials

Since many years, the materials science and device physics community
have been researching on materials for new types of memory. The term
neuromorphic has appeared in this community after Strukov et al. [68]
reported memristive behaviour [69] in nano-structured oxide layers. The
ability to change their resistivity reminds of the biological synapse abil-
ity to adjust the connection strength between neurons and even more
to emulate the synaptic weight in ANNs. This quickly led to the idea
of using memristors as analog artificial synapses in ANNs and store
their weight locally. Soon many more device concepts based on differ-
ent physical phenomena with volatile and non-volatile characteristics were
brought forward. These technologies show promising non-linear charac-
teristics through their physics that could be used to emulate biological
synapses [57]. The challenge here is to find a device architecture with opti-
mal characteristics that can be integrated and driven by CMOS. This goes
hand in hand with finding suitable learning schemes that can be applied to
memristors. Additionally, memristive devices have also been shown to em-
ulate neurons [70]. Memristor will be discussed in more details in Section
2.2

2.1.2.3 Computational Neuroscience

The computational models and algorithms community also uses the term
neuromorphic. This comes as no surprise, software having to be co-
developed with emerging neuromorphic architectures (CMOS, memristive,
or mixed) [57]. The focus of this research lies on exploring spike-based
learning methods that approximate the BP algorithm [71, 72] or identify-
ing complex non-linear plasticity mechanisms that can be reproduced by
memristive devices or CMOS learning circuits [12, 57, 73, 74]. Furthermore,
combining computational neuroscience modelling with AI and ML train-
ing algorithms provide useful specification for the design of volatile and
non-volatile memristors or new low power SNN architectures that make
use of the low power computation principles of the mammalian brain. [75–
77]

2.1.3 Interrelationships

After this short introduction we can try to summarise: on the one hand
we have loosely brain-inspired ANNs that are trained by ML algorithms
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and are usually simulated in the digital domain. The digital domain al-
lows almost infinite freedom to design ANN systems at the cost of being
extremely power hungry, even when running on GPUs, a phenomenon
rapidly increasing with network complexity. New dedicated hardware that
is optimised for the high parallelism of ANNs is required to solve this
problem.

On the other hand we have neuromorphic computing in neuroscience,
mainly focusing on SNNs running on VLSI chips adopting spikes to rep-
resent, exchange, and compute data in analogy to action potentials in the
brain, i.e. to simulate neuro-biological processes. A key element of such
neuromorphic circuits is their non-von-Neumann architecture, e.g. consist-
ing of multiple cores, each implementing distributed computing and mem-
ory [78]. In contrast to ANNs with ML training algorithms, information
exchanges and processing are event-driven and the spiking energy is thus
consumed only when and where it is needed [17].
Regardless of the specific learning algorithm or architecture, the neural
network consisting of neurons and synapses is an important processing
element. VMMs for instance are a common feature of spiking (e.g. SNNs)
and non-spiking (e.g. ANNs) networks, explaining the significant research
effort that is aimed at realizing dense, fast, and energy-efficient crossbar
arrays for in-memory computing. Moreover, memristors are interesting for
SNNs due to their ability to implement neuro-biological functions such as
spike integration, short and long term memory, and synaptic plasticity [17]
that they represent in the analog domain instead of simulating them in the
digital domain. Thus, the most benefit for neuromorphic circuits is a hy-
brid integration where the front-end CMOS technology is combined with
novel memristor devices.
For real applications, a fundamental challenge remains to train neuromor-
phic systems directly in the spiking domain. This would allow to benefit
from the sparse and energy-efficient spike representation, and to continu-
ously update knowledge on portable devices without the need for heavy
cloud computing systems [78]. Computational neuroscience is a key ingre-
dient to inspire neuromorphic engineering and circuits by learning how
the mammalian brain performs computations at a variety of timescales,
how small neurons assembled up to entire brain regions interact with pe-
ripheral sensors and actuators, or how information is encoded in spikes.
It thus becomes clear that the success of novel energy-efficient neuromor-
phic circuits requires strong collaborations between all these different dis-
ciplines.
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2.2 memristors

2.2.1 The Memristor

In the previous section we introduced a device called memristor in the
context of crossbar arrays. The memristor was first proposed by Leon
Chua [79] in 1971 as the missing fundamental electrical component linking
electric charges and magnetic fluxes. The memristor completes a theoreti-
cal quartet that also comprises the resistor, inductor, and capacitor. Chua
defined the memristance M(q) = dΦm/dq as a memristor characteristic.
Here, Φm does not represent the total magnetic flux Φm through an induc-
tor (e.g. trough the surface delimited by a coil of conducting wire), but
rather the flux linkage λ, which is an actual circuit quantity [80]. For in-
ductors λ is the same as the total magnetic flux Φm. For memristors this
is not the case as the electric field in a memristor is not as negligible as
in an inductance. The flux linkage can be regarded as the integral of the
voltage over time (λ(t) =

∫ t
−∞ V(t) dt) [80]. Using the well-known charge-

current relationship q(t) =
∫ t
−∞ I(t) dt, we can derive a more convenient

representation of the memristance:

M(q(t)) =
dλ

dq
=

V(t)dt
I(t)dt

=
V(t)
I(t)

,

V(t) = M(q(t))I(t).
(2.1)

Equation 2.1 can be interpreted as Ohm’s Law, except that M(q(t)) at any
time t = t0 depends on the entire past history of I(t) [81]. The memristance
is a charge-dependent resistance. If a current flows, q(t) varies with time
and so does M(q(t)). Finally, if no current flows I(t) = 0 then q(t) stays
constant and thus M(q(t)) is constant, resembling the memory effect [82].
As Tellini et al. [80] pointed out, the memristance M(q(t)) = dλ(t)/dq(t)
actually defines a proportionality relationship between the differentials of
the original quantities (λ and q) it is supposed to relate. This is in con-
trast to the fundamental elements, resistor, capacitor, and inductance, that
directly establish a relationship between V and I, q and V, and λ and I,
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respectively. If we were perfectly consistent, then the memristance should
have been defined as:

M(q(t)) =
λ(t)
q(t)

⇔ λ(t) = M′q(t)

λ(t) =
∫ t

−∞
V(t) dt = M′

∫ t

−∞
I(t) dt (2.2)

As Chua [79] pointed out himself, if M does not depend on q, M becomes
equivalent to a linear and time-independent resistor, which is the case if
the memristance relates λ and q (Equation 2.2). Tellini et al. [80] intuitively
showed with circuit theory and by using Chua’s matrix representation of
circuit elements [83] that the memristor cannot be a 4th fundamental cir-
cuit element. It can be seen simply as a generalisation of the resistor, a
time-variant resistor. Therefore, memristors, memcapacitors, and memin-
ductances should be defined in the context of basic circuit element defini-
tions according to Desoer [84] by including time-variant elements. Because
of the mistaken association of the magnetic flux instead of the time in-
tegral of the voltage, the intrinsic resistive nature of the memristor was
sometimes overlooked [80]. Di Ventra et al. [85] noticed that as a result
of the dissipative behaviour, the memristor violates the time-reversal in-
variance. Later in 1976, Chua et al. [86] defined a more general memristive
system:

˙⃗x = f⃗ (x⃗, u, t),
˙⃗y = g⃗(x⃗, u, t)u,

where x⃗ is the state variable of the system, u a generic input quantity, and
y a generic output quantity, e.g. y is a current and u is a voltage, a voltage-
controlled memristive system. This more general definition of memristive
systems in principle allows to include arbitrary physical quantities. As
mentioned above, memcapacitors and meminductances [69] are good ex-
amples.

There is much controversy about the term memristor and if currently
proposed devices in research actually meet the targeted specifications [68,
80, 85, 87] and if the constraints should even exist [85]. For the applications
of memristive systems to AI, in particular for memristive-system crossbar
arrays, there is no requirement to exactly satisfy the definition (e.g. single-
valued curve in the λ-q plane [80]). Thus, we will be (knowingly) using the
term memristor for non-volatile resistive device implementations, regard-
less of the precise definition and constraints.
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2.2.2 Memristors for Neuromorphic Computing

Before we introduce different memristor device concepts, we want to go
over some memristor characteristics that are often used to describe them.
It has to be noted here that some requirements for memristors depend on
the application, the hardware they are integrated on, and the training al-
gorithm. Learning can be achieved with binary [88, 89] or with multi-state
synapses [90–92]. Nevertheless, relaxed requirements usually also mean
smaller application scopes. Gokmen et al. [21] and Yu [20] both published
desirable performance metrics.

analog multilevel states In a computer, the weights are encoded in
binary numbers, while in neuromorphic devices they are encoded as the
conductance of the memristors (analog domain). Some memristors only
allow for a discrete number of conductance states, while analog synaptic
weights generally refer to devices with a continuous change of resistance.
The synaptic plasticity characteristics observed in biological synapses show
an analog-like behaviour with multilevel synaptic weight states [20]. Most
neuro-inspired algorithms rely on analog synaptic weights. Moreover,
small gradual changes of the conductance are required, for example in
machine learning algorithms where continuously adapting the synaptic
weights in small steps is needed to approach a minimum of the loss func-
tion. Although applications for binary memristors exist, it generally holds
that the more analog the better. Gokmen et al. see 1000 and Yu >100 states
as desirable, but that does not mean that less does not work [90, 92, 93].
Figure 2.3a shows a potentiation and depression response of a device with
many intermediate states (light blue coloured squares).

dynamic range The dynamic range, or on/off ratio, is defined as the
ratio between the highest and lowest conductance state of the memristor,
as shown in Figure 2.3a. A too small dynamic range makes the mapping of
the weights from the algorithm onto the devices difficult so that analog-to-
digital converters will struggle to differentiate between the different levels.
If the dynamic range is extremely large, one element in a crossbar array
can dominate the current. Values between 8 to 100 [20, 21] are targeted,
but depend on the application and the noise of the devices.

linearity and symmetry Ideally, the potentiation and depression con-
ductance change should be linear and symmetric with respect to the num-
ber of identical write pulses. This would allow for a linear mapping of the
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weights to the devices. In general, this is not the case and often the non-
linearity is determined by fitting the potentiation and depression curves
with an exponential function. Often the conductance changes rapidly at
the beginning and then saturates towards the end of the process. The con-
sequence is not only non-linearity, but also a non-symmetric potentiation
and depression. Both are undesired as the next conductance change de-
pends on the current state. Figure 2.3a shows an ideal linear and symmetric
(purple dashed line), a non-linear and symmetric (dark blue coloured line),
and a non-linear/non-symmetric potentiation (dark blue line) and depres-
sion (teal line). By choosing the appropriate write pulse scheme, a better
linearity and symmetry can be obtained [20]. Figure 2.3c shows 4 common
schemes. The two identical pulse schemes keep the control CMOS circuits
and the memristor operation simple. The other two induce considerable
overhead in the control circuitry and memristor operation as the current
state must be sensed first and pulses of changing shape need to be gener-
ated [94]. This is important for online learning. For inference applications,
linearity and symmetry requirements are relaxed as the target is an abso-
lute value that is set once and small changes relative to the current state
are not constantly required.

endurance The endurance of a memristor defines how many times it
can be switched before breaking down. Endurance is measured by apply-
ing AC signals that switch the device back and forth until it physically
fails (e.g. dielectric breakdown) or the dynamic range vanishes. A good
memristor should reach >109 cycles [20].

cmos compatibility To reach large and efficient neuromorphic sys-
tems, all components (neurons, synapses, control circuits) should be co-
integrated and scaled. Thus, a memristor technology must be compati-
ble with CMOS processes. This usually imposes restrictions on the ma-
terials that can be used, on the process temperature, and on the device
area. CMOS compatibility beyond fabrication considerations means that
the available voltages are limited to 0 V to 5 V, while the amount of cur-
rent depends on the technology node and transistor size. Write and read
signals must conform to theses boundary conditions.

energy consumption The energy required to read and write a mem-
ristor state depends on the amplitude and duration of the read/write sig-
nal, the memristors conductance, and the energy consumption of the con-
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trol circuits. Ideally, low power writing is enabled by a high impedance
memristor (almost no current flowing), while optimal reading is a trade-
off between high impedance (small current, low power) and the capabil-
ity to sense the current with an analog-to-digital converter without hav-
ing to extend the integration time (slow operation). According to Yu [20],
<10 fJ/programming pulse is the desired target.

plasticity time-scales / retention The retention measures how
long a state is stable, i.e. how long information can be stored. In partic-
ular after the training is complete, the synapses should behave as long-
term memory with data retention of >10 years. During training the state
is constantly changed and this constraint can be relaxed. To mimic many
of the mammalian brain synaptic plasticity dynamics, e.g. combining the
ability of short-term and long-term memory, a tunable and controlled re-
tention time is the ultimate goal. This would allow to approach brain-
inspired low-power computing paradigms. Figure 2.3b shows the different
retention times for Long-Term Potentiation (LTP), Short-Term Potentiation
(STP), and a tunable retention time.

2.2.3 Memristor Device Implementations

In the following section we will present the working principles of the most
common non-volatile memristive device concepts: Phase Change Memory
(PCM) [95–100], Valence Change Memory (VCM) [101–104], Ferroelectric
Tunnelling Junction (FTJ) [32, 105–110], and Ferroelectric Field Effect Tran-
sistor (FeFET) [26, 28, 36, 38, 111, 112]. Other concepts, not discussed here
are Electro Chemical Metallisation (ECM) [113, 114], Electro Chemical Re-
sistive Access Memory (ECRAM) [42, 115–118], and Magnetic Tunnelling
Junction (MTJ) [119–121].

2.2.3.1 Phase Change Memory (PCM)

Being developed since the 1960s [95], PCM was demonstrated as pure dig-
ital binary memory technology and is already integrated in Intel Optane
memory since 2018 [122]. Thus, PCM is the most advanced technology
presented here. As the name suggests, the working principle is based on
changing the phase of a material. A simple schematic of a PCM cell is il-
lustrated in Figure 2.4a. It consists of a small local heating element that is
in contact with the nanometric-volume phase change material. The phase
change material usually is a compound of Ge, Sb, and Te and it can be re-



20 theory

(a)

ON

Crystalline
PCM


Resistor
(heater) I

OFF

Amorphous
PCM

Crystalline
PCM


(b)

ON OFF

RESET

SET

Figure 2.4: Memristor device types: (a) Phase Change Memory (PCM), (b) Valence
Change Memory (VCM).

versibly switched between a high resistive, amorphous and a low resistive,
crystalline state [78]. To transition from the thermodynamically unstable
amorphous to the crystalline phase, PCM must be heated to a high enough
temperature but below the melting point. Reversing the crystallisation is
possible by heating it above the melting point and then quickly cooling
it down, not giving enough time to crystallise (quenching) [99]. The re-
quired heat is generated by passing an electric current through the device.
To reduce the required current, the volume of the phase change material
that needs to be switched is minimised, either by reducing the volume of
the layer (refined cell) or by reducing the area of one contact to the phase
change layer (mushroom cell). Figure 2.4a shows a mushroom cell. Because
lower write currents are achieved with the refined cell, substantial research
is directed to various refined cell structures [97, 99]. State-of-the-art indi-
vidual devices have demonstrated <10 µA crystallisation current, ∼25 ns
amorphisation current, >1012 endurance cycles, >10 years retention, and
scalability to sub-20 nm nodes [99]. The most recent advances in PCM tech-
nology can be found in recent reviews [97, 123, 124]. Continous resistance
states between the crystallised and amorphous state are possible by apply-
ing fast quenching pulses of increased energy (pulse amplitude or width,
always short edges for quenching). This results in a continuous amorphi-
sation, e.g. in the mushroom cell starting from the small contact interface.
Up to 3 bits of intermediate states have been demonstrated [125]. The tran-
sition from amorphous to crystalline on the other hand is very abrupt and
can not be controlled to reach intermediate states [99].
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The accumulative property arising from the amorphisation kinetics, the
multi-state and scalability are the key advantages of this technology for
neuromorphic applications. Nevertheless, there are multiple challenges
still in need to be solved. The 1/f noise observed leads to a limited pre-
cision of VMMs and the conductance drift of intermediate states limits
their retention. Furthermore, the accumulative behaviour is highly non-
linear and stochastic. Also, the fabrication of ultra-scaled and dense arrays
is not straight forward due to effects like etch damage. [78, 126]. Projected
PCM promise to mitigate the 1/f read noise problem [98, 127]. Utilizing
multi-layer PCM was reported to reduce the drift [127]

2.2.3.2 Valence Change Memory (VCM)

The next class of potential analog artificial synapses is the VCM, a con-
cept that was mainly developed for storage applications in the past 15

years [78]. VCM rely on oxygen-ion migration effects that lead to a valence
change, hence the name valence change memory [128]. Many transition
metal oxides, sandwiched between a metal with a high and one with a
low workfunction, show bipolar switching without the injection of metal
cations from the electrode. Instead, the transport of anions is considered
essential for the switching. It is understood that oxygen-related defects,
e.g. oxygen vacancies are much more mobile than transition metal cations.
Thereby, the valence state of the transition metal is changed by either an
enrichment or depletion of oxygen vacancies, which leads to a change in
the electronic conduction [128].

We can differentiate between two categories of VCM, based on the loca-
tion of the switching event in the oxide layer: Confined filamentary switch-
ing or switching at interfacial regions. The confined filamentary switching
is the most studied and advanced of the two in terms of integration and
scaling, and schematically illustrated in Figure 2.4b. Similar to ECM, fila-
mentary VCM devices require an initial forming step. Before the device can
be operated, a Conductive Filament (CF) needs to be formed between two
electrodes, leading to the ON-state, as sketched in Figure 2.4b on the left
side. Electro-forming is accomplished by applying a large field across the
oxide until a pathway of oxygen vacancies is formed. This usually happens
along grain boundaries or other regions with an increased defect concen-
tration. Apart from the high electric field, it is believed that Joule heating
further enhances the mobility of the vacancies until a CF is formed. The
necessary voltage across the junction is called forming voltage [129]. By
applying a field of opposite direction, a depletion of oxygen vacancies at
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one electrode leads to a discontinued CF at its tip and the OFF-state is mea-
sured, as illustrated on the right side of Figure 2.4b. By applying pulses
of a suitable amplitude and duration, the CF diameter and dissolution can
be controlled and multiple states in between can be reached [78]. The fact
that the switching happens very locally, at the tip of one CF, makes this
technology scalable.

The intrinsic stochasticity of the switching process on the other hand
leads to high device variability, reduced control of multilevel operation,
and significant read disturbance of the states. Another challenge is the
low resistance of the ON-state (usually in the few kΩ range). Nevertheless,
multiple CMOS-VCM co-integrations for inference have been shown [102–
104], underlining the advance of the technology.

The other type of VCM where the switching occurs at the interface with-
out a filament, show much less variability, controlled analog tuning, and
much less read instability [130, 131]. The resistance depends on the area
and can be increased simply by scaling, although scaling is still an open is-
sue [78]. Furthermore, to reach a large resistance modulation, high electric
fields are required.

A similar concept, but with 3 terminals is the VCM redox transistor
(ECRAM), where the oxygen concentration of the channel is controlled by
the gate [42, 117, 118]. It is a promising technology with similar benefits
and challenges as the interfacial VCM, except that the read and write paths
are separated. Without Joule heating, the ion movements are slow, large
fields are required, and fast operations are nearly impossible.

2.2.3.3 Ferroelectric Tunnelling Junction (FTJ)

The next two device concepts both rely on the ferroelectric (FE) ef-
fect. Ferroelectricity is a spontaneous electric polarisation of a non-
centrosymmetric crystalline material that can be reversed by an external
electric field. Regions of opposing polarisation are called domains. Ferro-
electricity is described in more details in Section 2.3.

The FTJ is a two-terminal device with an ultra-thin FE film sandwiched
between two asymmetric electrodes, as illustrated in Figure 2.5a. The idea
is that the FE film is thin enough for a non-zero tunnelling probability for
electrons. By applying an external electric field, the polarisation of the FE
layer can be switched so that it points towards either one or the other elec-
trode. To obtain a stable polarisation in either direction, the polarisation
charge of the FE layer must be screened in both electrodes. If the metal elec-
trodes have asymmetric screening abilities, the tunnelling barrier-height
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for an electron changes with polarisation direction [132]. Apart from dif-
ferent electrode materials, this asymmetry can also arise from different
interfaces only. For example with different terminations, with an ultra-thin
dielectric layer for one of them, or because of pinned interface dipoles [133].
This effect is called Tunnelling Electro-Resistance (TER). Furthermore, if
one electrode is a metal (screening width for electrons and holes in the pm
range) and the other one is a doped semiconductor (screening width in
the nm range) the asymmetry becomes even more notable as depicted in
Figure 2.5a. While a metal can screen both positive and negative charges,
semiconductors will screen one more efficiently than the other due to the
difference between the majority and minority carrier concentrations. If a
n-type semiconductor must screen the negative polarisation charges with
positive minority carriers, the increased screening length adds to the tun-
nelling barrier width, leading to a change in tunnelling probability and
thus electrical resistance. This effect is sometimes referred to as Giant TER.

The FTJ structure was first proposed by Esaki et al. [134] in 1971, but only
the realisation of ultra-thin epitaxially grown FE layers [135] allowed for
the demonstration of FTJs [106] in 2009. Later, Chanthbouala et al. showed
a binary [136] and then a multi-state [137] FTJ memristor. Multiple states
are possible in a FTJ because the FE layer consists of many FE domains.
By an appropriate choice of the switching stimulus (amplitude or time),
only a subset is switched. Despite the impressive properties, epitaxial films
and in particular the required single crystal substrate and high growth
temperature are not compatible with CMOS.

Since the discovery of ferroelectricity in polycrystalline HfO2 in 2008

and the first publication in 2011 [27], the well-established and CMOS-
compatible fluorite-structure material has been extensively studied, also in
the context of FTJs [32, 108–110]. The main limitation with hafnia-based FE
layers is that the remanent polarisation is greatly reduced for layers below
5 nm [138], which are required for tunnelling. Thus, a multilayer FTJ was
recently proposed [110, 139], where the FE layer is ∼12 nm thick and com-
bined with a thin ∼2 nm Al2O3 layer [140, 141]. In this case, the tunnelling
takes place across the Al2O3 potential-well in the ON-state and across the
potential-barrier combining the Al2O3 and FE layers in the OFF-state [142].
This circumvents the problem of diminished polarisation for thin layers,
but results in very small current densities and hence larger read voltages
(2.5 × 10−15 A/µm2 at 2 V for the OFF-state [110]), and larger switching
voltages (6 V).
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The number of ferroelectric domains scales with the area of the device,
giving rise to only few domains, and thus intermediate states, in extremely-
scaled devices. This is an intrinsic scaling problem of all FE-based multi-
state devices. Furthermore, a trade-off has been identified between reduc-
ing the FE layer thickness to achieve scaled devices with reasonable cur-
rent densities and the thereby increased self-capacitance that limits the
read speed [99]. Other challenges for the hafnia-based FTJs are the stabil-
isation of ferroelectricity for sub-5 nm films and the observed "wake-up"
effect [143]. The phase polymorphism of hafnia-based FE layers imposes a
challenge as the non-FE phase has a smaller band-gap and thus, the para-
electric grains act as parasitic sneak paths [144].

The switching of FTJs is field-driven and only small currents to screen
the polarisation must flow, making the FE memristor a low-power memris-
tor [145]. On individual devices, writing speeds of 20 ns to 50 ns [30, 146,
147], dynamic ranges of 7 to 16 [32, 148] (single-layer) and 10 to 100 [30,
139, 147] (multi-layer), endurances of >1010 cycles [145], and retentions of
>10 years [147] have been demonstrated for hafnia based FTJs.

2.2.3.4 Ferroelectric Field Effect Transistor (FeFET)

The FeFET is a device concept that has been known since 1957 [23] and
first demonstrated in 1974 [149] as a Metal-Ferroelectric-Semiconductor
(MFS) structure, which is very similar to a conventional Metal-Oxide-
Semiconductor FET (MOSFET). The FeFET has three terminals, a Source
(S), Drain (D), and Gate (G). It is a MOSFET where the usual high-k gate
dielectric is replaced by a FE layer. Figure 2.5b illustrates a FeFET for the
ON- and OFF-state. Depending on the orientation of the polarisation, an
accumulation or depletion of electrons occurs in the semiconductor chan-
nel, leading to a change of resistance between S and D. It is the same
electrostatic principle as for a classical FET, except that the polarisation
is remanent and thus the modulation of the channels resistance as well.
The state of the FeFET is sensed non-destructively between S and D. Sim-
ilar to the FTJ, before the discovery of FE-HfO2, different perovskite fer-
roelectrics were integrated, including Pb[ZrxTi1−x]O3 (PZT), BiTiO3 (BTO),
and SrBi2Ta2O9 (SBT) [150]. Because of the difficult integration of these ma-
terials on Si, large depolarisation fields and limited scaling of perovskite
ferroelectrics (>100 nm thick layers), early FeFETs never saw the evolu-
tion that the flash memory underwent [36]. Nevertheless, in 2012, a 64 kbit
NaND memory array was demonstrated [25].
Ferroelectricity in HfO2 has the potential to mitigate most problems of the



26 theory

perovskite FeFETs: CMOS compatibility, ferroelectricity down to 5 nm thick
films, wide band-gap, and good retention. [36]. Since HfO2 is already used
as high-k dielectric in the MOSFET process, hafnia-based FeFETs have seen
rapid technological advances and were successfully integrated in the Front-
End-Of-Line (FEOL) down to the 22 nm technology node as binary 32 Mbit
arrays [39], and to the 28 nm technology node as binary 64 kbit arrays [151]
and multi-state (3 states) memristors [152]. The binary characteristic and
also the relatively small number of intermediate states for the ultra-scaled
mutli-state FeFET is a consequence of the small number of available do-
mains, as demonstrated by Mulaosmanovic et al. [152]. Their endurance is
limited to ∼105 cycles, a consequence of the thin (0.5 nm to 2 nm) Interfa-
cial Layer (IL) grown between the FE and the Si channel. The IL serves
as buffer layer to minimise inter-diffusion of elements, as enabler for high
quality FE film growth, and as high quality channel interface, in contrast
to a spontaneously grown native oxide [36]. Si FeFETs thus have a Metal-
Ferroelectric-Insulator-Semiconductor (MFIS) gate stack. The drawback of
the IL (SiO2) is that due to its much smaller dielectric constant than HfO2,
it experiences a large voltage drop across it, thus reducing the field across
the FE layer, which increases the required write voltages. Furthermore, it
leads to charge trapping [153] at the IL-FE interface that screens the polar-
isation, reduces the influence of the polarisation on the channel, limits the
readout speed, and creates a depolarisation field that destabilises the FE
domains and ultimately decreases the retention [36]. Some of these issues
have been addressed by stack engineering (SiON instead of SiO2 IL [151,
154]). Moreover, the large field across the IL leads to a severe wear-out
of the SiON IL and subsequent excessive charge trapping, which hinders
further ferroelectric switching [155]. This is considered the reason for the
limited endurance (<108 cycles [36, 156]).
The adoption of oxide-based channels is a promising alternative to mitigate
some of the issues associated with Si-FeFETs. Having a semiconducting
Oxide Channel (OC) makes an (oxide-)IL redundant and many of the as-
sociated concerns are reduced. Mo et al. [41] demonstrated FeFETs with an
Indium Gallium Zinc Oxide (IGZO) channel in combination with HfZrO4
(HZO) as FE layer. The fabricated device did not show any inter-diffusion
or formation of an IL, maximising the field across the FE layer. The work of
this thesis also belongs to the OC-FeFETs. Parts of the results were already
published elsewhere [38] and can be found in Section 5. A further ad-
vantage of the OC-FeFETs is their flexible integration in the BEOL, where
the size constraint can be relaxed. A much more gradual and analog be-
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haviour of the resistance change with many intermediate states (18 cycles
to 64 cycles) and an increased endurance (∼107 cycles) can be obtained [38,
157]. Furthermore, no contact implantation is needed and in contrast to
Si-FeFETs, OC-FeFETs are junction-less transistors.
Some challenges still remain, in particular the scaling that intrinsically
leads to less domains, imposes a trade-off between the device area and the
number of intermediate states. The polycrystalline nature of hafnia-based
FE layers introduces a non-uniform landscape of defects, introducing a
non-uniform polarisation behaviour. This in turn gives rise to large device-
to-device variability for scaled devices [36]. It is generally accepted that de-
fects in the bulk and at the HfO2 interface play a crucial role on the perfor-
mance of prospective non-volatile memory devices. A better understand-
ing of the observed effects and mechanisms behind it is still needed [144].
The experienced wake-up and fatigue effects, both believed to be linked to
oxygen vacancy redistributions and defect generation must be tackled as
well [158].

2.3 ferroelectricity
Here, we will first briefly introduce the general concept of ferroelectricity
and then have a closer look at hafnia based ferroelectrics. To understand
ferroelectricity we must have a closer look at crystal symmetries. Let us
start by defining piezoelectricity. If we apply stress to a crystal, direct piezo-
electricity (see Figure2.6a) is the linear response of the charge development
on the surface of the crystal to stress [159]:

P =
Q
A

= dX,

where P is the polarisation [C/m2], Q is the charge [C], A is the area [m2],
d is the piezoelectric coefficient [C/N], and X is the stress [N/m2). The con-
verse piezoelectric effect, shown in Figure 2.6b, linearly relates an applied
electric field E [V/m] to the strain x on the crystal (deformation) [159]:

x = dE.

The piezoelectric coefficient d quantifies the proportionality between stress
and charge and between strain and electric field. It is defined as a tensor
because it depends on the direction and crystal symmetry.
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Figure 2.6: Piezoelectricity and ferroelectricity: (a) Direct piezoelectric effect. (b)
Converse piezoelectric effect. (c) Polarisation as a function of applied
electric field with the coercive field Ec, the remanent polarisation Pr,
and saturating polarisation Ps.

Ferroelectricity is defined as a permanent spontaneous re-orientable po-
larisation that can be switched by 180° by an external electric field. Ferro-
electricity is typically characterised by measuring the response of the polar-
isation to the electric field (dielectric displacement). The polarisation can
also be looked at as a vector field that quantifies the density of dipoles in a
certain volume. Per definition, the direction of the polarisation points from
the negative to the positive charge. Practically, the ferroelectric polarisation
can be quantified by measuring the charge that moves from one side to the
other during switching. Figure 2.6b shows a dielectric layer perturbed by
an electric field that aligns the dipoles and thus creates a mechanical de-
formation. Figure 2.6c reports a typical measurement of the polarisation
with respect to the electric field. The electric field that is required to switch
the polarisation from one direction to the other is called the coercive field
Ec. Once switched, the polarisation remains in that direction until a large
enough electric field of the opposite polarity is applied, leading to the illus-
trated hysteretic polarisation response. Many domains with a given dipole
may coexist in a ferroelectric layer. In the ideal case, they all switch at the
same Ec (blue curve). In a non-ideal case, not all dipoles have the same Ec,
leading to a slope in the hysteresis (purple curve). While every dielectric
material is polarisable by a strong electric field, only a ferroelectric material
will have a non-zero polarisation at E = 0. The polarisation at zero electric
field is called the remanent polarisation (Pr). The saturation polarisation
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(Ps) can be higher than Pr and the difference is called the non-remanent
polarisation as it is lost when the electric field is removed. This can be
the case if some dipoles are not stable in one polarisation direction due to
charged defects that immediately switch them back. Thus, this difference
between Pr and Ps is not related to dielectric polarisation.

Piezoelectric and ferroelectric properties only exist in crystal structures
lacking an inversion center, i.e. in non-centrosymmetric crystals. This
means, when looking at the unit cell of a non-centrosymmetric crystal,
that the charges (ions) are not distributed symmetrically along all direc-
tions, resulting in an intrinsic dipole. Usually, by slightly moving a few
ions within the unit cell, the dipole switches polarity. Out of the 32 crys-
tal point groups, only 10 have a unique polar axis in the unstrained state
and thus stable electric dipoles [159]. These permanent dipoles are called
spontaneous polarisation.

2.3.1 Ferroelectricity in Hafnia Compounds

Since the discovery of ferroelectricity in Si-doped hafnium oxide (Si:HfO2)
thin-films in 2011 [27], fluorite-structure binary oxides (fluorites) have
attracted considerable interest. Due to the excellent compatibility with
CMOS [29] and an improved scaling to 1–10 nm [160–162], integrated fer-
roelectrics were revived after the perovskite ferroelectrics encountered fun-
damental issues like scaling limits and missing integration on Si [150,
163]. Soon after the discovery of Si:HfO2, anion (N [164]) and multiple
cation (Si [27], Sr [165], La [166], Al [167], Gd [168], Y [169], Zr [161],
Ge [170]) dopants that stabilise the ferroelectric phase of hafnia were inves-
tigated. Different dopants (X) display different dopant concentration win-
dows (Hf:X ratio) to stabilise the ferroelectric phase [164, 171, 172]. HfZrO4
(HZO) films have emerged as one of the most promising combinations,
mainly due to the wide and more forgiving composition window (Hf:Zr
ratio) [173] and due to the lowest crystallisation temperatures (500 °C [173,
174], 400 °C [108, 162]) among the aforementioned dopants. For compari-
son, Si-doped HfO2, the first ferroelectric hafnia that was reported [27], has
a composition window range for ferroelectricity of 4 % and crystallisation
temperatures of 1000 °C are required. When using the ferroelectric HZO in
device concepts such as Ferroelectric Tunnelling Junctions or Ferroelectric
Field Effect Transistors for applications as artificial synapses that store ana-
log weights, it is of advantage to use the Back-End-Of-Line (BEOL) where
size constraints are relaxed. A larger area of the ferroelectric layer means
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Crystal System
Point

Group
Space
Group

Abbreviation

Cubic Fmm̄3 225 c-phase

Orthorhombic Pbca 61 oI-phase

Orthorhombic Pnam 62 oII-phase

Tetragonal P42/nmc 137 t-phase

Orthorhombic (polar) Pca21 29 f-phase

Orthorhombic (polar) Pmn21 31 f’-phase

Monoclinic P21/c 14 m-phase

Rhombohedral (polar)
R3m or

R3
160 or

146

r-phase

Table 2.1: Space groups, point groups, space group numbers and abbreviations for
the different phases of HfO2.

more individual domains, which in turn translates into finer-grained re-
sistance levels. To not damage the CMOS circuits, it is important to not
exceed 400 °C while integrating the ferroelectric memristors. Thus, HZO is
a promising candidate for integrated ferroelectrics thanks to its low crys-
tallisation temperature and forgiving compositional window for ferroelec-
tricity.

2.3.1.1 Crystal Structures of Hafnia Compounds

The stable structure of HfO2, ZrO2, and related materials at room tem-
perature is the monoclinic phase (P21/c, m-phase). Other stable crystal
structures exist at higher temperatures [177, 178]. They include the cubic
(Fmm̄3 , c-phase) and tetragonal (P42/nmc, t-phase) symmetries, that can
be stabilised at room temperature through doping [179–181] or surface
enthalpy engineering (e.g. nano structuring) [182–185]. High pressure or-
thorhombic (Pbca, oI-phase) and (Pnam, oII-phase) structures were studied
in the past because of the incompressible nature of the oII-phase suitable
for ultra-hard materials [177, 178], but then proven otherwise [186, 187].
The oII-phase was found to be quenchable [188] and hence could exist
at room temperature. However, all these structures are not polar as they
possess an inversion center and ferroelectric properties cannot exist. The
rhombohedral structure (r-phase), known to exist under stress in ZrO2 [189,
190], was observed for strained HZO (R3m or R3, r-phase) [191] epitaxially
grown on a single crystal substrate. The r-phases of HfO2 have a total en-



2.3 ferroelectricity 31

(a)
25 30 35 40 45 50 55 60 65

2 [°]

0

50

100
In

te
ns

ity
 [a

.u
.] P21/c | m-phase

P42/nmc | t-phase 

Pmn21 | f'-phase

Pca21 | f-phase

(b) 28 29 30 31 32
2 [°]

0

50

In
te

ns
ity

 [a
.u

.]

(c) 34 35 36
2 [°]

0

20

40
In

te
ns

ity
 [a

.u
.]

(d) 49 50 51
2 [°]

0

20

40

In
te

ns
ity

 [a
.u

.]

Figure 2.7: Computed X-Ray diffraction patterns for the different phases of HfO2
depicted in Figure 2.9: (a) Overview. (b-d) Regions of interest, revealing
the similarities especially between the t- and f-phase. Lattice parame-
ters from [175]. Diffractogram created with VESTA 3 [176].

ergy that is about 158–195 meV/f.u. higher than the ground-state of the
m-phase. Hence, their stabilisation is only possible through epitaxial com-
pression by a perovskite substrate with a proper lattice spacing. Table 2.1
summarises the possible HfO2 phases.

From the discovery of ferroelectric properties in Si:HfO2, a non-
centrosymmetric polar orthorhombic (Pca21, f-phase) structure was spec-
ulated to be responsible for the measured polarisation [27]. Due to the
structural similarity to the oI-, oII-, and t-phase, XRD studies cannot clearly
distinguish between these phases, especially in thin films [192]. The calcu-
lated XRD patterns in Figure 2.7 make this quite clear. The diffractograms
were calculated with VESTA 3 [176] and the lattice parameters for the m-,t-,
and f-phase were taken from [175], from [193] for the f’-phase. The polar
f-phase was then later experimentally proven by Sang et al. [194] by using
position-averaged convergent beam electron diffraction analysis. Neverthe-
less, the total energy of the f-phase is 49 meV/f.u. [195] higher than the
bulk ground-state (m-phase) and hence, the factors leading to the forma-
tion of the f-phase are still not clear. Many factors have been proposed
such as doping [196–198], oxygen vacancy incorporation [196, 199], grain
size (high surface to volume ratio) [200–202], film thickness [138, 202], ten-
sile strain [148, 201, 203], confinement by the top electrode [196, 204], and
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Figure 2.8: Computed phase diagram: (a) Equilibrium phases. (b) Regimes where
the free energy difference between the f- or f’-phase and the equilib-
rium phases are small (< kBT/5). Redrawn from [193].

surface energy [173, 195, 202]. Note that most of these factors are not in-
dependent. e.g.the film thickness has an influence on the grain size, which
changes the surface energy and internal pressure. Although ferroelectric-
ity has been shown in films that are much thicker than 10 nm [205], they
all share crystallite grain sizes below 10 nm. In fact, to avoid larger grain
sizes, that favour the m-phase when increasing the layer thickness, very
thin Al2O3 layers can be alternatively added between each 10 nm HZO
layer of thick films. The large internal pressure of small crystallites favours
the lower volume c- or t-phases over the m-phase [191, 206]. Today, it is
generally accepted that the small crystallite size plays a crucial role in sta-
bilizing the f-phase [173, 202], which is postulated to be the transformation
phase between the t- and m-phases [193, 196, 207].
Huan et al. [193] used the minima-hopping method [208] to identify low-

energy phases at various pressures and temperatures (Figure 2.8a). They
then singled out polar phases by applying the group theoretical symme-
try reduction principles developed by Shuvalov [209]. Table 2.1 presents
all low-energy phases of hafnia that are possible at various pressures and
temperatures. Additionally, the rhombohedral phase is added as it was
shown to exist under epitaxial strain. Two space groups, namely the Pca21
(f-phase) and Pmn21 (f’-phase) are found to be ferroelectric with a small
free energy difference with regard to the equilibrium phases (Figure 2.8b).
They represent a distorted version of the t-phase in its [110] and [100]
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Figure 2.9: Crystal phases [176]: (a) Schematic of the switching from the f-phase
with polarisation down through the t-phase to the f-phase with polari-
sation up. Lattice parameters from [175]. (b) m-phase crystal structure.
Lattice parameters from [175].

directions, respectively. The spontaneous polarisation is switchable (180°)
with small energy barriers of 40 meV for the f-phase and 8 meV for the f’-
phase [193]. In both cases the switching path goes through the t-phase as
schematically shown for the f-phase in Figure 2.9a [193, 210]. The oxygen
atoms that have a large displacement between polarisation directions are
coloured in teal, while the other oxygen (blue) and hafnium (purple) atoms
only undergo minor displacement. During crystallisation it is therefore im-
portant to go through the t-phase before the f-phase can be reached. For
comparison, Figure 2.9b reports the crystal structure of the m-phase.

Materlik et al. [175] investigated the Gibbs/Helmholtz free energies as
a function of temperature, pressure, strain, and surface energy via den-
sity functional theory (DFT). They found that by temperature, pressure,
and compressive film stress alone, the f-phase in HZO is not stabilised
over the m-phase. ZrO2 has a size-driven m→t-phase transformation and
energy crossover for crystallites below 24 nm [211], while for HfO2 it is be-
low 3 nm [184]. Therefore, the size-driven transformation requires a much
higher surface area to volume ratio for HfO2 than for ZrO2. Mixing HfO2
with ZrO2 to form HZO thus should ease this transition compared to pure
HfO2. Finally, by considering the surface energy in the Helmholtz equation,
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the f-phase has the lowest free energy of all phases for grain sizes between
8 nm and 16 nm in HZO, which is in good agreement with literature [175].

Batra et al. [212] calculated the surface energy for various HfO2 phases
and surface planes from first-principles using DFT. The smaller values they
obtained indicate that the results by Materlik et al. [175] might be overes-
timated and their conclusion, not the model, for a stable f-phase at small
crystallites might not be accurate.

Park et al. [202] quantitatively compared the experimental observations
in their HZO films of different compositions and thicknesses to the modi-
fied surface energy model proposed by Materlik et al. [175]. They measured
the grain size distribution as a function of composition and thickness. This
data was used to compute the evolution of the f-, t-, and m-phases as a
function of the composition and thickness based on the aforementioned
thermodynamic model [175]. When comparing experimentally measured
Pr values to the evolution of the o-phase, it appears that the overall trends
are consistent, but there remains a critical mismatch. Park et al. pointed out
that the assumption of the model that the grain-boundary and interface en-
ergies are identical to the free-surface energy is problematic for polycrys-
talline films [202]. Thus, they assumed a grain boundary energy to be one
third of the surface energy, which still resulted in the m-phase being the
stable phase, where Pr was experimentally measured to be the largest. Fur-
thermore, the model assumes a fully amorphous layer that is transformed
into a crystalline one, neglecting the observed small crystallites after ALD
deposition [202]. By considering the interface energy between small crystal-
lites and the amorphous surrounding, the f- and t- phases are energetically
more favourable with respect to the m-phase. They therefore concluded
that the f- and t-phase crystalline nuclei, formed during ALD deposition
(∼2 nm), retain their phase during post deposition anneals and act as seeds
for the full crystallisation of the entire film [202]. Still, the m-phase is the
stable phase across the entire temperature range involved. Later, the same
group used kinetic considerations to show why the f-phase still can be
stabilised [213]: The large kinetic barrier for the transition from the t- to
the stable m-phase (∼300 meV/f.u.) prohibits the undesirable phase tran-
sition. The transition form the t-phase to the f-phase on the other hand
has a negligible energy barrier (∼30 meV/f.u. [213], 40 meV/f.u. [193]) and
could readily occur during cooling.

The thermodynamic model considering bulk, grain-boundary, and inter-
face energy effects [175, 202, 212] finds the m-phase to be stable for typi-
cal crystallisation temperatures and grain sizes. However, by considering
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small f- and t-phase crystallite nuclei (∼2 nm) [202] resulting from the ALD
deposition and the large kinetic barrier hindering the t- to m-phase transi-
tion [213], the observed stable ferroelectric o-phase in thin-films could be
explained.

2.3.1.2 Wake-Up and Fatigue

Compared to conventional perovskite ferroelectrics, hafnia-based ferroelec-
tric layers generally exhibit a pronounced "wake-up" effect. In the pristine
state, the "Polarisation vs. Electric-Field" (P-E) curves are anti-ferroelectric
like, with two switching events, seen in the "Current vs. Electric-Field" (I-
E) measurement for each polarisation direction [214]. With an increasing
number of electric field cycles, the hysteretic curve gets de-pinched, the
Remanent Polarisation Window RPW = Pr+ − Pr− increases and a typical
ferroelectric P-E curve is obtained. This is an opposite effect to the usually
observed fatigue effect in ferroelectric films where the RPW decreases with
the increasing number of field cyclings. After the wake-up, hafnia-based
ferroelectrics show the typical fatigue effect [215], which manifests itself as
a reduction of the RPW with increasing electric field cycling.

In the pristine state, a strong internal bias field is present [216] that is
linked to an asymmetric distribution of charges at the two electrodes, poly-
morphic phase distribution, and charges located at domain walls [214, 216–
218]. This asymmetry can be caused by the deposition process where the
bottom electrode gets more oxidised (e.g. by the O2-plasma of the ALD-
HfO2 deposition) and thus has less oxygen vacancies. Among other elec-
trodes, this was shown for TiN [219]. During the crystallisation, the top
electrode interface is oxidised (with O2 from the HfO2) leading to an ac-
cumulation of oxygen vacancies [217]. This, together with a nitrogen dif-
fusion into the HfO2, could lead to the stabilisation of the t-phase at this
interface [164]. During the wake-up cycling, it is suspected that the oxy-
gen vacancies diffuse [220], resulting in a field-induced phase change at
the electrode interface [218, 221]. The reduction of this t-phase Interfacial
Layer (IF) would lead to a reduced depolarisation field Edep:

Edep =
Pr

ϵFE ϵ0

(
1 +

ϵIF tFE
ϵFE tIF

)−1
,

where ϵFE and ϵIF are the permittivities and tFE and tIF the layer thick-
nesses of the ferroelectric and IL respectively. The reduced Edep could ex-
plain the wake-up behaviour. Some studies report a reduced wake-up ef-
fect when using higher deposition temperatures [222], cycling at enhanced
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temperatures [220, 223], or ALD ozone-dosage and electrode engineer-
ing [224]. However, this tends to lead to increased leakage currents and
early dielectric breakdowns. Furthermore, the wake-up effect was found
to depend on the accumulated pulse time, rather than on the number of
cycles, thus being frequency dependent [220, 223]. This hints again to the
proclaimed oxygen vacancy redistribution.

The fatigue effect that directly influences the endurance of a device
was attributed to multiple possible causes. Leakage current defect spec-
troscopy [217] revealed that the leakage and RPW are not strongly influ-
enced by unipolar stress, in contrast to bipolar stress, which results into an
increase of the leakage current and consequently a reduction of the RPW.
This was directly correlated to an increase in defects. The continuous ion
displacement between the polarisation directions induces an increased de-
fect generation, fatigue, and ultimately dielectric breakdown. Masuduzza-
man et al. [225] proposed "hot atom" degradation as possible explanation.
They could identify a cycling frequency and voltage dependent degrada-
tion, which they attributed to a local overshoot of the polarisation (from
the gained energy at the domain walls to overcome the central energy
barrier between polarisations) until the energy is dissipated in the sur-
roundings. These overshoots reduce the activation energy [226] required
for bond breakage. They could also show an increase in endurance by ap-
plying pulses that have a larger transition time. Hot atom degradation is
difficult to separate from contributions of charge trapping at redistributed
or generated defects [214]. Experiments with increasing waiting times be-
tween bipolar cycling stress showed an increased recovery of the fatigue.
The authors argued that this might come from the detrapping of electrons
from occupied defects that results in depinning of domains and thus re-
covery of the RPW [217]. Another explanation for the time-dependent re-
covery could be the recombination of interstitial oxygen ions and oxygen
vacancies [227]. Recovery of the RPW was also observed by temperature
treatments [228], but is accompanied by an early fatigue, revealing the
permanent nature of the degradation, e.g. formation of a conductive fila-
ment along grain boundaries due to a high concentration of oxygen vacan-
cies [229].

In summary, we can conclude that the wake-up effect arises from a redis-
tribution of interface defects (oxygen vacancies), reducing the build-in field.
During fatigue, oxygen vacancies are possibly created by hot ion damages
or by the conversion of neutral vacancies into charged ones. A high concen-
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tration of oxygen vacancies at domain walls leads to domain wall pinning
and ultimately to the formation of a conductive filament [214].

For more details on the switching kinetics of hafnia-based ferroelectrics
we refer the readers to a recent review by Lee et al. [230].





3
M E T H O D S

The use of AI for social control and oppression is
already emerging, even in the face of developers’ best
of intentions.

— Meredith Whittaker

3.1 material characterisation methods

3.1.1 X-Ray Diffraction

For the development of thin-films, their structural characterisation is a
highly relevant issue. An important characteristic is the crystallographic
structure. Depending on the growth method, materials can be amorphous
or crystalline. The temperature or pressure determine the different crys-
tallographic phases that are energetically favourable in a material. In an
X-Ray Diffraction (XRD) measurement, a beam of parallel X-rays with the
same phase and wavelength impinges a crystallised material and scatters
at the materials periodic grid of atoms (Figure 3.1a). At certain incident
angles, this leads to constructive interference because of the cumulative ef-
fect of reflections in successive crystallographic planes. X-Rays are used
because their wave length is comparable to the inter-atomic distances
(∼150 pm), and thus form an excellent probe. For constructive interfer-
ences, the incident (and reflection) angle θ, the X-ray wavelength λ, and
the lattice spacing d are related by the Bragg condition [235]:

nλ = 2dsinθ, (3.1)

where n = 1, 2, 3... is the diffraction order. In a θ/2θ scan (Figure 3.1b), the
angle of the incident beam and of the detector are varied and a reflected
intensity profile, which characterises this lattice spacing, is recorded. Mul-
tiple databases exist, also open-source ones [236], where the measured pro-
files for many compounds can be compared to already known ones. The
θ/2θ scan is also called symmetric scan because the incident beam angle
is always equal to the angle between the sample and the detector, as il-

39
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Figure 3.1: X-Ray Diffraction (XRD): (a) Parallel beams with the same phase and
wavelength are scattered at different atoms. Constructive interference
occurs when the Bragg condition is met. (b) Illustration of the θ/2θ scan.
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Figure 3.2: Grazing-Incidence X-Ray Diffraction (GIXRD): (a) Schematic of the ar-
rangement of the sample, X-ray source, and detector and the definition
of important angles. (b) Illustration of the sample interaction with the
X-Ray beam.
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Element
Attenuation
coefficient

µ/ρ [cm2 g−1]

Atomic
mass

[u]

Density
ρ [g cm−3]

Absorption
coefficient
µ [µm−1]

Hf 157.1 [231] 178.49 13.3 [232] 0.2089
∗

Zr 135.6 [231] 91.22 6.52 [232] 0.0884
∗

O 11.63 [231] 15.99 - -

HfO2 134.99
†

210.5 9.68 [232] 0.1306
∗

ZrO2 103.41
†

123.22 5.68 [232] 0.0587
∗

Hf0.57Zr0.43O2 125.31
†

172.96 7.95
§

0.0997
∗

Zn 58.75 [231] 65.38 7.134 [232] 0.0419
∗

ZnO 49.48
†

81.38 5.61 [233] 0.0281
∗‡

W 170.5 [231] 183.84 19.3 [232] 0.3290
∗‡

WO3 137.61
†

231.84 7.2 [232] 0.0991
∗

Ti 202.3 [231] 47.87 4.506 [232] 0.0911
∗

N 7.562 [231] 14.01 - -

TiN 158.22
†

61.87 5.21 [232] 0.0824
∗

Si 64.68 [231] 28.09 2.329 [232] 0.0151
∗

SiO2 36.42
†

60.09 2.648 [232] 0.0096
∗

† The values were calculated with Equation 3.6.
∗ The values were calculated by µ = µ/ρ · ρ.
‡ These values were included to compare with [234] for sanity check.
§ The value is a linear combination of HfO2 and ZrO2.

Table 3.1: Attenuation coefficient, atomic mass, density, and calculated absorption
coefficients for the most common elements and compounds used in this
work. The attenuation coefficients were extracted from [231] for a pho-
ton energy of 8 keV. CuKα X-Rays used in this work have an energy of
8.04 keV (λCuKα = 154 pm).
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lustrated in Figure 3.1b. As evident from Figure 3.1a, the symmetric scan
probes the lattice planes that are parallel to the surface. When dealing
with very thin films, a large fraction of the intensity in a θ/2θ scan origi-
nates from the substrate. The beam path through the thin film is too short
to produce Bragg reflections with a sufficient peak-to-noise ratio. By reduc-
ing and fixing the incident angle to a very small value (ω < 1°), the beam
path through the thin layer of interest is maximised and the structural in-
formation contained in the intensity profile mainly stems from the thin
layer. Such a scan is called Grazing-Incidence X-Ray Diffraction (GIXRD).
Figure 3.2a shows a common configuration of the XRD tool for a GIXRD
scan. The incident angle ω is fixed and only the detector is moved. The
scattering angle between the incoming and reflected beam is still defined
as 2θ. With a fixed ω, the angle between the surface and the reflected beam
thus becomes 2θ − ω. During a GIXRD scan, Bragg reflections arise from
lattice planes that are neither parallel to the surface nor to each other [237].
Due to the fixed ω, the orientation of the probed lattice plane constantly
changes with θ. For polycrystalline films with random grain orientation,
GIXRD diffraction patterns are comparable to those obtained by θ/2θ after
subtraction of the substrate-contribution. However, different beam/surface
angles lead to different attenuations: Figure 3.2a shows the beam path for
a GIXRD scan in a layer with a thickness t. If the incident beam is scattered
at an atom that is located at a depth z from the surface, l1 = z/sin(ω) is
the beam path before scattering and l2 = z/sin(2θ − ω) after scattering.
From this we can derive the configuration factor:

kω =
l1 + l2

z
=

1
sin(ω)

+
1

sin(2θ − ω)
. (3.2)

The intensity scattered at depth z scales with exp(−µl1) (attenuation) and
with I0/sin(ω) (beam is inclined, less incident intensity per film surface
area for small ω), where µ is the absorption coefficient of the material. Af-
ter being scattered, the beam is further attenuated by exp(−µl2) by leaving
the layer. Hence, the scattered intensity at the detector from depth z dP(z),
is proportional to:

dP(z) ∝
I0

sin(ω)
exp(−µzkω)dz. (3.3)

Integrating Equation 3.3 over all depths (0 to t) yields the total scattered
intensity:

Pt ∝
I0

sin(ω)

∫ t

0
exp(−µzkω) dz =

I0

µ

[1 − exp(−µtkω)]

kωsin(ω)
. (3.4)
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For an infinitely thick layer we obtain P∞ ∝ I0/µkωsin(ω). Now we can
derive the absorption factor Aω, the amount that a Bragg reflection from a
thin-film sample is reduced when compared to an infinitely thick sample:

Aω =
Pt

P∞
= [1 − exp(−µtkω)]. (3.5)

The consequence is a quite constant Aω for 2θ in the range of 20° to 60°,
contrary to the case of the symmetric scan where the absorption factor
Aθ2θ = [1 − exp(−2µt/sin(θ))] quickly decays with increasing 2θ.
The mass attenuation coefficients µ/ρ, where ρ is the density of the materi-
als, can be found in the NIST5632 [231] database. For compounds, a simple
additive formula exists:

µ

ρ
= ∑

i=1
wi(

µi
ρi
), (3.6)

where wi is the fraction by weight of the ith atomic constituent. Table 3.1
summarises the calculated µ for the most common elements and com-
pounds used in this work. Finally, we can insert some numbers typical
for a GIXRD scan of HZO (Hf0.57Zr0.43O2). The most interesting peak for
ferroelectric HZO is located at 2θ = ∼30.5°. We have to use an incident
angle ω = 0.4° slightly above the total reflection angle θc to maximise the
beam path in the thin HZO layer (usually t = 10 nm). From Table 3.1 we
get µHZO = 0.0997 µm−1. With these values we obtain an intensity gain by
using GIXRD over a symmetric scan of:

Aω

Aθ2θ
=

[1 − exp(−µHZOtkω)]

[1 − exp(−2µHZOt/sin(θ))]
=

0.1348
0.0076

= 17.85. (3.7)

By reducing the HZO film thickness from 10 nm to 5 nm and 3 nm , the
absorption factor Aω decreases from 0.1348 to 0.0698 and 0.0425, respec-
tively. Thus, a reduction of the intensity measured at the detector of 48 %
and 68 % can be expected. Performing a symmetric θ/2θ scan is clearly dis-
advantageous for such thin-films. One last point has to be noted here. A
θ/2θ scan at very low angles (0° to 10°) can be used to characterise the
thickness of thin-films. Due to the reflection and refraction of the beam at
boundaries of layers with different indices of refraction (n), constructive
interference patterns can be observed, similar to optical ellipsometry [237].
Such scans are called X-Ray Reflectivity (XRR) measurements and are a
great non-destructive option to determine layer thicknesses.
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Figure 3.3: Focused Ion Beam (FIB): (a) Schematic of the focused ion beam system,
showing the availability of an electron and ion beam for imaging and
machining of samples. (b) Scanning Electron Microscope (SEM) image
taken at an angle of 52° showing a cross-section (light blue box) that
was revealed by ion-milling (black hole). To protect the structures, a Pt
layer was deposited on top of the area of interest (falsely coloured in
purple).

3.1.2 Focused Ion Beam

A sophisticated tool for the structural characterisation of thin-film layers
is the Focused Ion Beam (FIB) system. A schematic of a typical FIB sys-
tem is provided in Figure 3.3. Modern systems supplement the FIB with a
Scanning Electron Microscope (SEM), building together a dual-beam (FIB-
SEM) setup. Most commercially used FIB instruments use Ga ions to form
the beam. Ions have much larger masses in contrast to electrons. Thus, the
ion beam is used to sputter the surface, which enables precise machining
of the sample. The electron source on the other hand is used to image the
structures without damaging them. Furthermore, it is possible to inject gas
into the chamber to perform an ion-beam or electron-beam activated de-
position of materials such as platinum or carbon. This is especially useful
when the surface of interest needs to be protected.

FIB analysis is of particular use when the area of investigation is not
the surface, but a cross section. First, the ion- or electron-beam is used to
deposit a protecting layer of Pt above the region of interest. Then, materials
are removed with the ion-beam to uncover the cross section. In a third step,
the sample is tilted and the cross section is imaged by the SEM.
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In semiconductor processing, a visual inspection of the structures at
the nanoscale can often clarify encountered inconsistencies such as failed
electrical measurements, unexpected de-colouration of the layers, or de-
lamination of layers. Furthermore, it is a great method to perform pro-
cess control, e.g. assess if vias in the passivation layers were completely
opened, if layer thicknesses are as expected, or if metal layers are contact-
ing each other. While non-intrusive methods like XRD are great to char-
acterise global film properties, the inspection with a FIB system allows to
visually resolve the cross section of local structures down to feature sizes
of about 10 nm.

Increasing the resolution of a cross-section to sub-nm is possible by
Scanning Transmission Electron Microscopy (STEM). For such an experi-
ment, the specimen’s cross section must be thinned to a thickness of about
100 nm-200 nm to be able to transmit electrons through it. The FIB system
offers the perfect prerequisite to prepare such thin specimens. A precisely
movable needle can be used to extract the thin specimen from the sample
and to attach it to the specimen holder used for STEM. Figure 3.3b shows
an SEM image of a cross section revealed with the FIB ion gun. To protect
the area of interest, a Pt layer was deposited (falsely coloured in purple).
The large black area is the hole milled by the ion gun. The SEM image was
then taken at an angle of 52° to look at the revealed cross section (light
blue box).

3.2 semiconductor processing

3.2.1 Deposition: Atomic Layer Deposition

Atomic Layer Deposition (ALD) is a process to grow thin-films in a very
controlled manner, at relatively low temperatures. The main advantages
of ALD with respect to other deposition techniques are the thickness con-
trol at the Angstrom level, tunable film compositions, and the exceptional
conformality on high-aspect ratio structures. They are all delivered from
the sequential, self-saturating, gas-surface reaction control of the deposi-
tion process [238]. Other methods such as Molecular Beam Epitaxy(MBE)
or Pulsed Laser Depsition (PLD) also offer great thickness and composi-
tion control, but at much higher temperatures and not in a conformal way.
The most prominent examples that were made possible by ALD are the
integration of a thin high-k gate dielectric with a well controlled thickness
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Figure 3.4: Atomic layer deposition: (a) Simplified schematic of the process cham-
ber. (b) Formula for the Hf precursor.

by Intel [29] for the 45 nm technology node and later the realisation of 3D
transistors such as Fin Field-Effect Transistors (FinFETs) [239]. The later ex-
ample was made possible due to the self limiting gas surface reaction that
restricts the film growth to one layer at a time and thus enables the confor-
mality of high-aspect ratios and three dimensionally-structured materials.
Many materials ranging from insulators to semiconductors and metals can
be deposited by ALD. This method offers many elements to choose from to
create the desired composition [238]. The main limitation of the availablity
of a material by ALD is the restricted choice of reaction pathways. To stay
in the self limiting growth regime, very specific reactants and counter re-
actants for the deposition of the desired materials are required and synthe-
sised. Furthermore, the reactants must be volatile to be in the gas phase at
moderate temperatures. Such reactants are called precursors and should
be stable until they reach the sample surface.

In the following part, the growth process by ALD is explained using the
example of HfO2. The ALD process is performed in a sealed reactor as
depicted in Figure 3.4a. The precursor for Hf is TEMAH1 and is depicted
in Figure 3.4b. One complete ALD deposition cycle is illustrated in Figure
3.5. In a first step, the precursor is introduced into the process chamber.
The ligaments attached to the Hf element ensure its volatility at low tem-
perature and that it reacts in a self limiting way with the surface, leaving
no more than one monolayer. Excess precursors and reaction by-products
remain volatile in the chamber. In a second step, these by-products and

1 TEMAH: tetrakis-(ethylmethylamino)-hafnium [(CH3)(C2H5)N]4Hf
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Figure 3.5: Single atomic layer deposition cycle: (1) The first reactant/precursor
is introduced into the chamber and reacts with the surface in a self-
limiting way. (2) By-products are purged by an inert gas. (3) The second
reactant, here O2-plasma, is applied to complete surface reaction. (4)
By-products are purged by an inert gas to complete the cycle.
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Figure 3.6: Rapid thermal annealing systems: (left) Widely used Rapid Thermal
Annealer (RTA) with infrared heating. (right) Flash Lamp Annealer
(FLA) which is an extension of the RTA by the ability to release short
high-energy flash pulses through Xe-lamps.

excess precursors are purged with an inert carrier gas (typically N2 or Ar,
not shown here) and only the layer on the surface remains, still having
ligaments attached. This is called a half reaction. The third step introduces
the second precursor or reactant to complete the reaction on the surface.
In our Plasma Enhanced ALD (PEALD) the second reactant is a suitable
plasma. For oxides like HfO2 an O2-plasma is used. The oxygen radicals re-
move the organic ligaments and complete the reaction with the monolayer
of Hf at the surface. The by-products are then purged by a inert gas and
one cycle is complete. This is repeated with the same precursor until the
desired thickness is reached. By alternating between different precursors,
various material compositions can be grown. For HfZrO4, for example, al-
ternating cycles of TEMAH and ZrCMMM2 precursors are used. TDMAT3

precursors can be used to grow TiO2. In our case TiN electrodes are grown
by changing the O2-plasma to a N2/H2 plasma.

3.2.2 Crystallisation: Millisecond Flash Lamp Annealing

The most common technique for the crystallisation of thin-films in the
semiconductor industry is by Rapid Thermal Annealing (RTA). As the
name suggests, such annealing systems have the capability to heat a sam-
ple with a fast and controlled temperature ramp of up to 100 °C/s on wafer
scale, usually by near infrared lamps (Figure 3.6, left side). Often these sys-
tems have water-cooled chamber walls for a rapid cooling, which is still
much slower than heating. For the crystallisation of ferroelectric HZO, we

2 ZrCMMM: bis(methyl-η5-cyclopentadienyl)methoxymethylzirconium (CH3C5H4)2Zr(OCH3)CH3

3 TDMAT: Tetrakis-(dimethylamino)titanium [(CH3)2N]4Ti
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use a Flash Lamp Annealer (FLA). It consists of a xenon flash lamp array
located at the top of the chamber and a conventional halogen lamp heater
located under the sample holder (right part of Figure 3.6) [240]. The halo-
gen lamp heater is used to preheat the sample, similar to a RTA. The xenon
flash lamps are employed to release a flash pulse onto the sample. Prior
to the release of the flash, a large capacitor is charged to support the in-
stant release of high energy pulses. The flash duration can be set from 0.3
to 20 ms, where this duration refers to the full-width at half-maximum of
the energy pulses. Energy densities of up to 110 J/cm2 are possible in the
FLA. The resulting temperature of the sample during a millisecond Flash
Lamp Annealing (ms-FLA) thus depends on the pre-heat temperature, the
flash energy, and flash duration. The pre-heat temperature is monitored by
a thermocouple. Due to the fast nature of the flash pulse, there is no pos-
sibility of monitoring the temperature spikes during the pulse. The actual
energy absorbed by a sample during a flash annealing process depends
on the material structure of the sample. The spectral energy density of the
flash lamp pulse ranges from a wavelength of about 400 nm to 1000 nm,
having the largest intensity between 400 nm and 700 nm [240].

3.3 electrical characterisation methods

3.3.1 CTLM

A simple and effective way of keeping track of the oxidation state of our
WOx channels, is by monitoring their resistivity (ρ). A convenient method
of measuring ρ for semiconductors is by Transmission Line Measurements
(TLM). If designed correctly, not just ρ, but also the contact resistance (Rc)
and transmission length (LT) of the contact can be determined. The key
idea for this method is to measure the resistance through the semicon-
ductor for varying distances d. Therefore, multiple contacts with different
spacings are necessary in the TLM model. This is depicted in Figure 3.7a.
Here, W is the width of the semiconductor, Z the width of the contact, and
L. The total resistance (RT) measured between two of these contacts (A, B)
can be split into multiple components, as illustrated in Figure 3.7c [241]:

RT = 2Rm + 2Rc + Rsemi ≈ 2Rc + Rsemi (3.8)

in which Rm is the resistance of the metal contact and Rsemi the resistance
of the semiconductor. For metal contacts (in our case W), Rm is negligible
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Figure 3.7: Illustration of a TLM layout and the resulting total resistance: (b) TLM
layout with a series of square contacts. (b) Cirular TLM layout (CTLM).
(c) Breakdown of the resistive components when measuring the resis-
tance between two contacts (left) and current path from the semicon-
ductor to the metal contact pad with the transfer length (LT). (d) Typi-
cal plot of the total resistance (RT) as a function of the contact spacing d.
For CTLM, the original measurement (purple) is corrected by a factor
depending on the radius (r) and d (teal).

as compared to the other two components and will be omitted for the
further discussion of the TLM. A closer look at the current path from the
semiconductor to the metal is depicted on the right in Figure 3.7c. Because
the resistance in the metal is much lower than in the semiconductor and
because the current flows through the path of least resistance, the current
will transition to the metal as early as possible. Thus, the current density
is largest at the edge of the contacts and drops exponentially with distance
to the edge. The distance at which the current density has dropped by 1/e
is defined as the transfer length LT . LT therefore defines the distance over
which most of the current flows in or out of the contact. Consequently,
the effective contact area is Ac,e f f = LT · Z [241]. The green data points
in Figure 3.7d show a typical measurement of the resistance between two
contacts (RT) for different d. If one assumes that all contacts have the same
Rc, the increasing RT with d can be attributed to a increase of Rsemi [241]:

Rsemi =
ρsemi

t
· d

W

in which ρsemi is the resistivity of the semiconductor, t is the thickness
and W the width of the semiconductor. Thus, from the slope of the linear
regression in Figure 3.7d we can extract ρsemi. At zero distance (y intercept)
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2Rc can be extracted. The value −2LT is defined at the point where the
resistance is zero. This would be the situation in which the current flows
directly from one contact edge to the other.

When the semiconductor width W is wider than the contact width Z,
this approximation becomes invalid because the current flows around the
contacts is not accounted for. As a consequence, the semiconductor film
needs to be patterned to the width of the contacts. To avoid this patterning
step or the problem that W ̸= Z, circular test structures can be used. Such
structures are depicted in Figure 3.7b. They consist of an inner contact of
radius r, a gap of width d, and a surrounding contact. In circular structures
with r ≫ 4LT , r ≫ d, and by taking the transfer length into account, RT
can be expressed as follows [241]:

RT = (2Rc + Rsemi) · C =
(

2Rc +
ρsemi
2πrt

(d + 2LT)
)
· C

C =
r
d

ln
(

1 +
d
r

)
, (3.9)

where C is a correction factor. It is necessary to compensate for the differ-
ence between the linear and circular TLM layouts. Otherwise, RT would
be underestimated. For practical radii up to about 200 µm and spacings of
5 µm to 50 µm, the correction factor must be applied to obtain a linear fit.
The resulting linear data by applying the correction factor to the original
data (purple) is depicted in Figure 3.7d. From Equation 3.9, it is evident
that ρc can be calculated from the slope of RT after applying the correction
factor to the data [241]:

ρsemi =
∂RT
∂d

· 2πrt.

So far we have used the contact resistance Rc to explain the concept of TLM.

The specific contact resistivity ρc =
∂V
∂J

∣∣∣
V=0

([ρc] =Ω cm2) is a better way to

describe the contact resistance as it is independent of the contact area and
therefore convenient for comparing contacts of different sizes [241]. Finally,
with Rc and Ac,e f f , ρc can be calculated. In first approximation, this results
in [241]:

ρc = Rc · Ac,e f f ≈ Rc · 2πrLT .
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Figure 3.8: Setup for pulsed measurements: Configuration of the B1500A Semicon-
ductor Analyser connection to the FeFET device for: (a) Write and (b)
read operations for the first FeFET generation. (c) Write and (d) read
operations for the second FeFET generation. (e)Typical measurement
sequence for a RDS-Vwrite plot: First the device is fully polarised in one
direction (VpreCond), then a first state is written ((a) or (c)), and finally
RDS is measured ((b) or(d)).
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3.3.2 Pulsed Potentiation and Depression

Here we briefly describe the measurement setup that we utilised for pulsed
measurements. An Agilent B1500A Semiconductor Analyser equipped
with 4 High Resolution Source Measurement Units (HRSMUs) and with a
B1530A Waveform Generator/Fast Measurement Unit (WGFMU) module
was used. The WGFMU module combines pulsing and Arbitrary Linear
Waveform (ALW) generation capabilities with current and voltage mea-
surement functions in a single unit. Two Remote-sense and Switch Units
(RSUs) are connected by special composite cables to the WGFMU card.
The waveforms created using the WGFMU’s ALW voltage generation ca-
pability output through the RSU. The RSU is also the location where the
actual current or voltage measurement is performed. In principle the RSU
would be perfect for pulsed potentiation and depression as it can apply an
ALW and at the same time sample the current. Unfortunately, the RSUs
current measurement ranges from 1 µA to 10 mA. When measuring the re-
sistance of our FeFETs (RSD ≈ 100 kΩ − 10 GΩ) at a small read voltage
Vread = 200 mV, in order not to disturb the ferroelectric polarisation, cur-
rents in the range of 2 µA to 20 pA must be sensed. We can not increase
the read voltage to augment the current because we would start to switch
the polarisation (our gate is always grounded through the chuck). As an al-
ternative HRSMUs are clearly required because they offer a measurement
resolution of 1 fA. The HRSMU can be connected to the RSU through triax
cables, and during operation we can switch between the ALW generation
and the HRSMU, without the need for more than one needle prober per
contact.

Figures 3.8a and 3.8b illustrate how a FeFET device from the first genera-
tion (Section 5.1) was contacted and how the connections were set. A state
is written by applying a pulse to source (S) and drain (D) with synchro-
nised RSUs, while the gate (G) is grounded (Figure 3.8a). The gate of the
FeFET is shared among all devices on the chip and accessed through the
conductive substrate by connecting the ground of the B1500 to the chuck.
For the read operation (Figure 3.8b), the RSU units switch to SMU mode,
where they simply pass through the HRSMU signal. The read operation is
thus done with the HRSMU units by applying a Vread = 200 mV between S
and D with a dynamic integration time as required. A typical measurement
sequence for a RDS-Vwrite plot is performed as follows (Figure 3.8e): First
the device is fully polarised in one direction (VpreCond), then a first state is
written (Figure 3.8a), and finally RDS is measured (Figure 3.8b). The writ-
ing and reading are then repeated with an increased or decreased Vwrite
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until a full loop is completed. The B1500A provides its own programming
environment where such sequences can be automated.

The second generation of FeFETs was connected differently. The devices
deffer from the first generation by having a seperate G contact for each
device which is accessible from the top. Thus, three needle probers and no
chuck contact are required. Here, the write pulse is applied to the G, while
S and D are grounded through a HRSMU unit. Hence, only one of the RSU
units is required (Figure 3.8c). The read operation is therefore done with
the HRSMU units by applying a Vread = 200 mV between S and D with
a dynamic integration time as required (Figure 3.8d). Potentiation and de-
pression cycles are performed by switching between the write and read
operations in the same way as for the first FeFET generation. When au-
tomating these write/read sequences with the B1500A software, the mea-
surement takes quite long (up to 15 s per measurement point). Hence, we
connected a computer to the B1500A by General Purpose Interface Bus
(GPIB), from which we can send measurements commands from a C++
environment without using the build-in software on the B1500A. This al-
lowed us to speed up the time required for one write/read operation to
under 3 s. More details about the automated setup can be found in Ap-
pendix A.1
Working in a C++ environment on a remote computer brings another ad-
vantage for our setup. Our chuck is mounted on electrically movable x,y,z
axes (Owis PS35) that can be controlled by a C++ library. This allowed us
to create a single application where we can define a sequence of measure-
ments and then perform them automatically on many devices on a chip
by following a device-map containing the coordinates of all devices. More
details about the automation from design to measurement including the
application can also be found in Appendix A.1.
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M AT E R I A L S

If we amplify everything, we hear nothing.
— Jon Steward

Prior to the fabrication of ferroelectric memristors, we studied the char-
acteristics of important material systems such as ferroelectric HfxZr1−xO2
(HZO) and semiconducting WOx thin-films. This chapter first discusses
the deposition and crystallisation of the ferroelectric HZO layer and its
ferroelectric properties. In the second part, the advantages and disadvan-
tages of different deposition techniques for the WOx layer that is used as
thin-film channel in ferroelectric field effect transistors are studied.

4.1 ferroelectric hzo
In this subsection we will first look at the deposition and in a second part at
the crystallisation of HZO. Especially, the latter is not trivial and multiple
factors like temperature, electrodes, and layer thickness define the phase
of the HZO (Section 2.3.1). Some of the results shown in this section were
published in [31].

4.1.1 Deposition

One of the main advantages of fluorite ferroelectrics like HZO is their
CMOS compatibility. In fact, HfO2 and ZrO2 are probably the two most
frequently studied fluorite-structure materials for logic Field-Effect Tran-
sistors (FETs) or Dynamic Random Access Memory (DRAM) capacitors.
Since the adoption of HfO2 by Intel in 2007 [29], mature Atomic Layer De-
position (ALD) techniques have been available that provide great control
over the layer thickness, composition, and 3D uniform coverage. Because of
these advantages we chose ALD over other deposition methods like Phys-
ical Vapour Deposition (PVD) [242], Pulsed Laser Deposition (PLD) [191,
192, 243], or Molecular Beam Epitaxy (MBE) [244, 245]. PVD could be in-
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teresting if fast deposition rates are required, while PLD and MBE allow
to grow well-oriented and epitaxial layers on specialised single crystal sub-
strates. In our opinion, the ease of integration and composition control
of ALD overweights all advantages of the alternative deposition methods
when considering device fabrication and integration. A general introduc-
tion to the ALD deposition technique can be found in Section 3.2.1.

To study our HZO, we deposited TiN/HZO/TiN layer stacks on a highly
conductive n+Si substrate. We used an Oxford Instruments Plasma En-
hanced Atomic Layer Deposition (PEALD) system to deposit all three lay-
ers at 300 °C without breaking the vacuum. First the n+Si substrates were
dipped in buffered hydrofluoric acid (BHF, 7:1) for ∼20 s to remove the
native oxide. Then, ∼10 nm TiN was deposited using a TDMAT1 precursor
and N2/H2 plasma. Approximately 10 nm thick layers of HZO were grown
in a process using alternating cycles of two TEMAH2 and one ZrCMMM3

precursor. Rutherford Back Scattering (RBS) analysis of the films indicated
an actual film composition of Hf0.57Zr0.43O2. A further 10 nm of TiN was
immediately deposited in-situ in the PEALD. The layer thicknesses were
later confirmed by X-Ray Reflectivity (XRR) measurements in a Bruker D8

Discover diffractometer equipped with a rotating anode generator and by
cross sectional Bright Field Scanning Transmission Electron Microscopy
(BF-STEM) measurements using a double spherical aberration-corrected
JEOL JEM-ARM-200F microscope operated at 200 kV. The deposition rate
of the TiN was found to be 0.8 Å/cycle. For two HfO2 cycles and one ZrO2
cycle, the smallest repeating unit of the HZO deposition, the deposition
rate was 1.8 Å/cycle. After the crystallisation of the HZO, we deposited
100 nm W by PVD to form top contacts for the metal-insulator-metal (MIM)
structures. Metal gate patterning and etch was performed using standard
UV lithography and a fluorine-based reactive ion etch process.

4.1.2 Crystallisation

In this section we will study the crystallisation of HZO and have a closer
look at important factors that influence the crystallisation, namely temper-
ature, electrodes, and layer thickness. Because we are interested in inte-
grating ferroelectric HZO in the Back-End-Of-Line (BEOL), our goal is to
perform the crystallisation at temperatures below 400 °C, in order not to

1 TDMAT: Tetrakis-(dimethylamino)titanium [(CH3)2N]4Ti
2 TEMAH: tetrakis-(ethylmethylamino)-hafnium [(CH3)(C2H5)N]4Hf
3 ZrCMMM: bis(methyl-η5-cyclopentadienyl)methoxymethylzirconium (CH3C5H4)2Zr(OCH3)CH3
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Figure 4.1: (a) TEM cross section of the W/TiN/HZO/TiN/n+Si MIM structure.
The TEM micrographs in (b) and (c) focus on the TiN/HZO/TiN lay-
ers for the 300 s 650 °C RTA sample and the 70 J/cm2 ms-FLA sample,
respectively.

damage the underlying CMOS structures. For the crystallisation we used
a Flash Lamp Annealer (FLA). A detailed description of the tools can be
found in Section 3.2.2. Xenon flash lamps are used to release a flash pulse
with a duration from 0.3 to 20 ms and energy densities of up to 110 J/cm2

onto the sample surface. The resulting temperature of the sample during a
millisecond Flash Lamp Annealing (ms-FLA) depends on the pre-heat tem-
perature, the flash energy, and flash duration. To ensure that the samples
are thermalised we keep them at the pre-heat temperature for 120 s before
applying the flash pulse. The pre-heat temperature is monitored by a ther-
mocouple. Using spikes is expected to benefit two fold: First, the spikes
are very short and thus the temperature above 400 °C is not maintained for
long, minimizing the effect on the CMOS structures. Second, we are trying
to stabilise the meta-stable f-phase and hence, quenching should facilitate
the stabilisation of such higher temperature phases.

4.1.2.1 Temperature

In a first step, we looked at the crystallisation temperature. For that we
used the sample stack (TiN/HZO (10 nm)/TiN) described in Section 4.1.1.
Previous studies [201, 202, 246] have shown that a film thickness around
10 nm results in grain sizes around 10 nm, which were postulated by cal-
culations [175] and shown experimentally to maximise the fraction of the
ferroelectric phase (Pca21, f-phase). Thicker films tend to crystallise in the
monoclinic phase (P21/c, m-phase), while thinner films have shown an in-
crease of the tetragonal phase (P42/nmc, t-phase). Hence, a film thickness
of 10 nm is optimal to study the crystallisation temperature. We chose TiN
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Figure 4.2: (a) GIXRD for a diffraction angle (2θ) from 28° to 34° for samples which
received a regular 300 s 450 °C, 650 °C and 850 °C RTA. (b) GIXRD pro-
files for the millisecond flash lamp annealed samples with varying flash
energy of 20 ms duration. In each case there was a 120 spreheat step at
375 °C.

as electrodes because they have been proved to facilitate the crystallisation
of the f-phase [27]. Without a top capping electrode, the HZO films have
an increased m-phase fraction. A more detailed analysis of the impact of
different electrodes on the crystallisation of HZO follows in Section 4.1.2.2.

The conditions for this experiment were as follows: the pre-heat tempera-
ture was set to 375 °C, the flash pulse duration was kept constant at 20 ms,
while the flash pulse energy was varied from 30 to 110 J/cm2. For com-
parison, additional samples were annealed in the same FLA chamber for
300 s at 450 °C, 650 °C and 850 °C without a flash pulse. Figure 4.1 shows
transmission electron microscopy (TEM) cross sections of the MIM devices.
Figure 4.1a reports a micrograph of the full W/TiN/HZO/TiN/n+Si MIM
structure. The TEM analysis confirms the thicknesses of the TiN layers
(∼10 nm) and of the HZO layer (∼10 nm). The various layers are clearly
uniform with low roughness at the interfaces. Figures 4.1b and 4.1c present
more scaled micrographs focusing on the TiN/HZO/TiN stack, for the
sample which received a regular 300 s/650 °C RTA with no flash anneal
step, and the 70 J/cm2 ms-FLA sample, respectively. The TEM images show
a similar microstructure and confirm the polycrystalline nature of the TiN
electrodes and the HZO layer in both cases. Therefore, it is clear that the
120 s pre-heat at 375 °C combined with 70 J/cm2 ms-FLA is sufficient to
fully crystallise the 10 nm HZO layer.
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GIXRD results are depicted in Figure 4.2 where the range of the diffrac-
tion angle (2θ) is limited between 28° and 33°. In this region, one can easily
distinguish between the non-ferroelectric monoclinic phase and the cubic,
tetragonal or orthorhombic phase, only the latter one being ferroelectric.
Figure 4.2a shows the reference samples that received a regular RTA treat-
ment for 300 s. Clearly, 450 °C was not sufficient to crystallise the HZO. The
sample with a regular 300 s/650 °C RTA step has a peak centered around
30.5°, which can be assigned to t- and/or f-phases in HZO. It should be
noted that distinguishing them from each other is difficult using XRD ow-
ing to their similar structure. More details on the structures can be found
in Section 2.3.1.1. However, this sample provides promising structural evi-
dence for the possible existence of the orthorhombic phase responsible for
ferroelectric behaviour in HZO films.

When increasing the temperature even further, the peak around 30.5°
becomes smaller and the two m-phase peaks (28.5°, 31.8°) that already
appeared for the 650 °C sample, grow larger. The XRD profiles for the mil-
lisecond flash lamp annealed samples with varying flash energy of 20 ms
duration are shown in Figure 4.2b. In each case there was a 120 s pre-heat
step at 375 °C. For the 110 J/cm2, 90 J/cm2 and 70 J/cm2 ms-FLA samples
a peak is observed in the XRD around 30.5°, with the magnitude reduc-
ing slightly for the 70 J/cm2 sample. When the flash energy is reduced to
50 J/cm2 this peak magnitude significantly diminishes while at 30 J/cm2 it
is not evident. Clearly, the XRD peaks for the ms-FLA samples are similar
to that recorded in Figure 4.2a for the 300 s/650 °C RTA sample, indicating
the possible presence of the f-phase.

"Polarisation vs. Electric Field" (PE) characterisation was performed on
the MIM structures to investigate hysteretic behaviour of the HZO films.
Figure 4.3 reports PE hysteresis loops measured at 1 kHz and at room tem-
perature for all samples. For each sample the PE loop on a pristine device
is plotted along with the PE loop obtained after electric field cycling of the
same devices. As can be seen in Figure 4.3a the sample which received only
30 J/cm2 and which exhibited no orthorhombic peak in the XRD analysis,
displays a negligible hysteresis and linear PE characteristics, as would be
expected for non-ferroelectric materials [162]. All other samples measured
in a pristine state show pinched PE hysteresis loops. This is significantly
improved post cycling in all cases, with the stressing enhancing both pos-
itive and negative remnant polarisation. These results are in agreement
with the so-called “wake-up” effect observed previously for various fer-
roelectric films [143, 215, 247, 248]. In all ferroelectric samples an imprint
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Figure 4.3: "Polarisation vs. Electric Field" (PE) characteristics measured on
W/TiN/HZO/TiN/n+Si MIM structures at room temperature and
at 1 kHz. Hysteresis loops are shown for each sample, both in pris-
tine and post electric field cycling (∼1500 cycles) conditions. (a-e) Mil-
lisecond flash annealed samples with varying flash pulse energies. (f)
300 s/650 °C RTA sample with no flash anneal.
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Figure 4.4: "Polarisation vs. Electric Field" (PE) characteristics measured on
W/TiN/HZO/TiN/n+Si MIM structures at room temperature and at
1 kHz. Hysteresis loops (post cycling) are shown for the 300 s/650 °C
RTA sample with no flash anneal and for the millisecond flash annealed
samples with varying flash pulse energies. In regard to the latter there
was a 120 s pre-heat step at 375 °C and the flash pulse duration was
20 ms.

can be observed. The interface screening model [249] assumes a thin layer
at one interface where the spontaneous polarisation is absent and causes
a charge separation between the screening and polarisation charges to be
responsible for the imprint. This "passive layer" behaves as a space charge
layer and hence acts as a capacitor in series. The large electric field in the
passive layer induces charge transport across it, resulting in charge separa-
tion and hence a built-in potential [250, 251]. During the ALD deposition
of the stack, the bottom TiN electrode gets oxidised by the first cycles of
the HZO deposition. A thin TiNOx layer is formed at that interface that
could lead to the above described charge separation.

For ease of comparison Figure 4.4 plots the PE hysteresis loops mea-
sured post-cycling for the various ms-FLA samples and the 300 s/650 °C
RTA sample. Two of the critical parameters in evaluating the quality of
a ferroelectric layer are the coercive field strength (Ec) and the remanent
polarisation (Pr). In this regard the 90 J/cm2 and 70 J/cm2 ms-FLA sam-
ples exhibit the highest Pr values (∼21 µC/cm2). Ec is ∼1.1 MV/cm and
the 70 J/cm2 sample displays slightly lower imprint. The Pr and Ec val-
ues for the optimised ms-FLA samples in this study are comparable to
those reported previously for HZO films of similar thickness [162, 166,
173, 174]. While Ec is similar for the 300 s/650 °C RTA sample the Pr values
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Figure 4.5: Endurance characteristics measured on the 70 J/cm2 ms-FLA and
300 s/650 °C RTA sample at room temperature. Bipolar cycling stress
with an AC amplitude of 3.5 V and frequency of 1 kHz up to 105 cycles
and 100 kHz up to 107 cycles was applied. (a) DC leakage measured at
∼1 MV/cm. (b) Polarisation extracted from PUND measurements with
an amplitude of 4 V and pulse width of 1 ms.

(∼18 µC/cm2) are clearly degraded as compared to the optimised ms-FLA
samples.

Another clear difference between the RTA and ms-FLA annealing be-
comes visible in endurance measurements (Figure 4.5). A bipolar cycling
with an amplitude of 3.5 V and a frequency of 1 kHz was applied to both a
70 J/cm2 ms-FLA and a 300 s/650 °C sample up to 105 cycles. Afterwards,
a frequency of 100 kHz was applied up to 107 cycles. Figure 4.5a shows
the change in DC leakage while Figure 4.5b reports the evolution of the
polarisation P = |Pr−|+ |Pr+| with cycling. Due to leakage currents, P was
determined by Positive Up Negative Down (PUND) measurements [252].
Three distinct regimes can be identified in both samples. First, P increases
due to the wake-up effect until it reaches its maximum value of 35 µC/cm2

at ∼46 000 cycles. Applying more cycles results in a decrease of P accom-
panied by an increase of the leakage current. This regime is a character-
istic of the fatigue of the ferroelectric [217]. Finally, dielectric breakdown
is reached at a number of cycles which determine the ’endurance’ of the
material. The endurance of the 70 J/cm2 ms-FLA sample is one order of
magnitude higher than that of the 300 s/650 °C RTA sample (Figure 4.5b).
At the same time, the wake-up of the 70 J/cm2 ms-FLA sample is slower,
but it reaches a comparable maximum P, whereas the fatigue process ap-
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pears similar in both samples. The wake-up process can be attributed to
the redistribution of existing defects such as oxygen vacancies [217, 220]
or phase transitions [217, 253, 254] in the device. The fatigue process on
the other hand is a result of dielectric degradation due to an increasing
trap density and domain pinning [217, 255]. It is explained in more details
in Section 2.3.1.2. The slower wake-up phase is consistent with a delayed
breakdown in ms-FLA films and can be attributed to a different microstruc-
ture obtained using the different anneal processes. The faster wake-up of
the RTA sample indicates that there are less defects at the interfaces to re-
distribute. The relatively slow annealing compared to the ms-FLA might
have allowed the diffusion of the defects already during the annealing.
The improved endurance illustrates the potential of using fast annealing to
stabilise the f-phase of HZO in non-volatile memory elements.

Multiple differences between the RTA (650 °C) and the 70 J/cm2 ms-FLA
sample have been observed: the RTA sample has a small portion of m-
phase, while the ms-FLA sample does not. Due to the smaller dielectric
constant, m-phase grains can form a slightly more conductive path within
the f-phase. Furthermore, the negative Ec of the RTA sample is larger and
the polarisation hysteresis is slightly tilted. A tilted hysteresis loop is an
indication of a dielectric Interfacial Layer (IL) between the ferroelectric
layer and the electrode, resulting in a depolarisation field [256]. These low
quality, non-switching regions are characterised by more defects and a
lower permittivity, resulting in a higher factor of degradation [217]. Only
the negative Ec is substantially increased, hinting to a IL only on one side.
The 50 J/cm2 and 110 J/cm2 ms-FLA samples show a similar polarisation
hysteresis. From the GIXRD scans we know that the 50 J/cm2 sample is
not fully crystallised, possibly having an amorphous, non-ferroelectric
layer at one electrode interface. The slight polarisation degradation of the
110 J/cm2 sample compared to the 90 J/cm2 one, together with a minimal
positive shift of the GIXRD peak with increasing flash energy could indi-
cate an increase of the t-phase often seen at interfaces [217, 218]. Therefore,
we believe that the RTA anneal leads to a worse interface quality, which
reduces the performance.

In summary ferroelectric behaviour was demonstrated for ∼10 nm Hf0.57
Zr0.43O2 films using a 120 s/375 °C pre-heat combined with a 20 ms flash
lamp annealing pulse. The ferroelectric characteristics achieved using the
ms-FLA were comparable to that obtained using a much higher thermal
budget of 300 s RTA at 650 °C, as confirmed using XRD, PE, and endurance
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Figure 4.6: Schematic representation of structures used to analyse different bottom
electrodes: (a) For GIXRD, (b) for PUND, and (c) for PFM.

analysis. While a similar coercive field (∼1.1 MV/cm) is achieved for both
the ms-FLA and RTA, superior remanent polarisation values are obtained
for the optimised ms-FLA samples (∼21 µC/cm2) compared to the RTA
sample (18 µC/cm2) in this study. The increased endurance of the ms-FLA
sample further emphasises the advantage of the millisecond flash lamp
annealing technique. Given that the annealing temperature profile is one
of the most critical factors for formation and stabilisation of the ferroelec-
tric orthorhombic phase in HZO, this millisecond FLA technique offers a
promising low thermal budget alternative for the crystallisation of ferro-
electric HZO films.

4.1.2.2 Electrodes

In this section we will have a closer look at different electrodes. Confine-
ment by the top electrode [196, 204] is a key enabler for the ferroelectric
phase (f-phase) in HZO. The mechanical stress of the electrode helps to
stabilise the f-phase over the monoclinic one (m-phase). For TiN a ten-
sile stress is created that can be divided into two components, the intrin-
sic stress due to the film growth and the thermal stress originating from
the different thermal expansion coefficients of TiN and HZO. Shiraishi et
al. [203] have shown that larger in-plane tensile stress leads to higher re-
manent polarisation (Pr), while compressive stress resulted in the opposite.
Others have shown that it is also possible to obtain the f-phase without
the confining top electrode, but nevertheless, the resulting Pr was always
smaller than the control sample with an electrode [257, 258]. Therefore,
choosing the right electrode can potentially increase the polarisation due to
a higher fraction of f-phase. Until now, only few studies have demonstrated
slightly improved Pr with other electrodes than TiN: Mo [259], W [260, 261],
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Figure 4.7: Comparison between different bottom electrodes: (a) GIXRD for a
diffraction angle (2θ) from 22° to 43° for samples which received a
ms-FLA with 70 J/cm2. The lines below the measurement indicate the
reported peak position for the different electrodes. (b) PUND measure-
ments on capacitors with an area of 80 µm× 80 µm that were processed
on the same samples. Bipolar cycling stress with an AC amplitude of
3.5 V and frequency of 100 kHz for 106 cycles was applied to wake-up
the HZO before measuring PUND.

Ge [262], Ta [261], while most are performing less well: Ir [263], Si [262],
Au [261], Pt [257, 261], and RuO2 [264].

In the context of ferroelectric memristor fabrication, the electrodes play
a crucial role, especially for the Ferroelectric Tunneling Junction (FTJ). The
working principle of FTJs (Section 2.2) relies on asymmetric electrodes,
in particular on electrodes (or interfaces) with different screening lengths.
Thus, investigating different electrodes is interesting for FTJs and generally
for the optimisation of the crystallisation in the f-phase. In addition to
the standard TiN electrode that we used, we fabricated devices with TaN
and WOx bottom electrodes. The fabrication of the devices with TaN is
almost identical to the TiN (Section 4.1.1), except that the bottom electrode
was deposited using a Ta precursor. The WOx sample was fabricated by
first depositing 4 nm of W on the n+ Si substrate by PVD. This thin W
layer was then oxidised to WOx in a RTA at 350 °C with 50 sccm O2 for
6 min. Afterwards the sample was transferred to the ALD where the HZO
and TiN materials were deposited. The resulting layer stack is depicted in
Figure 4.6a.
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Before proceeding, we characterised the root-mean-square roughness of
the three electrodes by Atomic Force Microscopy (AFM): 291 pm for TiN,
371 pm for TaN, and 1250 pm for WOx. While TiN and TaN show similar
smooth values, WOx has a four times larger roughness. The oxidation of W
to WOx is accompanied by a volume increase of about 3.4 (Section 4.2.1.1)
that leads to this increased roughness.

All the samples were then crystallised in the FLA with the optimal con-
ditions that we found in the previous Section 4.1.2.1: After pre-heating the
sample to 375 °C for 120 s we applied a energy pulse of 70 J/cm2. GIXRD
scans were then taken and compared in Figure 4.7a. Below the GIXRD scan
data, the locations of the Bragg reflections for TiN (ICSD658338 [265]), TaN
(ICSD644728 [266]), WOx (ICSD86144 [267]), m-HZO [175], t-HZO [175],
and f-HZO [173] are shown. All peaks can be assigned. The absence of
the m-phase for all electrodes again underlines the benefit of the ms-FLA.
TaN has a peak at 31.7° that is relatively close to the f-phase of HZO and
the resulting peak is a superposition of the two, leading to an increase in
amplitude and a shift towards the TaN peak. Clearly, also WOx crystallises
by the ms-FLA.

Later, in Section 4.2.1.2 we show that the ms-FLA provides enough en-
ergy to reduce the WOx to be quite conductive. Still, it is not clear if the
peaks around 30.5° are mainly due to the f- or t-phase. Therefore, the sam-
ples were further processed to capacitors, as illustrated in Figure 4.6b. We
then measured PUND measurements with a frequency of 5000 Hz on ca-
pacitors with an area of 80 µm × 80 µm. Prior to the PUND measurement,
bipolar cycling stress with an AC amplitude of 3.5 V and frequency of
100 kHz for 106 cycles was applied to wake-up the HZO. All samples show
a switchable polarisation (Figure 4.7b).

The TaN clearly possesses a different behaviour by having a much larger
positive coercive voltage of Vc+ = 2.43 V and a lower positive remanent po-
larisation Pr+ = ∼9.7 µC/cm2. The TiN and WOx samples exhibit similar
remanent polarisations with equal positive and negative values of about
|Pr| = ∼19 µC/cm2. The sample with the WOx electrode displays slightly
higher coercive fields than the TiN sample, possibly due to a partial field
drop across the semiconducting WOx. The smaller Pr+ as compared to
Pr− of TaN indicates that not all domains are stable when the polarisation
points towards the TaN. Positively charged defects at the TaN interface
could lead to local pinning of domains pointing away from the TaN elec-
trode which can never contribute to Pr+ and would also explain the larger
Vc+ [268].
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Figure 4.8: Ferroelectricity of 5 nm HZO: (a) GIXRD for a diffraction angle (2θ)

from 25° to 40° for a sample with a 5 nm thick HZO layer which re-
ceived different annealing treatments. (b) PUND measurements on ca-
pacitors with an area of 80 µm× 80 µm that were processed on the same
samples. Bipolar cycling stress with an AC amplitude of 1.5 V and fre-
quency of 100 kHz for 105 cycles was applied to wake-up the HZO
before measuring PUND.

We can conclude, that in our case, TiN remains the best performing
electrode, with WOx being an alternative option with a slightly larger Vc.
On the other hand, thinking of asymmetric electrodes for FTJs, WOx is a
very good candidate.

4.1.2.3 Layer Thickness

In this section we will investigate the influence of the HZO layer thickness
on the crystallisation temperature, the resulting phase, and polarisation.
According to Materlik et al. [175], the f-phase has the lowest free energy
of all phases for grain sizes between 8 nm and 16 nm in HZO. For thin
films, the grain size is comparable to the film thickness (more details can
be found in Section 2.3.1.1). For smaller grain sizes, they predict the stabil-
isation of the t-phase over the m-and f-phase. In a first step we repeated
the deposition of the TiN/HZO/TiN stack with a 5 nm thick HZO layer.
We then looked at different crystallisation conditions and validated them
by GIXRD, as shown in Figure 4.8a. The peak positions for TiN and the m-,
t- and f-HfO2 phase are shown below the GIXRD data.

First we applied the same optimum 70 J/cm2 energy flash as for 10 nm
HZO films and found a familiar peak at ∼30.5°. The peak at ∼36.7° comes
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Figure 4.9: Ferroelectricity of 3 nm HZO: GIXRD for a diffraction angle (2θ) from
22° to 43° for a sample with a 3 nm thick HZO layer which received
either (a) 70 J/cm2 with different pre-heat temperatures or (b) only the
pre-heat treatment for 300 s.

from the bottom TiN electrode. It is much more pronounced as compared
to the 10 nm HZO sample because of the greater penetration of the X-ray
beam into the bottom electrode and the weaker signal of the thinner HZO.
A mathematical explanation for the intensity reduction with film thickness
can be found in Section 3.1.1. The small shoulder at ∼35° comes from the
(200) reflection of HZO.

For comparison, additional samples were annealed in the same FLA
chamber for 300 s at 650 °C and 850 °C without a flash pulse. Again, the
FLA sample shows a similar diffraction pattern as the sample that was
annealed at 650 °C while having a lower thermal budged, still compatible
with the BEOL. Increasing the temperature to 850 °C introduces a small
amount of m-phase which reduces the polarisation. Figure 4.8b shows a
PUND measurement at 100 Hz that was conducted on a 80 µm × 80 µm
capacitor that was fabricated on the 70 J/cm2 sample. Prior to the measure-
ment, a wake-up of the HZO was achieved by bipolar cycling stress with
an AC amplitude of 1.5 V and frequency of 100 kHz for 105 cycles. Even
with a thin 5 nm HZO film, we were able to measure a positive (negative)
remanent polarisation of Pr+ = ∼15 µC/cm2 (Pr− = ∼12 µC/cm2).
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So in a next step, we further reduced the HZO thickness to 3 nm. Again,
starting with the same 70 J/cm2 energy flash as for 10 nm HZO films, it
became evident that such thin layers require a higher thermal budget to
crystallise. From the GIXRD diffraction patterns in Figure 4.9a we can ex-
tract a required pre-heat temperature of 550 °C to crystallise the HZO while
keeping the flash energy at 70 J/cm2. To reduce the temperature (450 °C)
we increased the flash energy to the maximum of 110 J/cm2 and were still
able to crystallise the HZO (Figure 4.9b), although with a slight reduction
of the peak. This indicates that we are at the lower limit of the pre-heat tem-
perature to still crystallise the HZO. Again, for comparison we repeated
the crystallisation with a pre-heat temperature of 650 °C and 850 °C with-
out the flash. In both cases, but especially at 850 °C, a considerable amount
of the HZO crystallised in the m-phase.

Measuring the polarisation by PUND was not possible because the leak-
age current through such thin films is so large that the switching current
could not be separated thereof. In principle, 3 nm is thin enough for tun-
nelling and the ferroelectricity could be confirmed by measuring a Tun-
nelling Electro-Resistance effect (TER), as expected in FTJs (Section 2.2.3.3).
Therefore, we applied pulses with different amplitudes to the capacitors
and measured the resistance afterwards. No TER effect was obtained. One
explanation is that the peaks at ∼30.5° come from the t-phase. An increase
of the t-phase with decreasing film thickness was also predicted by Mater-
lik et al. [175]. Symmetric electrodes is another possible reason for the ab-
sence of TER. However, the latter is almost impossible since one TiN elec-
trode is always more oxidised than the other during growth due to the O2
plasma from the HZO deposition. It could be that the HZO crystallised
in the f-phase, but similarly to epitaxial thin-film perovskite ferroelectrics,
the polarisation vanishes for films approaching a few nm thickness due to
non-ferroelectric interfaces [269].

Piezoresponse Force Microscopy (PFM) is a method to measure the po-
larisation locally with a conducting tip in an AFM. An AC electric field is
applied locally between the AFM tip and the substrate and the piezoelec-
tric response (contraction/extension) of the ferroelectric material is mea-
sured. Both the amplitude and phase of the oscillating tip are monitored
with a standard photo-diode detector and demodulated with a lock-in am-
plifier. The strength of the signal (amplitude) provides information on the
materials piezoelectric tensor. The phase signal indicates the direction of
the polarisation. To be able to sense the contraction/extension of the fer-
roelectric with the PFM tip through the electrodes, their thickness has to
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Figure 4.10: Piezoresponse Force Microscopy (PFM) on samples with HZO thick-
nesses of (a) 10 nm , (b) 5 nm , and (c) 3 nm. The PFM response was
measured through a thin Pt/TiN electrode for the structure depicted
in Figure 4.6c. The two rows of PFM scans on the left are showing the
phase and the two on the right the amplitude for both polarisation
directions. The scans show an area slightly larger than the capacitor.
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be very thin. If Pr+ = Pr− then the measured amplitude of the contraction
and extension should stay constant. The phase of the cantilevers response
on the other hand will have a 180° shift depending on the polarisation
direction. This is because domains with one direction respond with a con-
traction while domains with the other direction respond with an extension
along the electric field direction that is applied by the tip.

We sent 3 samples with HZO thicknesses of 10 nm, 5 nm and 3 nm that
were processed especially for this to our colleagues at CNRS Thales. Their
structure is depicted in Figure 4.6c. Figure 4.10 shows the PFM scans for
the various HZO thicknesses. Our polycrystalline films have grains with
polarisation directions showing in all directions. The tip will only pick
up the projection of the contraction/extraction along the out-of-plane di-
rection. Hence, polycrystalline films are more difficult to measure as the
signals are usually quite small and noisy. In addition the domain size
(∼10 nm) is smaller than the tip radius (nominally ∼20 nm).

While scanning, the topography of the sample is measured at the same
time as their contraction/extension and needs to be decoupled, which fur-
ther introduces noise. The experiment was conducted as follows: First the
capacitors were woken-up by an AC signal applied through the cantilever
with an amplitude of 3.5 V, 3 V, and 2 V for the 10 nm, 5 nm, and 3 nm sam-
ples, respectively. Then, the ferroelectricity of the capacitor was poled in
one direction by applying a field large enough to switch all possible do-
mains. Finally, an area slightly larger than the capacitor was scanned with
a smaller AC field that does not switch the domains, but is large enough
to get a measurable response. The results for the 10 nm- and 5 nm-thick
HZO films are quite similar and show a constant amplitude for both po-
larisation directions, except some small regions at the edge of the contacts.
The phase clearly displays a contrast between the two polarisation direc-
tions, agreeing with the PUND findings shown above. For the 3 nm HZO
film, no difference between the polarisation directions can be observed,
underlining the absence of ferroelectric switching. Therefore, we conclude
that our 3 nm thick film has no switchable polarisation and that the X-ray
diffraction peak at ∼30.5° cannot be clearly assigned to the f- or t-phase.

After having looked at the influence of the temperature, electrodes, and
film thickness on the ferroelectric properties of our HZO, it is evident that
10 nm HZO films have the largest polarisation (∼19 µC cm−2) and can be
crystallised in the f-phase with a low thermal budged of 375 °C plus a
70 J/cm2 energy flash in the FLA. The absence of ferroelectricity in the
3 nm HZO layers make the realisation of a FTJ difficult. In FeFETs on the
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other hand, the ferroelectric gate dielectric thickness can be adapted to the
optimum HZO thickness for ferroelectricity.

4.2 semiconducting wox

This part is about the deposition, crystallisation, and reduction of WOx
films. It is important to understand the properties of WOx since it is
the thin film channel in our FeFET devices. WOx is a transition metal-
oxide and has the ability to change its conductivity by modifying its ox-
idation state. WOx has been investigated in the context of sensing [270]
and electrochromic applications [271, 272] as well as conductive metal
oxide [267]. Lately, it has also gained attention for memristive applica-
tions [273], mainly as valence change memory (VCM) [274–277], electro-
chemical metallisation (ECM) [278, 279], or oxygen diffusion devices [280–
284]. We will look at two deposition methods and how to control its con-
ductivity for the purpose of a semiconducting thin-film channel in a FeFET.

4.2.1 WOx by Physical Vapour Deposition plus Thermal Oxidation

4.2.1.1 Deposition

The initial deposition method that we used to produce WOx films is by de-
positing a thin W layer by Physical Vapour Deposition (PVD) with a consec-
utive Rapid Thermal Oxidation (RTO). For the deposition of the W we used
a Von Ardenne CS320S Clustersystem sputter tool with a 200 mm W target
that is located 84 mm above the substrate. By setting the DC plasma power
to 120 W and regulating the pressure to 5.9 mbar and without heating the
sample we obtained a deposition rate of 0.22 nm/s. These films were then
transferred to a Rapid Thermal Annealer (RTA) where they were heated
to 350 °C, while applying 50 sccm O2 to oxidise the thin W layer to WOx
(RTO). The same temperature was sufficient to simultaneously crystallise
the WOx. The oxidation/crystallisation time depends on the thickness of
the W layer. To make sure that all W atoms are oxidised this time should be
calculated generously. In particular, in a device concept such as the FeFET,
a remaining thin film of conducting W would undermine the field effect in
the channel.

For the FeFET devices we are interested in very thin films that are in the
order of the screening length of the polarisation charges from the HZO.
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Figure 4.11: Rapid thermal oxidation of W to WOx: (a) Relation between the thick-
ness of the original W layer and the resulting WOx thickness. It is
quite linear and translates to roughly a factor of 3.4. (b) GIXRD scan
of a 23 nm-thick WOx layer with the corresponding peak positions for
the tetragonal phase (P-421m) [267]. (c) XRR scans before and after the
oxidation to determine the film thicknesses.
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Oxidising W to WOx is accompanied by a large volumetric change and
hence, the W seed layer must be even thinner. Figure 4.11a shows the rela-
tion between the W and the resulting WOx layer thickness after oxidation.
The thickness of the layers were determined by fitting X-Ray Reflectivity
(XRR) measurements, as can be seen in Figure 4.11c for the case of 4 nm
W and 14.5 nm WOx, resulting in a extracted thickness of 4.017 nm and
14.76 nm, respectively. To determine the phase of the WOx layers, GIXRD
scans were performed and the observed peaks (Figure 4.11b, 23 nm WOx)
were found to be in good agreement with the tetragonal phase (P-421m,
ICSD86144 [267]). The relation between the original W and the resulting
WOx film thickness is fairly linear with a slope of ∼3.4. For a WOx channel
thickness of less than 10 nm we thus require a W seed-layer of less than
3 nm, which by PVD would probably lead to non-continuous films. Our ap-
proach for such thin layers by PVD was to first deposit 4 nm of W, which
should be thick enough to form a continuous film, and then we thinned
the W layer to the desired thickness by Ar sputtering.

4.2.1.2 Reduction

After the W oxidation by RTO we obtain stoichiometric WO3, which is elec-
trically insulating. WO3 has a high mobility of oxygen [267] and thus can
be easily reduced (WOx<3) by annealing in a reducing environment such
as Na [267], H2 [285], or CO [286]. When in contact with non-stoichiometric
oxides, WOx can be reduced by simply annealing in vacuum, as we will
see later (Section 4.2.2.2). For the reduction experiment we prepared the
following layer stack: Si/SiO2 (20 nm)/W (2 nm to 2.5 nm). First the 2 nm-
and 2.5 nm-thick W layers were oxidised for 6 min to 6 nm- and 10 nm-
thick WOx layers. After the oxidation, we performed different reduction
treatments: 30 min H2 anneal at 150 °C + 30 min vacuum anneal at 350 °C
(reduction 1), 30 min vacuum anneal at 350 °C (reduction 2), or no reduc-
tion. H2 is a good reducing gas, but might lead to hydrogen trapped in
the layers, which could lead to uncontrolled reductions during further
processing. After the reduction, W-structures designed for circular trans-
mission line measurement (CTLM) were deposited on top of the WOx by
lift-off. With these structures (Figure 4.12c) we were able to measure the
resistivity (ρ) of the WOx layer. We further processed the samples to simple
FeFET devices and measured again the resistivity after the processing (Fig-
ure 4.12b). The device processing included: First, the deposition of 10 nm
HZO and 10 nm TiN by ALD, followed by 100 nm of W by PVD. Next,
the HZO was crystallised in the FLA at 375 °C + 70 J/cm2. The gate was
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(c) Sample structure after reduction and contact lift-off.
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then defined by dry-etching the top TiN/W layer. Finally, the HZO was
etched above the source, drain, and CTLM pads to ensure good contact for
electrical measurements.

The samples with no reduction show that after the oxidation, ρ is large,
as expected. Both reduction treatments result in a smaller ρ as compared
to after the oxidation, but the ρ values still remain quite high, between
10 Ω cm to 100 Ω cm. Resistivities in that range are interesting for FeFETs
due to the limited free carriers and because this results in a channel sheet
resistance in the tens of MΩ/□. After the full process, which includes
the crystallisation of the HZO by a ms-FLA, the WOx on all samples was
greatly reduced by 3 to 4 orders of magnitude. The samples which re-
ceived no reduction treatment have the highest resistivity after the ms-FLA
(∼2 × 10−2 Ω cm). Such low channel sheet resistance values (∼20 kΩ/□)
are not suitable for a FeFET memristor due to the high currents/power
consumption and because the modulation of the carrier concentration by
the ferroelectric polarisation is minimal. A large carrier concentration leads
to a small polarisation-charge screening-length, which means that most of
the channel is unaffected by polarisation switching. From this experiment
we can conclude that the WOx should not see the ms-FLA step of the
HZO crystallisation. Hence, a new device structure was proposed where
the gate is on the bottom. This enables to deposit and anneal the gate
stack (TiN/HZO/W) first, before forming the channel by oxidising the W
to WOx. A detailed description of the fabrication of such devices can be
found in Section 5.1.2 and the electrical results in Section 5.1.3 [38].

4.2.2 WOx by Atomic Layer Deposition

After the characterisation of the first FeFET generation (Section 5.1.3) that
utilised WOx by RTO, we realised that even thinner channels (<8 nm) are
required. Oxidising thin W layers is not ideal for this task. We need a depo-
sition technology that is CMOS compatible and displays a good thickness
control. The Atomic Layer Deposition (ALD) tool that we already used
for thin HZO and TiN layers appeared as a suitable choice. Therefore, we
added the W precursor BTBMW4 to our PEALD tool.
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Figure 4.13: WOx grown by ALD: (a) Increased crystallisation temperature of
425 °C for 4 nm thick films. (b) Comparison of the film morphology
between a 30 nm thick layer grown by RTO and ALD. Two SEM im-
ages with false-coloured grain boundaries.

4.2.2.1 Deposition

Having the ability to grow WOx by ALD opens the path to very thin chan-
nels with an excellent thickness control and uniformity across large areas.
To start we implemented the deposition recipe supplied by the ALD tool
company. The resulting layers were amorphous. To see if it is possible to
grow crystalline WOx directly in the ALD, we varied the deposition pres-
sure, temperature, and O2-plasma power. Within the ALD tools allowed
specifications we were not able to crystallise the WOx while it was grow-
ing. From now on all the WOx layers were grown with the same recipe at
375 °C with a pressure of 15 Torr and a O2-plasma power of 250 W. The
deposition rate was 0.46 Å/cycle. The target thickness for the channel of
the FeFETs was 4 nm, which were achieved within 87 cycles. To guarantee
a fully oxidised WO3 layer, the samples were subsequently annealed in the
RTA at 350 °C with 50 sccm O2 for 6 min. Although these conditions were
sufficient to crystallise 8 nm-thick WOx films, 4 nm-thick films remained
amorphous. Similarly to what we observed for HZO, a higher thermal
budget is required as the thickness decreases. When we increased the tem-
perature to 425 °C the 4 nm thick WOx crystallised, as depicted in Figure
4.13a. Comparing the surface between a 30 nm thick layer grown by RTO
and ALD, we observed that the film morphology differs between the two.

4 BTBMW: bis(tert-butylimino)bis(dimethylamino)tungsten(VI) [(CH3)3CN]2W[N(CH3)2]2
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Figure 4.14: RTA reduction of WOx grown by ALD: (a) Schematic of the layer stack
with CTLM contacts. (b) Resulting resistivity spread after repeating a
vacuum reduction at 350 °C for 2 min on 8 samples. The boxes extend
from the lower to the upper quartile values of the data, with a line
at the median. The whiskers extend from the box to show the range
of the data. Flier points are those past the end of the whiskers. (c)
Drifting resistivity due to exposure to the clean room air. There is no
drift when storing the samples in a N2 desiccator.

Figure 4.13b presents two SEM images were we false-coloured two grains.
While the RTO grain spans about 70 nm along its longest axis, the ALD
grain reaches 280 nm. The grain size of the ALD WOx is therefore much
larger. Although the WOx crystallises at 425 °C, keeping CMOS compati-
bility in mind, we decided to continue with an amorphous WOx channel.

4.2.2.2 Reduction

In this section we investigate the reduction/oxidation of the WOx grown
by ALD caused by the environment, e.g. reduction anneals, exposure to
ambient air, and contact with other oxides. We therefore fabricated sam-
ples with a similar layer structure as in back-gated FeFETs (Section 5.2.2),
as depicted in Figure 4.14a. To determine the resistivity of the WOx we
deposited CTLM structures on top by a W lift-off process. First, we looked
at the reduction of the WOx layer by annealing it in vacuum for 2 min
at 350 °C. This experiment was repeated 8 times. The resulting resistivity
spread is reported in Figure 4.14b, with a median of 1.36 Ω cm. Clearly,
there are some outliers, underlining the limited control of the reduction.

Next we want to report the influence of the ambient air on exposed
WOx layers. We realised during fabrication of the FeFETs that the resistiv-
ity of our WOx layers changed when the samples were not immediately
processed and covered by other passivation layers. A reduced WOx layer
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Figure 4.15: (a) Influence of the deposition of passivation layers on the resistivity
of WOx grown by ALD: Resistivity measurements before and after
the deposition. Reducing results are displayed as blue boxes and ox-
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spond to the colors of the layers depicted in (b) and (c). (b,c) Schematic
of the layer structure for two and one layer depositions, respectively.

slowly oxidises by the O2 in the ambient air. Figure 4.14c shows the drift
in resistivity that we measured on different samples. In between the mea-
surements, the samples were stored with no special care and exposed to
the clean room ambient air. When we stored a sample in a N2 desicca-
tor, no drift of the resistivity was observed, proving that the drift for the
other samples originates from the exposure to air. Hence, it is important
to store the samples in a N2 desiccator or under vacuum until the WOx is
encapsulated by passivation layers.

These passivation layers are discussed next. It is crucial to bury the WOx
to protect it from ambient air as just seen. At the same time we came to
know that the deposition of passivation and etch-stop layers such as Al2O3,
SiNx, or SiO2 can have a big impact on the WOx. Actually, our understand-
ing is that any oxide that is in contact with WOx and that is not fully
stoichiometric tends to scavenge O2 from the WOx. We thus performed
experiments where we measured the resistivity before and after the depo-
sition of the aforementioned passivation layers under different conditions
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(temperature, plasma time) and with different tools (plasma vs. thermal
ALD). Reducing results are displayed as blue boxes and oxidising ones in
gray (Figure 4.15a). If two subsequent depositions/treatments were con-
ducted, they are grouped together. The colors of the labels correspond to
the colors of the grown layers depicted in Figures 4.15b and 4.15c. First we
looked at the effect of growing the Al2O3, etch-stop layer on the resistivity
of WOx. Obviously, at elevated temperatures, independently of the ALD
tool, the WOx is reduced by the Al2O3 deposition. Even when lowering the
temperature of the thermal ALD (t-ALD) to 50 °C, a smaller but notable re-
duction takes place. This effect is amplified for thicker Al2O3 layers. In
the plasma ALD (p-ALD) an increase of the O2-plasma time from the stan-
dard 1 s to 10 s and 15 s are the only conditions where the WOx layer was
more resistive after the deposition. In all cases, growing the SiO2 passiva-
tion layer by Plasma Enhanced Chemical Vapour Deposition (PECVD) at
300 °C on top of the Al2O3 layer reduced the WOx. Thicker Al2O3 layers
reinforce this effect. Growing a SiNx layer by PECVD on top of the WOx
led to a reduction as well. From all theses experiments we understand that
other passivation layers that are in contact with the WOx will scavenge
Oxygen and reduce it. Low-temperature depositions or p-ALD depositons
with increased plasma time can reduce or even reverse this effect. How-
ever, as soon as the sample is heated to elevated temperatures, the low
temperature or long plasma films will scavenge the oxygen just as much.

For a controlled resistivity of the WOx at the end of a device fabrication,
we thus devised the following strategy: we do not reduce the WOx after
the crystallisation to keep it as resistive as possible. The Al2O3 etch-stop
layer is deposited with increased plasma time. The SiO2 passivation layer
is deposited by PVD, a deposition technique that requires high-power RF-
plasma, but no sample heating. In order to avoid overheating the sample
by the RF-plasma, the deposition can be performed in multiple partial
growths. At the end of the device processing, the resistivity of the WOx
can be slowly tuned towards more conductive values by gentle anneals
in the RTA at around 200 °C. This resistivity tuning only works in one
direction as a de novo oxidation is not possible.



5
F E R R O E L E C T R I C F I E L D E F F E C T T R A N S I S TO R S

This chapter describes the design, fabrication, and characterisation of Fer-
roelectric Field-Effect Transistors (FeFETs). In a first step, relatively large
µm-sized devices were fabricated with a rather simple and fast fabrication
process, focusing on demonstrating the non-volatile impact of the ferro-
electric polarisation on the channel resistance. In a second step, the devices
were reduced in size to sub-µm dimensions and a more thorough fabrica-
tion process was developed to allow for three terminal crossbar arrays. The
two FeFET generations are discussed in separate subsections.

5.1 first fefet generation: µm-sized de-
vices

For the development of the thin film processing steps and for a proof of
principle that the resistivity of WOx can be modulated by the ferroelectric
polarisation, devices that are as simple to process as possible were realized.
This means making use of optical lithography, a fast turn-around transfer
method for patterns larger than 2 µm.

5.1.1 Device Design

In this section we will describe the lithography mask set and its containing
devices in more details. By using a shared gate (G) for all devices that can
be accessed through the substrate we minimised the lithography steps to
produce the FeFETs. Figure 5.1a shows the schematic of a FeFET’s cross-
section. The gate stack consists of a highly doped n+Si substrate, a 10 nm
thick TiN layer, and a 10 nm thick HZO layer that extends over the entire
chip. On top of the gate stack, thin WOx films of different thicknesses
(8 nm, 11.3 nm and 15 nm) form the channel. Local W-based source and
drain contacts serve as electrodes to the channel. To electrically measure
the devices, larger contact pads are required. Therefore, a passivation layer
consisting of 5 nm of Al2O3 as an etch-stop layer and 100 nm of SiO2 is

81
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Figure 5.1: FeFET design: (a) Cross section of the device. (b) Top view of the de-
vice in a GDS layout file. The blue box shows the extend of the WOx
layer, the small teal squares on each side are the local S and D contacts
(Wch), the gray boxes with a cross indicate the openings through the
passivation, and the large purple structures extending to the right and
left are the S and D contact pads for electrical measurement.

(a) (b)

Figure 5.2: Chip design: (a) Overview of a block containing a span of FeFETs, ca-
pacitors, and CTLM structures. (b) Overview of the chip showing mul-
tiple blocks.
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placed between the S/D and contact pads to prevent a direct connection to
the HZO. Figure 5.1b depicts the top view of a FeFET with a channel width
(Wch) of 20 µm and a channel length (Lch) of 10 µm. The channel length is
defined as the distance between source and drain contacts while the width
is defined by the structuring of the WOx layer.

Because the optimum channel dimensions are not clear beforehand,
channel geometries from long (Lch ≫ Wch) to wide (Lch ≪ Wch) were
placed on the chip (rose box in Figure 5.2a). Both the channel length and
width are varied from 5 to 100 µm. For the characterisation of the ferroelec-
tric layer we placed a series of Metal-Semiconductor-Ferroelectric-Metal
(MFSM) capacitors next to the FeFETs with a changing area from 3 × 3
to 60 × 60 µm2 (dark blue box). The TiN (M) bottom contact is accessed
through the substrate, the WOx/W (SM) contact from the top, in the same
manner as the S and D contacts of the FeFETs are accessed. For the charac-
terisation of the WOx channel we added Circular Transmission Line Mea-
surement (CTLM) structures (light blue box). They allow to measure the
resistivity of the WOx and the contact resistance of the S and D contacts to
the WOx channel. This method is described in more detail in Section 3.3.1.
Figure 5.2a shows the Graphic Design System (GDS) layout of the afore-
mentioned devices that were placed together to form a block. The chip
has a size of 2 × 2 cm2 and hence, multiple of these blocks were placed
on the chip to maximise the use of the area, as can be seen in Figure 5.2b.
In addition of having multiple devices of the same dimensions for statisti-
cal analysis, such a block multiplication permits to detect spacial process
non-uniformities.

In summary, we have a design with 4 optical lithography steps, namely
the lift-off of the S and D contacts, the definition of the channel, the open-
ing of the passivation, and the definition of the contact pads. Overall there
are 50 devices per block and 12 blocks on the chip, for a total of 600 de-
vices.

5.1.2 Device Fabrication

To keep the fabrication simple, we opted for a back-gated FeFET. Together
with a conductive n+ Si substrate this allows to reduce the processing
steps to the minimum since the substrate acts as the shared gate (G) for
all devices on the chip. Furthermore, this enables to first crystallise the
HZO before the WOx channel is formed, a necessity for these devices. We
fabricated three chips with different channel thicknesses: 8 nm, 11.3 nm,
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Figure 5.3: Process Flow of the µm-sized FeFETs: (a) Starting with a conductive
substrate, (b) the gate layer stack consisting of 10 nm TiN, 10 nm HZO,
and 10 nm W is deposited. (c) W is oxidised and crystallised to WO3.
(d) Source and drain are deposited by a lift-off process. (e) 5 nm of
Al2O3 and SiO2 are deposited and openings to the contacts are etched.
(f) 100 nm of W is used for the contact pads.

and 15 nm. Besides the three chips with the ferroelectric gate stack, a
similar chip was fabricated with a HfO2 gate dielectric instead of the HZO
layer. We will refer to this chip as "control sample" as it serves the purpose
to prove that the ferroelectricity in HZO is responsible for the resistance
modulation of the channel. In the following paragraphs, the process flow
is described step-by-step:

1. Starting from a highly doped n++ Si substrate (Figure 5.3a), the gate
stack is grown first: 10 nm of TiN were deposited using a TDMAT1

precursor and N2/H2 plasma in an Oxford Instruments Plasma En-
hanced Atomic Layer Deposition (PEALD) system. An approximately
10 nm thick layer of HZO was grown in a process using alternating
cycles of TEMAH2 and ZrCMMM3 at 300 °C. For the control sam-
ple with a non-ferroelectric HfO2 gate dielectric, approximately of
10 nm HfO2 were grown by only using cycles of TEMAH precursors
at 300 °C. The sample was then immediately transferred to a sputter
chamber for the deposition of 4 nm of W by Physical Vapour Deposi-
tion (PVD). The resulting thin film layers are depicted in Figure 5.3b.

1 TDMAT: Tetrakis-(dimethylamino)titanium [(CH3)2N]4Ti
2 TEMAH: tetrakis-(ethylmethylamino)-hafnium [(CH3)(C2H5)N]4Hf
3 ZrCMMM: bis(methyl-η5-cyclopentadienyl)methoxymethylzirconium (CH3C5H4)2Zr(OCH3)CH3
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2. In a next step, the HZO layer must be crystallised in the ferroelec-
tric orthorhombic phase. It is important that the HZO is covered by
a capping layer (W in our case), as described in more detail in Sec-
tion 2.3.1. For the crystallisation of HZO a millisecond Flash Lamp
Anneal (ms-FLA) [31] with a background temperature of 375 °C was
performed.

3. After crystallisation, the 4 nm thin W layer was reduced to ∼2.5 nm
and ∼2 nm by Ar sputtering for the samples with a channel thick-
ness of 11.3 nm and 8 nm, respectively. For the sample with a channel
thickness of 15 nm the W layer was left at 4 nm. W was then crys-
tallised and oxidised to 8 nm, 11.3 nm, and 15 nm WO3 in a Rapid
Thermal Annealer (RTA) at 350 °C for 6 min with 50 sccm O2. After-
wards a reduction of the WO3 to WOx was performed in the same
RTA by H2 annealing at 150 °C and vacuum annealing at 350 °C (Fig-
ure 5.3c)

4. The source (S) and drain (D) contacts were formed by depositing
W in a PVD system and a subsequent lift-off process (Figure 5.3d).
The WOx channel was then structured with an SF6 plasma using a
Reactive Ion Etcher (RIE).

5. The passivation above the FeFET structures consists of 5 nm of Al2O3
by thermal ALD using TMA4 as precursor and 100 nm of SiO2 by
Plasma-Enhanced Chemical Vapor Deposition (PECVD). Vias were
etched using an RIE with a CHF3/O2 plasma (Figure 5.3e).

6. Finally, the contact pads were realised by depositing 100 nm W by
PVD and a subsequent definition in an RIE with a SF6/O2 plasma
(Figure 5.3f).

Because of the micrometer scale of the features, optical instead of electron-
beam lithography was applied, a pattern transfer method with a high
throughput, ideal for the development of a process. For all four lithog-
raphy steps the positive photoresist AZ1505 was applied and exposed by
direct laser writing.

As visible in the Bright Field Scanning Transmission Electron Mi-
croscopy (BF-STEM), our fabrication process results in sharp interfaces
between the layers and crystalline WOx grains (Figure 5.4a to 5.4c). The
Energy-Dispersive X-ray Spectroscopy (EDS) line profile shown in 5.4a

4 TMA: trimethylaluminum (CH3)3Al
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Figure 5.4: Structural data of the FeFET. (a) Cross-sectional BF-STEM image
with energy-dispersive X-ray spectroscopy (EDS) line profile of the
SiO2/Al2O3/WOx/HZO/TiN/n+ Si gate region for the 8 nm sample.
(b) Same as (a), but for the 11.3 nm sample. (c) Same as (a) and (b),
but for the 15 nm sample. (d) GIXRD for a diffraction angle (2θ) from
26° to 38° showing the presence of the f- or t-phase in HZO after crys-
tallisation and after the W layer was oxidised to WOx. Lattice param-
eters for the tetragonal P-421m phase of WOx were taken from (ICSD-
86144) [267].
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confirms the targeted elemental distributions and reveals regions of in-
termixing between the various layers. Grazing Incidence X-ray Diffraction
(GIXRD) analysis displays the characteristic peak at 30.5° of the f- or t-
phase in HZO (Figure 5.4d). The diffractogram is consistent with data
from Metal-Ferroelectric-Metal (MFM) structures with the same HZO as
published in Ref. [31]. No monoclinic phase (peaks at 28.2° and 31.8°) [175]
is present in our samples, which is a consequence of the low temperature
crystallisation technique. Following the oxidation and crystallisation of W
to WOx, GIXRD still exhibits no monoclinic HZO phase, but displays two
additional peaks at 28.6° and 33.3° that can be attributed to the tetragonal
P-421m phase of WOx (ICSD-86144) [267]. The HfO2 peak positions were
calculated from the lattice parameters of the m-, t-, and f-phase that were
taken from [175].

As described above, the WOx channel was reduced by a H2 annealing at
150 °C and vacuum annealing at 350 °C. To reach a suitable resistivity of the
channel, this step needs to be controlled. Circular Transmission Line Mea-
surement (CTLM) structures of different sizes (described in more details
in Section 3.3.1) were defined by the same lift-off step as S and D. After the
reduction treatment we still measured very high resistivities and were not
able to get meaningful CTLM results. The subsequent Al2O3 deposition at
250 °C in the thermal ALD and SiO2 passivation in the PECVD at 300 °C is
quite close to the reduction temperature. At the end of the full process, it
became evident that the WOx was reduced by the passivation deposition
discussed in Section 4.2.2.2. Th resistivity of WOx was reduced from not
measurable to 3.27× 10−1 Ω cm after the complete process. Both the Al2O3
and the SiO2 layers like to scavenge oxygen, as described in more details
in Section 4.2.2.2. It is difficult to control the exact amount of reduction by
the passivation deposition. The general approach is to leave the WOx quite
resistive. A further reduction can still be achieved at the end of the full
process by annealing. On the other hand, oxidising the WOx is not possi-
ble anymore. If the WOx turns out to be too conductive, a too high carrier
concentration will diminish the electrostatic influence of polarisation on
the channel resistance. It is for the same reason that a gate-first approach
was chosen as the crystallisation of the HZO at 375 °C would reduce the
WOx to an almost metallic state.

Finally, the S and D can be accessed from the top of the chip by two
needle probes. The G is accessible through the highly n+ doped Si sub-
strate and is shared between all devices on our chip. Because the TiN gate
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is not structured and extends over the whole sample the source and drain
contacts fully overlap with the gate.

5.1.3 Device Results

In this section we will present the electrical measurements that were per-
formed on the FeFETs and capacitors. First, we assess the quality of our
ferroelectric films and then we characterise the memristive behaviour of
our FeFETs. These results were published in Ref. [38].

5.1.3.1 Ferroelectric Properties of HZO

To get the final proof that we indeed have the ferroelectric orthorhombic
phase and not the tetragonal one, we conducted "Capacitance vs. Voltage"
(C−V) and "Polarisation vs. Voltage" (P−V) measurements on the Metal-
Semiconductor-Ferroelectric-Metal (MSFM) capacitor structures. A ferro-
electric typical butterfly-shaped hysteresis curve, with a capacitance per
unit area COX = 27 fF/µm2 (Figure 5.5a) was measured on a 60 µm× 60 µm
W/WOx/HZO/TiN/n+Si capacitor on the chip with the 8 nm thick WOx
layer. For comparison, an equally sized TiN/HZO/TiN Metal-Ferroelectric-
Metal (MFM) capacitor was measured on a different chip (Figure 5.5b). The
asymmetric behaviour of the capacitance in the MSFM structure originates
from the asymmetric electrodes (WOx, TiN).

P−V measurements (Figure 5.6a) show typical characteristics: In the
pristine state, the P−V curve is Anti-Ferroelectric (AFE)-like with hystere-
sis, especially on the negative voltage side [174]. We applied 105 switching
cycles of triangular pulses with an amplitude of ±3.8 V at a frequency of
100 kHz, resulting in a pinched P−V curve with a positive (negative) rema-
nent polarisation Pr+ = 12.4 µC/cm2 (Pr− = 11.8 µC/cm2). Furthermore,
a slight imprint with a positive coercive voltage of +VC = 0.91 V and a
negative one of −VC = −1.27 V were observed due to the asymmetric elec-
trodes. The same experiment was repeated on the samples with 11.3 nm-
and 15 nm-thick WOx, as shown in Figures 5.6b and 5.6c, respectively. No
clear difference can be noticed. We conclude that the HZO layers are very
similar on all 3 samples. From here on, if not otherwise stated, measure-
ments were carried out on the 8 nm-thick WOx sample.

We continued by assessing the cycling endurance of our HZO. The to-
tal remanent polarisation (P = |Pr−|+ |Pr+|) was determined by Positive
Up Negative Down (PUND) measurements. The cycling frequency was set
to 1 kHz up to 104 cycles, 10 kHz up to 105 cycles, and 100 kHz for cycles
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Figure 5.5: Capacitance measurements on a 60 µm × 60 µm (a) TiN/HZO/TiN
MFM and (b) W/WOx/HZO/TiN/n+Si MSFM structure.

above 105. To determine the influence of the WOx electrode we repeated
the endurance measurements on a TiN/HZO/TiN MIM capacitor of the
same size. The cycling endurance of our HZO is 108 for an MFM structure
(Figure 5.7a) and 8 × 106 in the case of the MSFM configuration present in
our FeFET (Figure 5.7b). The reduced endurance of the MSFM capacitor
could originate from the oxidation of the W (capping layer during crys-
tallisation) to the WOx: oxygen from the HZO layer diffuses into the W
interface to form WOx, which increases the oxygen vacancies in the HZO.
During cycling stress, a conductive path formed by oxygen vacancies is
thus facilitated (Section 2.3.1.2).

5.1.3.2 Channel Properties

Having confirmed the ferroelectric nature of our HZO gate dielectric, the
electrical characterisation of the WOx channel in a FeFET device was per-
formed next. WOx is an n-type semiconductor. When the HZO ferroelectric
polar tion points towards (outwards) the interface with WOx, free-carriers
accumulate (deplete) at the interface and screen the electric field so that the
channel resistance (RDS) decreases (increases): it is a junction-less transistor.
Note that for both states, the polarisation is screened at the WOx interface
and that no depolarisation field destabilises it. The screening length (xd)
increases as the carrier density (ND) decreases. To investigate the effect of
the polarisation Pr and the channel thickness dWOx, samples with different
dWOx and one with a non-ferroelectric HfO2 gate dielectric were measured.
RDS was measured between source and drain after each 2 µs-long write
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Figure 5.6: "Polarisation vs. Voltage" (P − V) characteristics measured on 60 µm ×
60 µm W/WOx/HZO/TiN/n+Si MFM structures at 5 kHz in the pris-
tine state and after 1× 105 cycles: (a) dWOx = 8 nm, (b) dWOx = 11.3 nm,
and (c) dWOx = 15 nm.
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Figure 5.7: Endurance measurements of 10 nm HZO. The total remanent polarisa-
tion (P = |Pr−|+ |Pr+|) was determined by Positive Up Negative Down
(PUND) measurements with 1 kHz and ±3.5 V. The cycling frequency
was set to 1 kHz up to 1 × 104 cycles, 10 kHz up to 1 × 105 cycles, and
100 kHz for cycles above 1 × 105: (a) TiN/HZO/TiN MFM configura-
tion cycled at ±3.5 V. (b) W/WOx/HZO/TiN MSFM configuration cy-
cled at ±3.0 V with a −0.5 V offset.
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pulse (Vwrite) applied to the gate. The measurement scheme can be seen in
Figure 3.8 and is described in more details in Section 3.3.2. The channel
width and length (Lch, Wch) of the measured devices were (20 µm, 5 µm),
(5 µm, 5 µm), (5 µm, 10 µm), (10 µm, 10 µm) for the 8 nm, 10.3 nm, 15 nm,
and HfO2 sample, respectively. For ease of comparison, RDS is normalised
by RON (Figure 5.8a to 5.8d). A clear hysteresis in RDS can be observed for
devices with a ferroelectric HZO gate dielectric. To confirm that the mod-
ulation of the channel resistance originates from Pr and not from another
effect, an identical device with a non-ferroelectric HfO2 gate dielectric and
an 8 nm thick WOx channel was measured. RDS shows no hysteresis in
the non-ferroelectric HfO2 sample (Figure 5.8c) and further proves that the
hysteresis originates from the ferroelectricity in HZO. In addition to the
polarisation in the HZO, the type and concentration of the free charge car-
riers [287, 288] as well as dWOx influence the Dynamic Range (DR). The
channel geometry was found to impact the DR only at high aspect ratios
where the Lch/Wch > 10. This behaviour can be attributed to a drop in the
write field far away from the source and drain. For a maximum reduction
in the channel off-current, the screening length xd should be larger than
dWOx. Using Poisson’s equation, the relationship between xd and ND can
be expressed as follows: [288–290]

xd =
ϵ0ϵWOx

CHZO

(1 +
2C2

HZOVGS

qNDϵ0ϵWOx

)1/2

− 1

 , (5.1)

where ϵ0 is the vacuum permittivity, ϵWOx the permittivity of WOx, CHZO
is the HZO capacitance per unit area ( CHZO = 31.4 fF/µm2, Figure 5.5a),
and VGS is the polarisation charge-induced potential across HZO. The elec-
tron carrier concentration (ND = 1.01 × 1020 cm−3) and the channel mobil-
ity (µH = 0.19 cm2 V−1 s) were determined by Hall measurements carried
out on a similar sample with the same layer structure and deposition con-
ditions. The WOx on the similar sample has been crystallised and reduced
to match the resistivity of the WOx of the FeFET sample. The permittivity
of WOx (ϵWOx = 189) was calculated using the following equation of two
capacitances in series:

1
CWOxHZO

=
1

CHZO
+

dWOx

ϵ0 ∗ ϵWOx
, (5.2)

where CWOxHZO is the capacitance per unit area of the W/WOx/HZO/TiN
stack, CHZO the capacitance per unit area of the TiN/HZO/TiN stack,
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Figure 5.8: Channel resistance modulation of different channel thicknesses and
gate dielectrics: (a, b) Comparison of simultaneously processed sam-
ples with HZO and HfO2 gate dielectric. The non ferroelectric HfO2
sample does not show any channel resistance hysteresis. (b,c,d) Influ-
ence of the channel thickness (dWOx) on the DR.
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dWOx = 8 nm the thickness of the WOx channel, and ϵ0 the vacuum per-
mittivity. From Figure 5.5b we get CWOxHZO = 27.5 fF/µm2. Using Equa-
tion 5.1, a depletion width xd = 1.7 nm, 3.3 nm, 4.8 nm and 6.4 nm for
VGS =1 V, 2 V, 3 V and 4 V, was calculated (Figure 5.9), respectively. For a
constant polarisation, the largest effect is obtained if dWOx < xd = 6.4 nm
or ND < 1× 1020 cm−3. Three samples with different dWOx were realised to
benchmark this estimation with experimental data. The polarisation does
not change between the three structures (Figure 5.6). By increasing dWOx
from 8 nm to 11.3 nm and 15 nm the DR decreases from ≈1.9 to ≈1.05 and
≈1.01, as shown in Figure 5.8b, 5.8c, and 5.8d, respectively. The total resis-
tance of the channel in this junction-less FeFET can be approximated by the
resistance of two channels in parallel [291]: one of thickness xd in which
the sheet carrier density and thus the resistivity is modulated upon polari-
sation switching and one of thickness dWOx − xd with a constant resistivity.
Those results agree well with the xd calculated by Equation 5.1.

5.1.3.3 Memristor Properties

For neuromorphic applications multiple (analog) levels of the channel re-
sistance, good retention properties, low device-to-device and cycle-to-cycle
variability, fast conductance updates, and low power consumption are im-
portant characteristics of ideal devices. [21, 292–294] The exact require-
ments vary depending on the details of operation and from one imple-
mentation to the other. As an example, inference workloads would use off-
line trained weights transferred to the chip to operate the network. Hence,
the precision of the weights (≥3 bit) is more relaxed than in the case of
a chip designed to perform on-line learning. [295] In our device struc-
ture, weights are defined through the intermediate states of the channel
resistance, enabled via the multi-domain nature of the ferroelectric HZO
layer. [137, 296, 297] The size of the ferroelectric domains in HZO was
found to be in the order of the thickness of the ferroelectric film. [31] If
the size of the channel compares to the ferroelectric domain size, discrete
resistance levels are reached. [298] Our channel dimensions differ by two
to three orders of magnitude, which enables analog resistance levels by
switching only a subset of the domains. [137] The fraction of the switched
ferroelectric domains depends on the amplitude, width, and number of
applied write pulses. Different pulsing schemes on HZO have been investi-
gated in the past. [299] For on-line learning algorithms running on crossbar
arrays integrated on CMOS, potentiation and depression pulse schemes
with a constant pulse amplitude and width are preferred to those with
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varying amplitude. Nevertheless, for the proof of concept the multi-state
nature of a 20 µm wide and 5 µm long FeFET was investigated by apply-
ing voltage pulses of varying amplitudes (Vwrite), while keeping a fixed
pulse duration of 5 µs (Figure 5.10a). A more detailed description of the
writing and reading procedure can be found in Section 3.3.2. This pulse
scheme results in the best linearity in potentiation and depression. [299]
By sweeping Vwrite from −4 V to 4 V, RDS shows a hysteretic cycle from
80 kΩ to 125 kΩ with various intermediate states (DR ≈ 1.55). By reducing
the range of Vwrite numerous RDS sub-loops can be accessed, as indicated
in Figure 5.10a. The asymmetry in the hysteresis loop is due to the imprint
in the ferroelectric layer. The robustness of the intermediate state upon ap-
plication of the same pulse up to ten times without reset was measured for
different pulse widths and pulse amplitudes. For pulses in the range 0.5 µs
to 5 µs, no cumulative effect was observed (see for example in Figure 5.11

with VG = 3 V). Furthermore, the retention properties have been studied,
as demonstrated in Figure 5.10b. First, an intermediate state was written
by a 5 µs pulse. Then, a source-to-drain voltage VDS = 200 mV was con-
tinuously applied for 1500 s, while RDS was measured every 5 s. Between
each measured intermediate state the FeFET was reset to its low resistive
state (RON) by setting Vwrite = −4 V during 1 ms. The FeFET possesses
stable retention properties for 18 differentiable channel resistances (>4 bit)
for the full 1500 s. The stable retention measurement hints to an absence of
depolarisation or other screening mechanisms. This is in agreement with
a partially depleted channel, which is still able to screen the polarisation
charges.

For on-chip learning, artificial synapses require a finer mesh of inter-
mediate levels. In addition, symmetric and linear potentiation and depres-
sion are desirable. With respect to symmetry the field-driven ferroelectric
switching is advantageous over competing technologies that often show
abrupt or unidirectional switching. [294, 299] The requirement of low vari-
ability is relaxed as the training occurs on a specific hardware and thus
incorporates the variability in its solution. [295] To investigate the linearity
and symmetry of the potentiation and depression, multiple write pulses
of increasing and decreasing amplitudes were applied. For the depression
Vwrite was increased from 0 V to 3.5 V and for the potentiation decreased
from 0 V to −3 V in steps of 100 mV (Figure 5.12a). It has to be noted there,
that potentiation and depression are used to describe the conductance.
Hence, the potentiation means a decrease in resistance and the depres-
sion means an increase in resistance. The duration of the write pulses was
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kept constant at 10 µs. When averaging over the 22 measured cycles (Fig-
ure 5.12b), multiple states with small standard deviation can be observed.
Normalising the cycle-to-cycle standard deviation by RON and DR reveals
an average value of 0.9 % and 2.9 %, respectively (Figure 5.12c). The num-
ber and overlap of states are defined by the potentiation and depression
step size. The latter could be reduced further to increase the resolution.

When fitting the potentiation range from 1 V to 3.1 V and depression
range from −0.9 V to −3.0 V of the same 22 cycles by linear regression
(Figure 5.13a), an adjusted residual-square value of 0.952 is obtained. The
residuals normalised by the RDS window as a function of the pulse num-
ber is depicted in Figure 5.13b. Chen et al. [45] proposed a method where
the potentiation and depression is fitted by an exponential function to ex-
tract non-linearity factors (αp/αd). Zero means linear, while positive and
negative values with an absolute greater than zero represent a non-linear
change. The same authors published a simulator for the classification of the
MNIST dataset that accepts real device characteristics and non-idealities
such as the non-linearity. When our data is fitted according to [45], we ob-
tain good non-linearity factors of αp = 0.38 αd = 1.0 (Figure 5.13c) for the
potentiation and depression, respectively. Note however that, it is difficult
to fit the s-like shaped potentiation and depression of ferroelectric-based
memristors with an exponential function.

For a more detailed analysis of the symmetry, Gaussian Process Regres-
sion (GPR) was used to predict a noise free signal (Figure 5.13d) [300].
Gong et al. define the Signal to Noise Ratio (SNR) as follows:

SNR =
∆RSD

r
,

where ∆RSD is the change in resistance and r the residuals from the noise-
free signal fit for each pulse. In our case, the noise is the cycle-to-cycle
variation. Plotting ∆RSD (Figure 5.13e) as a function of the pulse num-
ber reveals a diminishing ∆RSD towards the extremes, a consequence of
the pinching ferroelectric polarisation. The noisier signals (Figure 5.13f)
towards the extremes is the result of small ∆RSD, while r does not get
smaller. The symmetry factor (SF) was then calculated using the following
equation: [300]

SF = |∆RSD+ − ∆RSD−
∆RSD+ + ∆RSD−

|,

where ∆RSD+ is the depression and ∆RSD− is the potentiation change in
resistance at a certain resistance level. By this definition, SF can take values
between 0 and 1 where 0 is the perfect symmetry. The less linear the range
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of the data becomes, the larger is SF (Figure 5.13g). The average across the
full resistance range is SF = 0.203 while the most linear part in the center
reaches a very good symmetry factor of SF = 0.08.

Short programming pulses are advantageous as fast writing and low-
power consumption are important for neuromorphic applications. By vary-
ing the pulse width from 40 ns to 250 ns with a fixed amplitude (Figure
5.12d), the shortest applied pulse of 40 ns already changes the resistance
and demonstrates the very fast writing capabilities of the FeFET. It is ex-
pected that even shorter pulses could successfully program the memris-
tor. [137] In our device, little energy is consumed while writing a state.
When applying Vwrite = 3.5 V a gate current of Igate = 3.02 × 10−8 A is
measured. Applying a write pulse duration of twrite = 200 ns results in
E =

Vwrite·Igate·twrite
Wch ·Lch

= 2.1 × 10−17 J µm−2, where Lch is the length and Lch
the width of the gate. This very low write energy is promising for the im-
plementation of such FeFETs in crossbar arrays. It should be noted here
that when scaled up, additional sources of power consumption such as the
charging/discharging of the metal lines will be introduced.

5.1.3.4 Conclusion and Possible Improvements

We proposed a device concept based on the ferroelectric field effect into a
thin WOx channel using HZO gate dielectrics that can be used as a synap-
tic element in hardware-supported neural networks. By utilising a junction-
less transistor design, no high temperature source and drain activation is
required. The fabrication process is compatible with an integration in the
Back-End-Of-Line of CMOS technology. It relies on earth-abundant mate-
rials, which makes FeFETs attractive and flexible for large-scale integra-
tion. By comparing HZO- and HfO2-based devices and carefully analysing
capacitor and transistor data, we unambiguously show that the channel
resistance is directly coupled to the polarisation of the HZO layer and
that it can be programmed in a non-volatile manner. Multilevel states pro-
grammed over more than 4 bit-depth with a stable retention over 1500 s
and an almost symmetric potentiation and depression are demonstrated,
together with a low programming energy. The property of the WOx layer
and the geometry of the device can be arranged so that a well-suited resis-
tance range is obtained, favourable to build large-scale crossbar arrays.

Table 5.1 summarises the characteristics of our first FeFET generation.
From this we can identify some characteristics that can potentially be im-
proved by adapting the design and processing. The large device-to-device
variability is believed to come from the non-uniform WOx, which in turn
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Figure 5.13: Extraction of the linearity and symmetry metrics of the same device as
reported in Figure 5.12a to 5.12c. Data from multiple cycles with 22 de-
pression (purple, 1 to 3.1 V) and 22 potentiation pulses (blue, −0.9 to
−3 V) are reported. (a) Linear regression fit (teal). (b) Absolute resid-
uals r normalised by the channel resistance window. (c) Exponential
fit for linearity parameter extraction [45]. (d) GPR predicted noise free
signal (teal). (e) Absolute change of RDS after each potentiation and
depression pulse. (f) Absolute SNR. (g) Symmetry factor (SF).
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1 gen. FeFET Target

Dynamic range 1.55 to 1.98 8 to 100 [20]

RON >100 kΩ >10 MΩ

Number of states 22‡, 18§ >100 [20]

Programming time 50 ns to 5 µs ns

Programming voltage 3.1 V/−3 V <5 V

Linearity (αd/αp) 0.38/1.0 0 [45]

Linear regression 0.952/0.955 1/1

SF [0 to 1] (average) 0.203 0 [300]

Symmetry (|αp − αd|) 0.62 0 [299]

Write energy 0.525 fJ <10 fJ [20]

Area ≥5 × 5 µm2 <10 × 10 nm2

Device-to-device var. Huge (not shown) 0

Cycle-to-cycle var. ∼2.9 %†, ∼0.9 %∗ 0

Endurance 8 × 106# >109 [20]
† Normalised by the resistance window (RON − RON.)
§ Differentiable states (>4 bits)
∗ Normalised by RON.
‡ Vwrite step size dependent.
# MFSM capacitor (not FeFET)

Table 5.1: Performance of the first FeFET generation and corresponding targets.

is a consequence from the oxidation of an extremely thin W layer that is
probably already non-uniform to start with. Changing the WOx growth
method could help decrease the device-to-device variability. Moreover, the
device sizes are in the µm-range because we used optical lithography for
fast process development and turn-around times. Replacing optical with
e-beam lithography will enable sub-µm devices. Last, controlling the chan-
nel thickness and the carrier concentration of WOx might allow to increase
the dynamic range.
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5.2 second fefet generation: sub-µm-
sized devices

After the successful demonstration of a multi-state FeFET in the µm-range,
we adapted the design and fabrication process for a second FeFET gener-
ation. The main differences are: We used e-beam lithography to fabricate
sub-µm FeFETs. Thinner and conformal WOx layers were deposited by
ALD (see Section 4.2.2). Every device has its own gate contact which can
be accessed from the top (no shared gate through the substrate), which
enables crossbar array configurations.

5.2.1 Device Design

In this section we describe the design of the second FeFET generation and
give an overview of the chip-layout. For the same reason as in the first
generation, we use a bottom gate approach to allow for a crystallisation
of the HZO before the WOx is deposited. Figure 5.14a shows a schematic
of a cross section along the channel length, Figure 5.14b along the channel
width. On the bottom we have two metal lines (M1, M2) that are used
to contact the 10 nm thick TiN Gate (G) contact. M1 is only required for
FeFETs in a crossbar array. Above the gate contact, 10 nm of HZO covers
the entire chip. Then, the 4 nm-thick WOx channel is located above the
gate stack directly in contact with the HZO. The Source (S) and Drain (D)
contacts on both sides of the channel are made of Pt/W. In our design, G
fully overlaps with S and D to avoid large topographic steps beneath the
channel. Two metal lines (M3, M4) are used to route the S and D contacts to
large contact pads for electrical measurements. M4 is required for FeFETs
in a crossbar array where the S and D lines are crossing. SiO2 is utilised
as a passivation layer between metal lines and to encapsulate the WOx
channel.

Figure 5.14c shows the GDS layout of a FeFET, indicating the two cross
sections displayed in Figure 5.14a and 5.14b. The channel length (Lch) is
defined as the distance between the S and D contacts, while the channel
width (Wch) is determined by the structuring of the WOx layer. The blue
box shows the extend of the WOx layer, the small teal squares at each side
are the local S and D contacts (Pt/W), the boxes with a cross indicate the
openings through the passivation, and the large dark structures extending
to the left, right, and top are the S, D, and G contact pads for electrical mea-
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Figure 5.14: Second FeFET generation design: (a) Schematic of the cross section
along the channel length and (b) along the channel width. (c) Top
view of a FeFET where the two cross sections shown in (a) and (b) are
indicated by blue lines.
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surements, respectively. The purple square is the M2 gate layer extending
beneath the FeFET.

FeFETs with long (Lch ≫ Wch) to wide (Lch ≪ Wch) channel geometries
were placed in each block (purple box in Figure 5.15a). Both the channel
length and width vary from 300 nm to 2 µm. For each geometry, 5 iden-
tical devices were created in each block. Apart from single devices, we
designed three terminal (3T) crossbar arrays with diagonal gate lines (rose
box). Crossbars ranging from 1 × 1 to 10 × 10 and with different device
geometries were added to the design. Figure 5.14c illustrates a 3 × 3 3T-
crossbar array, where the sources are connected by light blue horizontal
lines (M4), the drains by dark blue vertical lines (M3), and the gates by
purple diagonal lines (M2). Since not all diagonals connect the same num-
ber of devices and because there are more diagonals (5) than horizontal (3)
or vertical (3) lines, always two of the diagonals are connected by a gray
line (M1). In the case of the 3× 3 array, diagonals with two devices are con-
nected to diagonals with one device, resulting in 3 independent diagonal
lines. As evidenced in Figure 5.14a, the vertical, horizontal, and diagonal
lines are connected to large extended contacts that allow to measure the en-
tire array with three needle probes and a movable stage. More details can
be found in Appendix A.2. For the characterisation of the ferroelectric layer
we placed a series of Metal-Semiconductor-Ferroelectric-Metal (MFSM) ca-
pacitors next to the FeFETs with a changing area from 3 µm × 3 µm to
60 µm × 60 µm (dark blue box). For the characterisation of the WOx chan-
nel we added Circular Transmission Line Measurement (CTLM) structures
(light blue box). Figure 5.15a shows the GDS design of the aforementioned
devices that were grouped together to form a block. The chip has a size
of 2 cm × 2 cm and hence, 6 of these blocks were placed on the chip to
maximise the space usage, as can be seen in Figure 5.15b. Additionally to
the blocks, we placed long metal lines for the characterisation of the W
resistivity on the far left and Hall structures for the WOx were positioned
on the far right.

In summary, we have a design with 10 e-beam lithography steps to re-
alise 240 FeFETs and 15 3T-crossbar arrays per block. This results in 1440
devices and 90 3T-crossbar arrays on the full chip. Without the extra metal
lines required for the crossbar arrays, 6 e-beam lithography steps would
be sufficient.
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(a)

(b)

(c)

Figure 5.15: Chip design: (a) Overview of a block containing FeFETs, FeFET-arrays,
capacitors, and CTLM structures. (b) Overview of the chip showing
multiple blocks. Long metal lines to characterise the W resistivity
were placed on the left of the 6 blocks. Hall structures for the WOx
were placed on their right. (c) Close-up of a 3× 3 cross-bar array with
diagonal gate lines (purple), horizontal source lines (light blue), and
vertical drain lines (dark blue).
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Figure 5.16: Process flow of the µm-sized FeFETs: (a) Starting with an oxidised
Si substrate, (b) the contact M1 (100 nm W) and a passivation layer
(100 nm SiO2) are deposited. (c) The contact M2 (100 nm W/10 nm
TiN) and a second passivation layer (600 nm SiO2) are then deposited.
(d) After CMP, the topography is removed. (e) Precise stopping on
the TiN by RIE. (f) 10 nm of HZO and 30 nm of W are grown. (g) The
sacrificial W layer is removed, WOx is grown and structured, and S,D
contacts are deposited by a lift-off process. (h) Final structure.
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5.2.2 Device Fabrication

The starting point for the fabrication of the sub-µm FeFETs is a 4-inch ther-
mally oxidised Si substrate (500 nm SiO2). We used a positive (AR-P 672)
or negative resist (AR-N 7520) for the e-beam lithography steps. AR-P was
used if most of the wafer or chip had to be protected (exposed areas dis-
solve, e.g. etching small vias in the passivation) and AR-N was used when
most of the wafer or chip needed to be etched (the exposed areas remain,
e.g. metal lines). As e-beam lithography is a sequential process where ev-
ery structure is exposed one after another, the exposure time needs to be
optimised by using the right resist. The following paragraphs explain the
full fabrication process:

1. Markers and M1: E-beam lithography markers were fabricated in
the same step as the metal level M1 by first growing 100 nm of W by
Physical Vapour Deposition (PVD). After exposing the AR-N resist,
the W was structured with an SF6 plasma using a Reactive Ion Etcher
(RIE). Above M1 we deposited 5 nm of Al2O3 at 300 °C by Plasma En-
hanced Atomic Layer Deposition (PEALD) using TMA5 as a precur-
sor (etch-stop layer) and 100 nm of SiO2 by Plasma-Enhanced Chem-
ical Vapor Deposition (PECVD), as depicted in Figure 5.16b. Then,
AR-P was used to etch vias to access M1 by applying an RIE with a
CHF3/O2 plasma. The Al2O3 etch-stop layer was removed by a wet
etch in an undiluted AZ-726-MIF developer (2.38 % TMAH, etch rate:
∼2 nm min−1).

2. M2: 100 nm of W by PVD and 10 nm of TiN by PEALD were de-
posited using a TDMAT6 precursor and N2/H2 plasma). Using AR-N
resist, the W and TiN were structured with an SF6 plasma in an RIE.

3. CMP: To avoid large topographies from M1 and M2, 5 nm of Al2O3
(etch-stop layer) and 600 nm of SiO2 were deposited on top of M2

and then removed by Chemical Mechanical Polishing (CMP) on the
entire wafer until only a thin layer of SiO2 was left above M2. Figure
5.16c shows a schematic before and Figure 5.16d after the CMP.

4. Dicing: At this point, the 4-inch wafer was diced into 12 2 cm × 2 cm
chips. The following steps were carried out at the chip level.

5 TMA: trimethylaluminum (CH3)3Al
6 TDMAT: tetrakis-(dimethylamino)titanium [(CH3)2N]4Ti
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5. Gate: The remaining SiO2 above M2 was precisely etched on the en-
tire chip until the surface height of the SiO2 layer was equal to the
surface height of the TiN as depicted in Figure 5.16e. A slight overetch
was performed as the remaining SiO2 on the TiN surface would be
detrimental to the device performance. To determine the remaining
height of the SiO2, cross sections from a Focused Ion Beam (FIB) were
used.

6. HZO: Next, the gate stack was grown in the PEALD: an approxi-
mately 10 nm-thick layer of HZO was created by using alternating
cycles of TEMAH7, and ZrCMMM8 at 300 °C. It was immediately
capped by a ∼30 nm sacrificial W layer by PVD. W is only used for
the crystallisation of HZO and is preferred over TiN as capping layer
due to its easier removal. The resulting stack is depicted in Figure
5.16f. For the crystallisation of HZO, a millisecond Flash Lamp An-
neal (ms-FLA) [31] with a background temperature of 375 °C was
performed.

7. WOx: The W capping layer was removed by a 2 min wet chemical
etch in H2O2 at 50 °C. Immediately after, 4 nm of WOx was deposited
using a BTBMW9 precursor and an oxygen plasma at 375 °C in a
PEALD system. To fully oxidise the WOx, it was annealed in a rapid
thermal annealer (RTA) at 350 °C with 50 sccm O2 for 6 min. After the
structuring of the WOx by using AR-N and an SF6 plasma in the RIE,
S and D contacts (Pt (20 nm)/W (20 nm)) were deposited on top of
the WOx channel by a lift-off process, as illustrated in Figure 5.16g.

8. Device capping: On top of the device we grew 5 nm of Al2O3 at
250 °C in the PEALD with an extra long plasma time of 5 s to avoid
a significant reduction of the WOx by the Al2O3. We then deposited
100 nm of SiO2 by PVD to keep the process temperature low and
avoid a reduction of the WOx.

9. Device access: AR-P was used to etch vias in the SiO2 and access S
and D through an RIE. The Al2O3 etch-stop layer was removed by
an undiluted AZ-726-MIF developer. Then, another AR-P layer was
required to etch through the HZO and access the G. This was done in
an Inductive Coupled Plasma RIE (ICP-RIE) system by using a CF4
plasma.

7 TEMAH: tetrakis-(ethylmethylamino)-hafnium [(CH3)(C2H5)N]4Hf
8 ZrCMMM: bis(methyl-η5-cyclopentadienyl)methoxymethylzirconium (CH3C5H4)2Zr(OCH3)CH3

9 BTBMW: bis(tert-butylimino)bis(dimethylamino)tungsten(VI) [(CH3)3CN]2W[N(CH3)2]2
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10. M3 and M4: The last two metal levels, M3 and M4, were each realised
by growing 100 nm of W by PVD. In between, 5 nm of Al2O3 (etch-
stop layer, PEALD) and 200 nm of SiO2 were grown by PVD and vias
between M3 and M4 were etched in the RIE. The final cross section
is depicted in Figure 5.16h.

In the next paragraphs we describe the structural characterisation we
performed during and after the processing:

cmp: At first, we did not include CMP in our process. With 10 e-beam
lithography steps, we realised that the topography introduced by the first
few layers became a problem, especially for M3 and M4 that displayed
delamination close to the vias. Figure 5.17a and 5.17b show Scanning Elec-
tron Microscope (SEM) images of the S, D, and G area of a FeFET on a chip
without CMP and one with CMP, respectively. The purple boxes indicate
areas with large topography originating from M1 and M2. The delami-
nation was probably also facilitated by the stress present in thin W layers.
Figure 5.17c shows a cross-sectional SEM image that was taken after expos-
ing the device cross-section with a Focused Ion Beam (FIB) system. After
CMP and RIE etching, the SiO2 passivation is on the same height as the
M2 contact, demonstrating that the topography was successfully removed
.

hzo and wox : After the deposition of the WOx layer by PEALD and
the subsequent oxidation in the RTA, we performed Grazing Incident
X-Ray Diffraction (GIXRD) analysis (Figure 5.17d). HZO peak positions
were calculated from the lattice parameters of the m- [175], t- [175], and
f-phase [173]. The data for the tetragonal P-421m phase of WOx was taken
from ICSD-86144 [267]. No monoclinic HZO phase was detected, owing to
the low temperature ms-FLA. The peaks around ∼30.5° and ∼35.8° con-
firm that the HZO crystallised in the f- or t-phase, as expected. In contrast
to the first FeFET generation with thicker WOx, the 4 nm ALD WOx did
not crystallise under the same conditions. For comparison, we added the
diffractogram of a thicker crystallised WOx layer. As already discussed
in Section 4.2.2, thin films require an increased thermal budged for crys-
tallisation. For 4 nm of WOx it was found to be 425 °C. To remain BEOL-
compatible, we left the WOx amorphous. No reduction treatment was ap-
plied to the WOx as the reduction by the encapsulating passivation layers
was found to be sufficient (Section 4.2.2.2).
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Figure 5.17: Structural characterisation of the sub-µm-sized FeFETs: (a) SEM image
showing the S, D, and G area with a delamination of M3. The purple
boxes indicate areas with large topography. (b) Similar area as in (a),
but on a chip where we performed CMP. (c) Cross-sectional SEM im-
age taken in the FIB system, proving the removal of the topography
from M1 and M2. (d) GIXRD for a diffraction angle (2θ) from 26° to 38°
showing the presence of the f- or t-phase in HZO after ms-FLA crys-
tallisation and deposition of the amorphous WOx channel (purple).
Crystalline WOx for comparison (blue). (e) Cross-sectional BF-STEM
image with EDS line profiles of the SiO2/Al2O3/WOx/HZO/TiN/Si
gate region.
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Figure 5.18: (a) Gate capacitance (CG) and (b) gate resistance (RG) of FeFETs nor-
malised by the gate area (Wch of 2 µm and varying Lch from 300 nm to
2 µm) and averaged over 30 devices as a function of the gate voltage
(VG). Due to the overlap of S, D, and G, the gate area is slightly larger
than the channel area (Lch × Wch).

intermixing Bright-Field Scanning Transmission Electron Microscopy
(BF-STEM) analysis displays the expected layer thicknesses and an amor-
phous WOx is confirmed (Figure 5.17e). The rough topography originat-
ing from the columnar growth of the 200 nm W below the TiN gate (Fig-
ure 5.17c) results in a projection effect (overlapping of measured elements)
at layer boundaries, as can be seen in the Energy-Dispersive X-ray Spec-
troscopy (EDS) line profile in Figure 5.17e. Although the projection effect
creates some uncertainty in the interpretation of the EDS data, two obser-
vations can be made: First, at the HZO/TiN interface a TiON layer was
formed, possibly during the HZO growth by ALD. Second, Al diffusion
into the WOx is measured. It is more pronounced than the artificial mixing
by the projection effect. This is an interesting feature as Al is expected to
promote the reduction of WOx [301].

5.2.3 Device Results

5.2.3.1 Gate Stack Characterisation

gate capacitance and resistance First, the gate capacitance was
measured across 30 FeFETs of different sizes (long and wide channels)
and normalised by the gate area: A typical butterfly shaped capacitance
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Figure 5.19: PUND measurements of a MFSM capacitor with a 40 µm × 40 µm
area.

dependence on the gate voltage (VG) was observed with CG = 24 fF/µm2

at VG = 0 V (Figure 5.18a). This value is in good agreement with what
we measured on the first FeFET generation. The gate resistance (RG) was
measured on the same 30 FeFETs by applying a VG from 1 V to 5 V, while
grounding source and drain (Figure 5.18b). At 1 V the gate resistance was
740 GΩ/µm2, while at 5 V it decreased to 39 GΩ/µm2. Both values are high
impedance and allow for low power writing. In addition, decreasing the
device size further reduces the power dissipation.

gate polarisation The ferroelectric properties of the HZO layer were
analysed by measuring the Positive-Up Negative-Down (PUND) character-
istics of a 40 µm × 40 µm TiN/HZO/WOx /W (MFSM) capacitor on the
same sample as the FeFETs (Figure 5.19), resulting in a positive (nega-
tive) remanent polarisation Pr+ = 17.7 µC/cm2 (Pr− = 11.2 µC/cm2) and
a positive (negative) coercive field Vc+ = 2 V (Vc− = −2.57 V). The asym-
metric coercive field is due to asymmetric electrode work-functions (WO3:
6.8 eV [302], W18O49: 6.4 eV [302], TiN: 4.55 eV [303]) that result in a build-
in field. The reduced negative remanent polarisation (Pr− = 11.2 µC/cm2)
as compared to the positive one (Pr+ = 17.7 µC/cm2) is an indication of
partially switched domains due to incomplete screening by the depleted
WOx layer and the thereby resulting depolarisation field [304] across HZO.
FeFETs with low hole-density channels show partial switching because of
incomplete screening (charge balance requirements [305, 306]).
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Figure 5.20: Channel length effect: Dynamic range of 120 devices with Wch =
600 nm and a Lch varying between 300 nm and 2 µm. Write pulses
with Vw from −6 V to 6 V and tw of (a) 500 µs and (b) 500 ms were
applied. The boxes extend from the lower to the upper quartile values
of the data, with a line at the median. The whiskers extending from
the box show the data range. Flier points are those past the end of the
whiskers.

5.2.3.2 Switching Locations and Time Scales

switching locations Potentiation (depression) cycles on 120 devices
with a constant channel width Wch = 600 nm and a channel length varying
from Lch = 300 nm to 2 µm were measured by applying write pulses with
an amplitude (Vw) up to 6 V (−6 V). The same measurement was repeated
for a pulse width (tw) of 500 µs and 500 ms. Three cycles with a step size
Vstep = 200 mV were measured on each device to extract RSD when the
device is in its High Resistive State (HRS) and Low Resistive State (LRS).
The Dynamic Range (DR = HRS/LRS) as a function of Lch is presented as
box plots in Figure 5.20a for 500 µs and in Figure 5.20b for 500 ms. Clearly
the DR increases for shorter channels, independently from tw. The above
mentioned incomplete screening of the FeFETs with a low channel hole-
density could be responsible for a less effective source-drain resistance
(RSD) modulation in the centre of long channels. The availability of holes
decreases with distance from the contacts and thus, less negative charges
can be screened (reduced Pr−) in the centre of the device. If this is the case,
we should see a channel resistance (RCh) which does not scale with the
geometry of the channel.
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Figure 5.21: (a) LRS and HRS as a function of the FeFET channel length. The con-
tact resistance can be extracted at the y-intercept. The error bars de-
note the standard deviation. (b) Sheet resistance of the LRS and HRS
obtained by subtracting the 2Rc from RSD and then normalising the
result by the channel dimensions (Wch/Lch).

tw
2Rc

(LRS)
2Rc

(HRS)
DRRc

ρCh
(LRS)

ρCh
(HRS)

DRRCh

500 µs 118 MΩ 1000 MΩ 8.4 71 Ω cm 200 Ω cm 2.8

500 ms 69 MΩ 2000 MΩ 29 65 Ω cm 512 Ω cm 7.4

Factor ms/µs 0.58 2 3.45 0.92 2.56 2.64

Table 5.2: Contact resistance (Rc) and channel resistivity (ρCh) extracted from Fig-
ure 5.21a.
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We can now define the total source-to-drain resistance as:

RSD = RCh + 2Rc

RCh =
ρCh

t
· Lch

Wch
,

where Rc is the contact resistance, and ρCh the resistivity of the WOx chan-
nel. Plotting the LRS and HRS as a function of the channel length (Fig-
ure 5.21a) is similar to Transmission Line Measurements (TLM) and allows
to extract the contact resistance (2Rc) at the y-intercept and ρCh from the
slope of the linear regression. The extracted values for tw = 500 µs and
tw = 500 ms are summarised in Table 5.2. Multiple observations can be
made:

• First, the channel resistance RCh and the contact resistance Rc are
modulated to a different extend by the write pulses. While Rc dis-
plays a modulation of DRRc = 8.4, the dynamic range of the channel
DRRCh = 2.8 is three times lower. Figure 5.21b shows the sheet resis-
tance Rsh of the LRS and HRS for tw = 500 µs and tw = 500 ms as a
function of the channel length:

Rsh = (RSD − 2Rc)
Wch
Lch

= RCh
Wch
Lch

=
ρCh

t
.

The fact that the linear regression has almost no slope shows that
RCh scales with the geometry of the channel and that there is very
little dependence of the DRRCh on the channel length. Consequently,
an incomplete screening of the polarisation in the centre of long
channels seems unlikely. Instead, the total DR in Figures 5.20a and
5.20b that includes both contributions (DRRc and DRRCh ) decreases
for longer channels as the contribution of DRRCh increases. The same
trends were observed when increasing tw from 500 µs to 500 ms.

• Second, an overall increase of the total DR by a factor of ∼2.8 was ob-
served by increasing tw to 500 ms. This is consistent with the scenario
of an oxygen migration, which would be stronger near the contacts
were the field is larger (DRRc increases more than DRRCh ). This is a
first indication of a successful exploitation of oxygen migrations in
addition to the polarisation switching to modulate RSD.
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Figure 5.22: Potentiation and depression cycles with a constant pulse amplitude
scheme on a FeFET with Lch = 400 nm and Wch = 1 µm by modu-
lating tw from 10 ns to 1 s while keeping Vw constant at 6 V for the
depression and −6 V for the potentiation. (a) Channel resistance as a
function of the pulse number for 20 consecutive cycles. On the bottom,
the corresponding duration tw of each pulse is provided. (b) Superpo-
sition of the 20 cycles to visualise the cycle-to-cycle variability and the
potentiation and depression shape. (c) Cumulative increase of RSD by
repeatedly applying a square pulse with Vw = 6 V and tw = 100 ms.
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switching time scales The influence of tw on the DR was further
analysed by performing constant amplitude potentiation (Vw = 6 V) and
depression (Vw = −6 V) cycles with changing tw from 10 ns to 1 s (Fig-
ure 5.22a). By exploiting such wide pulses, a dynamic range of almost 60
was reached (average of 20 cycles), a considerable increase as compared
to the state-of-the-art oxide-channel FeFETs [38, 41, 157]. Figure 5.22b is a
superposition of the 20 cycles. It confirms the strong dependence of RSD
on tw: there are two different regimes for the potentiation and depression.
For short pulses (tw < 3 µs, Vw = −6 V) a steep depression is observed, fol-
lowed by a less steep change (tw > 3 µs, Vw = −6 V) that does not saturate
up to the maximum tw of 1 s. In the long pulse regime, cumulative switch-
ing is observed: repeating the same pulse (e.g. tw = 100 ms, Vw = −6 V)
100 times increased the channel resistance after the first 10 cycles still by a
factor 2 (Figure 5.22c). The large change by the first 10 cycles is not shown
(RSD = ∼60 MΩ at 0 cycles). The absence of a saturation and a change
of slope indicates that the resistance modulation for tw > 3 µs is based
on an additional and slower physical process with respect to the previous
regime (tw < 3 µs): the first regime (tw < 3 µs) is attributed to the ferroelec-
tric switching as it is known to occur at very fast time scales [307]. In the
second regime (tw > 3 µs), the energy of each pulse was potentially large
enough to additionally enable oxygen migration [281] between HZO and
WOx. The oxidation or reduction of the WOx channel in turn adds to the
modulation of RSD.

switching effects The resistance modulation of the two regimes can
be better understood by examining their underlying conduction mecha-
nisms. Several electrode-limited and bulk-limited conduction mechanisms
depend on temperature in different ways [308]. Temperature-dependent
ID−VDS measurements of the channel were performed (20 °C to 60 °C)
after programming the device in the LRS (Vw = 6 V) and in the HRS
(Vw = −6 V). Write pulses of tw = 500 µs (where the ferroelectric effect is
saturated) and longer write pulse trains of 90 × tw = 100 ms (to enhance
the oxygen migration) were applied. No difference in the conduction mech-
anism between the two time scales was observed. Both the LRS and HRS
show a linear ID−VDS characteristic and are best fitted with the Ohmic
conduction model [309]. An exact description of the fitting and extraction
of the parameters can be found in Appendix A.3.

Comparing the dynamic range as a function of temperature for the fast
and slow time scale (Figure 5.23a and 5.23b) on the other hand displays
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Figure 5.23: Temperature dependent measurements: (a) for tw = 500 µs and (b) for
longer write pulse trains of 90 × tw = 100 ms. (c) Retention measure-
ments at elevated temperature (85 °C) for long set pulses tw = 500 ms.
The solid lines are acquired experimental data and the dashed lines
are linear fits in the log-log scale to predict the evolution of the states.
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a clear difference. For the fast ferroelectric dominated time scale, the dy-
namic range decreases with increasing temperature. This effect could orig-
inate from a phase transition from the orthorhombic ferroelectric phase
of HZO to its tetragonal, anti-ferroelectric phase at elevated temperatures,
as observed in ZrO2 [173] and Si:HfO2 [310]. For the slower time scale, a
large increase of the dynamic range with temperature is observed. This is
consistent with oxidation and reduction processes that are facilitated at ele-
vated temperatures by the higher mobility of the oxygen ions. This further
demonstrates the dual effect that modulates our channel resistance.

Retention measurements at elevated temperatures (85 °C) and with long
pulses (tw = 500 µs) display a resistance change of almost 3 orders of mag-
nitude (Figure 5.23c). The larger the resistance change obtained within this
retention study, the faster (hours to minutes) it drifted back to resistance
values measured without heating and with shorter pulses. Temperature-
dependent current measurements revealed that oxygen exchange between
the WOx and HZO layers is a valid assumption. The same interpretation
holds for the retention results at 85 °C: The higher mobility of oxygen ions
at elevated temperatures allows to reach higher resistance values while
at the same time increasing the relaxation rate of the resistance through
oxygen diffusion. This relaxation observed at elevated temperatures also
highlights the trade-off between the dynamic range and retention. While
the modulation by the ferroelectric is stable and well-suited for long term
memory, oxygen gradients introduced by longer pulses eventually relax
back to a steady-state through ion diffusion. The more consecutive pulses
are applied, the larger the resistance change and the longer the relaxation
back to a stable long-term state, are a characteristic that can be used to
implement the spontaneous decay of the conductance for short-term plas-
ticity. We also believe that voltage-based STDP models [76, 311, 312] could
be well-suited for such artificial synapses.

5.2.3.3 Characteristics for ANNs

potentiation and depression variability In contrast to SNNs,
where a tunable plasticity is desired, the efficient operation of ANNs on
analog memristive crossbar arrays requires artificial synapses that behave
as long-term memory with long data retention and display low variabil-
ity. Based on the better performance of short-channel devices, as can be
seen in Figure 5.20, a more thorough investigation of the potentiation and
depression characteristics for in-memory computing with analog crossbar
arrays was conducted on a FeFET with Lch = 300 nm. Figure 5.24a shows
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Figure 5.24: Potentiation and depression of a FeFET with Lch = 300 nm and
Wch = 2 µm: (a) One potentiation (0 V to 6 V) and depression (−0.6 V
to −6 V) cycle with a constant tw = 500 µs showing quasi continu-
ous channel resistance states (dep: 241 states, pot: 217). (b) 40 sub-
range potentiation (0.6 V to 5 V, 171 levels) and depression (−1.25 V
to −5.5 V, 169 levels) cycles. RSD as a function of the pulse number
(top) and the corresponding Vw (bottom) are reported. (c) Superposi-
tion of all 40 cycles from (c) to visualise the cycle-to-cycle variability.
(d) Standard deviation of RSD normalised by the resistance window
(HRS − LRS).
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a single potentiation and depression cycle of the RSD. Potentiation from
the HRS to the LRS was performed by increasing Vw from 0 V to 6 V in
25 mV steps and the depression back to the HRS by decreasing Vw from
−0.6 V to −6 V in 25 mV steps. The pulse duration tw was kept constant at
500 µs. The 241 (217) steps for the potentiation (depression) exhibit a quasi-
continuous resistance range with a monotonic decrease (increase) of the
resistance and a dynamic range of 16. The cycle-to-cycle variability was
analysed by performing 40 sub-range cycles of depression (0.6 V to 5 V)
and potentiation (−1.25 V to −5.5 V) that are shown in Figure 5.24b. The
corresponding Vw of each pulse is given at the bottom. Figure 5.24c is a
superposition of all 40 cycles to help visualise the Cycle-to-Cycle Variation
(CtCV). By reducing the Vw range, the dynamic range decreases to 10.4 on
average. Figure 5.24d is a visualisation of the CtCV (standard deviation)
as a percentage of the channel resistance range (HRS − LRS). The CtCV
does not exceed 6 % and is around 1.9 % on average.

To study the device-to-device variations, 20 identical FeFETs were mea-
sured and the normalised standard deviation of the HRS and LRS was
calculated. In both cases it is 39 %. At the same time, the dynamic range
has a smaller normalised standard deviation of 28 %, reflecting the fact
that for most devices the entire resistance window moved up and down:
if the LRS was smaller than average, the HRS was also smaller than aver-
age for 70 % of the measured devices. The device-to-device variability can
be explained by process variations across the sample. The polycrystalline
nature of HZO results in different ferroelectric properties from device to
device [36]. Also, the WOx is very sensitive to the oxygen content and it
usually reduced at elevated temperatures (>250 °C) by other oxides or ni-
trides interfacing it, such as SiO2, Al2O3, or SiN. Hence, local temperature
differences during processing can lead to different local reduction states of
the WOx.

linearity and symmetry When fitting the potentiation range from
−1.25 V to −5.5 V and depression range from 0.6 V to 5.0 V of the same
22 cycles by linear regression (Figure 5.25a), an adjusted residual-square
value of 0.958 and 0.671 is obtained for the depression and potentiation, re-
spectively. Especially the potentiation is not linear and thus poorly fitted.
For a more detailed analysis of the symmetry and the Signal-to-Noise Ratio
(SNR), Gaussian Process Regression (GPR) was used to predict a noise-free
signal (Figure 5.25b), as proposed by Gong et al. [300]. Different memristor
technologies require different fitting formulas, making it difficult to com-
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Figure 5.25: Extraction of the linearity and symmetry metrics. FeFET data from
multiple cycles with 22 depression pulses (purple, 1 V to 3.1 V) and
22 potentiation pulses (blue, −0.9 V to −3 V) are shown. (a) Linear
regression fit (teal). (b) GPR-predicted noise-free signal (teal). (c, d, e)
Absolute SNR for Vstep of 25 mV, 100 mV, and 200 mV, respectively.
(f) Symmetry factor (SF) extracted according to Equation 5.2.3.3.
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pare key performance parameters on a common ground. GPR addresses
this issue by not assuming any specific functional form such as linear or
exponential. The SNR is defined as follows:

SNR =
∆RSD

r
, (5.3)

where ∆RSD is the change in resistance and r the residuals from the noise-
free signal fit for each pulse. In our case, the noise arises from the CtCV
and not from a stochastic switching. From Equation 5.3 we see that the
SNR depends on ∆RSD and thus on Vstep. Figures 5.13f, 5.13e, and 5.13g
show the SNR for Vstep of 25 mV (170 steps), 100 mV (42 steps), and 200 mV
(21 steps), respectively. We can change RSD in very small steps by choos-
ing a small Vstep. Smaller ∆RSD divided by r result in a smaller SNR. If
we increase the step size, we get less intermediate states and the SNR in-
creases. For the first FeFET generation, we used Vstep = 200 mV, thus the
same is used here for comparison. While the first FeFET generation has a
SNR of 177.2 %(dep)/237.4 %(pot), the second generation is characterised
by a slightly increased SNR of 229 %(dep)/240 %(pot).

The symmetry factor (SF) was then calculated using the following equa-
tion: [300]

SF = |∆RSD+ − ∆RSD−
∆RSD+ + ∆RSD−

|,

where ∆RSD+ is the depression and ∆RSD− is the potentiation change in
resistance at a certain resistance interval. By this definition, SF can take
values between 0 and 1, where 0 is the perfect symmetry. Compared to the
first generation, SF increased, especially in the parts close to the LRS and
HRS that we attributed to oxygen migrations (Figure 5.13d). The average
across the full resistance range is SF = 0.378, which is not a good perfor-
mance metric with respect to symmetry. Introducing multiple resistance
modulation mechanisms thus has a negative effect on the symmetry.

endurance The endurance of a FeFET with Lch = 800 nm and Wch =
600 nm is shown in Figure 5.26a. Cycling pulses of ±3 V and ±4 V with
a frequency of 100 kHz were applied to the gate, while S and D were
grounded. The HRS and LRS were measured by performing 3 cycles of
potentiation and depression. When switching at ±3 V we observed a small
continuous decay of the dynamic range window to about 70 % of its ini-
tial value after 1010 cycles, but no failure could be identified. To the best
of our knowledge this is the best endurance reported on hafnia-based Fe-
FETs. Especially compared with Si-based channel FeFETs this is a major
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Figure 5.26: Endurance and retention: (a) Endurance of a FeFET with Lch = 800 nm
and Wch = 600 nm. Triangular pulses with a frequency of 100 kHz
were applied up to 1010 cycles. The amplitude of the pulses was ±3 V
and ±4 V. The evolution of the HRS and LRS (left axis) and the cor-
responding dynamic range (right axis) are shown. (b) Retention mea-
surements at room temperature for a FeFET with Lch = 300 nm and
Wch = 2 µm showing a good retention of >10 years for the four pro-
grammed states. Only the HRS has a small drift. The solid lines are
the experimental data and the dashed lines are linear extrapolations
in the log-log scale.
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improvement over the typically reported 106 cycles [36], although lately
up to 108 cycles were reported [313]. The increased endurance of oxide
channels was attributed to the absence of an interfacial layer (with a small
dielectric constant) between the channel and the ferroelectric layer as it is
the case for Si channels [36, 153]. Furthermore, the deposition of the chan-
nel by atomic layer deposition produces clean interfaces with a reduced
number of defects due to its conformal nature. Increasing the cycling volt-
age to ±4 V (on another device with the same dimensions) accelerated the
fatigue and the device failed after 8 × 109 cycles. The failure took the form
of an open device, which could be the result of local heating around the
contacts due to a sudden high current caused by a HZO breakdown or
of some other mechanisms degrading the contacts. Cycling at even higher
fields was not tested as online learning happens in small changes and not
by constantly switching between the extreme states.

retention The longer the programming pulses, the larger the FeFET’s
resistance range is. At the same time this means that the crossbar arrays
must be operated at slower frequencies. For inference applications where
the state of the artificial synapse is not constantly changed, the large dy-
namic range made available by long pulses can be exploited. While the
update frequency, write pulse width, and amplitude become less impor-
tant, a long retention is key for inference applications. Therefore, retention
measurements were conducted as follows: first a state was set by applying
a write pulse of tw = 500 µs. Then the channel resistance was monitored
(VSD = 200 mV) every few minutes up to 104 s. This was repeated for
the LRS, two intermediate states, and the HRS (Figure 5.26b). By fitting
a linear regression in the Log-Log scale, no drift is observed for the in-
termediate states. Both, the LRS and HRS display a small drift towards
lower values. Extrapolating the fit to 10 years yields a change of about
11 % and 15 %, respectively. This excellent retention time confirms the ad-
vantage of using metal-oxide thin films over Si as channels as there is no
back-switching of the ferroelectric domains due to charge trapping at the
oxide interlayer formed between Si and the ferroelectric [153]. This low
drift opens the path to inference and memory applications for the FeFET
devices presented here.

energy With a channel resistance between 20 MΩ and 2 GΩ (depend-
ing on the geometry) and a read voltage of 100 mV, between 5 pW and
500 pW are dissipated during a read operation (Pread = V2

SD/RSD). The
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write operation of a single device (tw = 500 µs) to the high gate impedance
(39 GΩ/µm2 at 5 V, Figure 5.18b) has a lower energy consumption, be-
tween 1.7 fJ and 1.2 pJ for Vw of 1 V and 5 V, respectively (Ewrite =
twV2

w/RG).

5.2.3.4 MNIST Simulation

The performance of our FeFETs as artificial synapses in a crossbar array
was investigated by using the MLP+NeuroSimV3.0 [45] framework. The on-
line learning accuracy of a pseudo crossbar array of 400 input, 250 hidden,
and 10 output neurons trained on the MNIST [46] database was simulated
by using the aforementioned values. The Non-Linearity (NL) parameters
were extracted by fitting the potentiation and depression curves according
to [45] (Figure 5.27a). They are 2.32 and −4.63 for the potentiation and de-
pression respectively. Ferroelectric-based artificial synapses often exhibit a
S-like potentiation and depression and hence the non-linearity factor ex-
traction by fitting an exponential function, as required by [45], does not
fully capture its characteristics. As conductance Range Variation (CRV) pa-
rameter in the simulator, the same value is usually applied to all devices. It
thereby models the CRV as an increase or decrease of the dynamic range.
Hence, the MLP+NeuroSimV3.0 code was slightly adapted (Appendix A.4)
to apply a random CRV to every device of the network, which takes into
account our device-to-device variability. The spread of the HRS, LRS, and
DR around the average (solid lines labeled "No Var") are shown in Fig-
ures 5.27b and 5.27c. Figure 5.27d reports the learning accuracy on the
MNIST database. By only considering the NL parameters and the Finite
Number of States (FNoS) as a non-ideality, an excellent performance of
92 % recognition accuracy is achieved. By further introducing the CtCV to
the simulation, the performance remaines as high as to 89 % and with the
HRS, LRS, and DR spread included, 88 % is reached. We therefore con-
clude, that a device-to-device variability of 39 % can be accommodated by
the network and has only minor impact on the classification accuracy.

5.2.3.5 Conclusion and Possible Improvements

We demonstrated a scaled (sub-µm) BEOL-compatible FeFET artificial
synapse with an amorphous WOx<3 channel. The device concept was en-
gineered to leverage two controllable resistance modulation mechanisms
activated on two different write pulse time scales: a fast ferroelectric field
effect (tw < 3 µs) and an oxidation/reduction of the channel by oxygen
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movement at a slower time scale (tw > 3 µs). Key enablers were the con-
trol of the channel oxidation state and of its thickness down to 4 nm, as
well as having the channel in direct contact with the ferroelectric HZO
gate without the formation of a spurious interlayer. The dual nature of
the resistance modulation mechanisms was derived from the write-time-
dependent dynamics and from the two different potentiation and depres-
sion slopes. The temperature-dependent current measurements showed
opposite dynamic range trends for the two time scales, confirming that
the resistance changes originate from two different mechanisms. Moreover,
the temperature-dependent retention measurements highlighted the role
of the oxygen drift across the layers in the slow regime (tw > 3 µs).

With this extra knob to extend the dynamic range, our scaled FeFETs
have a dynamic HRS/LRS ratio at room temperature that is 30 times
larger than the first FeFET generation. The plasticity of our synapse shows
a different response over multiple timescales, making our FeFETs inter-
esting candidates for neuromorphic engineering. The Ohmic nature and
a resistance in the MΩ regime of our WOx channel are welcomed fea-
tures for precise and low-power readout operations. The extremely fine-
grained, quasi-continuous monotonic resistance changes with more than
200 steps between the LRS and HRS, together with an excellent cycle-to-
cycle variability led to a MNIST classification accuracy of 88 % with the
MLP+NeuroSimV3.0 framework. The endurance was extended to unprece-
dented >1010 cycles and an excellent retention of >10 years was obtained
with only little dynamic range loss. Therefore, our FeFET technology is not
only promising for online learning, but also for in-memory computing and
inference applications. Table 5.3 summarises the memristor characteristics
of the second FeFET generation. For comparison the values form the first
generation are also included.

We reduced the device-to-device variability by growing WOx by ALD
instead of rapid thermal oxidation. While this parameter decreases as ex-
pected, there is still room for improvement. We believe that the easily re-
ducible WOx could impose an intrinsic problem: on theone hand it allows
to modulate the channel resistance even after fabrication, but on the other
hand it could also create local resistivity gradients during processing, lead-
ing to large device-to-device variations. In a first step, a reduction of the
overall processing temperature could mitigate this issue. In particular, the
WOx deposition and oxidation parameters should be further optimised for
lower temperatures. Furthermore, eliminating all contacts to water would
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minimise the presence of interstitial hydrogen atoms and potentially de-
crease the device-to-device variability.

By reducing the channel thickness and increasing its resistivity we were
able to considerably increase the dynamic range. Moreover, we found that
oxygen migrations can be used to further modulate the channel resistance.
A consequence of this is an increased write pulse voltage and time, which
in turn results in more power dissipation. A reduction of the required volt-
age could be achieved by optimising the HZO thickness in the gate stack.
A thinner layer would decrease the voltage needed for the same electric
field. The trade off here is between the write amplitude, gate-leakage, and
polarisation.

For an improved "third" FeFET generation, we propose to try to mitigate
some of the shortcomings described above. Building on the finding of mul-
tiple timescales and physical locations where the RSD modulation occur,
we envision adding a 4th electrode with a non-ferroelectric gate on top of
the WOx channel to further oxidise or reduce the channel without affecting
the ferroelectric state. This additional knob might lead to a volatile resis-
tance component that can tune the switching dynamics similarly to [314].
Oxygen movements induced by this 4th electrode are expected to diffuse
back quickly without the stabilising field of the ferroelectric layer. Having
such an additional volatile component would permit to implement a wider
range of neuromorphic engineering paradigms.
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1
st FeFET gen. 2

nd FeFET gen. Target

Dynamic range 1.55 to 1.98 10 to 60$ 8 to 100 [20]

RON >100 kΩ 10 MΩ to 500 MΩ >10 MΩ

Number of states 22‡, 18§ 170‡ >100 [20]

Programming time 50 ns to 5 µs 10 ns to 1 s ns

Programming voltage 3.1 V/−3 V <6 V <5 V

Linearity (αd/αp) 0.38/1.0 2.32/−4.63 0 [45]

Linear regression 0.952/0.955 0.958/0.671 1/1

SF [0 to 1] (average) 0.203 0.378 0 [300]

Symmetry (|αp − αd|) 0.62 6.85 0 [299]

Write energy 0.525 fJ <1.2 pJ (6 V) <10 fJ [20]

Area ≥5 × 5 µm2 <1 × 1 µm2 <10 × 10 nm2

Device-to-device var. >100 % 39 %† 0

Cycle-to-cycle var. ∼2.9 %†, ∼0.9 %∗ <6 %, avg. 1.9 %† 0

Endurance 8 × 106# >1010 >109 [20]

Individual gate No Yes Yes
† Normalised by the resistance window (RON − RON.)
§ Differentiable states (>4 bits)
∗ Normalised by RON.
‡ Vwrite step size dependent.
# MFSM capacitor (not FeFET).
$ Depends on pulse width.

Table 5.3: Performance of the first and second FeFET generation, and correspond-
ing targets.
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S U M M A R Y A N D O U T LO O K

Algorithmic bias, like human bias, results in
unfairness. However, algorithms, like viruses, can
spread bias on a massive scale, at a rapid pace.

— Joy Buolamwini

This chapter provides a summary of the thesis and gives an outlook on
future work.

6.1 summary
In this thesis a Ferroelectric Field-Effect Transistor (FeFET) technology
for artificial synaptic weights was developed. The effort focused first on
the material optimisation of the oxide channel and the hafnia-based fer-
roelectric gate dielectric. Both elements were then combined to fabricate
two FeFET generations with the goal to emulate the complex and multi
timescale plasticity of biological synapses. Apart from pursuing ideal mem-
ristor characteristics such as gradual analog conductance changes, linear-
ity, ohmic conduction, long endurance, small cycle-to-cycle variabilities,
and low power operations, the objective was also to develop a Comple-
mentary Metal-Oxide-Semiconductor (CMOS)-compatible and Back-End-
Of-Line (BEOL) friendly process. This imposed some restrictions on ma-
terials, processing steps, and maximum temperature budget. Therefore,
a HfO2 and ZrO2 composite mixture (HZO) was selected as ferroelec-
tric layer because both are well-established materials in the CMOS indus-
try and because their combination has one of the lowest crystallisation
temperatures of all ferroelectric hafnia composites. WOx was chosen as
channel material due to its relatively mobile oxygen-ions and thereby tun-
able conductivity as a function of the oxygen content. Furthermore, oxide
channels are expected to mitigate problems related to a presence of poor
semiconductor-oxide interfaces, as encountered with Si-channels.

After presenting all tools and processes that were used in this thesis, the
development of a BEOL-compatible crystallisation of HZO to its ferroelec-
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tric phase was demonstrated in Chapter 4 by applying a millisecond flash
lamp anneal (ms-FLA) at 375 °C. Apart from the low temperature crys-
tallisation, the samples showed no monoclinic phase fraction, an increased
remanent polarisation (Pr = ∼21 µC/cm2) and a better endurance of 107

cycles, as compared to samples that were annealed with a standard Rapid
Thermal Annealer (RTA) at 650 °C. The reduced number of defects at the
interface is believed to be at the origin of the performance enhancement.
Looking at different electrode materials, it was found that a WOx electrode
gives an almost equally high Pr as TiN. The Thickness-dependent studies
revealed that the thermal budged required for crystallisation increases for
decreasing HZO thicknesses. Layers as thin as 3 nm failed to display fer-
roelectricity, thus providing another advantage to FeFETs, where the fer-
roelectric field-effect can be fully exploited over Ferroelectric Tunnelling
Junctions (FTJ) where polarisation is traded-off against thickness. The WOx
layers were deposited with two different techniques: Rapid Thermal Oxi-
dation (RTO) and Atomic Layer Deposition. It was found that WOx is very
sensitive to oxygen reductions and that extra precaution has to be taken
during processing to avoid reaching carrier concentrations that diminish
the effect of the polarisation on the channel conductance.

Two FeFET generations were then designed, fabricated, and charac-
terised in Chapter 5. In a first step, relatively large ≥5 × 5 µm2 gate-
first FeFETs were used to demonstrate the direct link between ferroelec-
tric polarisation and channel conductance. The fine-grained domain struc-
ture of HZO enabled a programmable and persistent multi-state synapse
with more than 4 bits of distinguishable conductance states. Furthermore,
these FeFETs displayed a good linearity and symmetry, a low cycle-to-cycle
noise (∼3.7 %), fast programming speeds(50 ns to 5 µs), and low write en-
ergy (0.53 fJ). The device area (≥5 × 5 µm2), dynamic range (2), endurance
(8× 106), and large device-to-device variability required on the other hand
improvement.

Finally, a scaled device design was employed to allow for three-terminal
crossbar arrays and to mitigate some of the shortcomings plaguing the
first FeFET generation. Replacing the RTO-grown WOx of the first FeFETs
by a much more controlled ALD process led to thinner and more uniform
channels, which in turn increased the electrostatic effect of the polarisation
on its conductivity. The result was a sub-µm-sized artificial synapse with
a quasi-continuous resistance tuning by a factor of 60 and a fine-grained
weight update of more than 200 conductance values. The modulation of
the channel displayed a strong time dependence with two mechanisms
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activated on two different write pulse time scales. This dual nature was
highlighted based on temperature-dependent current measurements that
showed opposite dynamic range trends for the two timescales, confirming
that the observed resistance changes originate from different mechanisms:
a fast saturating ferroelectric effect and a slow, less saturating ionic drift
and diffusion process. The scaled FeFETs have an excellent endurance of
more than >1010 cycles and a ferroelectric retention of more than >10
years, demonstrating the benefit of a metal-oxide channel over a silicon
one. The footprint of the fabricated devices was successfully reduced to
<1 × 1 µm2, an important step towards dense integration. Furthermore, it
was found that the two physical effects at different timescales result in a
deterioration of the symmetry and linearity, as compared to the first gen-
eration. A comparison of the performance metrics from the two device
generations was presented in Table 5.3. Taking all characteristics into ac-
count, the performance of the second FeFET generation was assessed by
simulating the classification of the MNIST dataset, resulting in a good ac-
curacy of 88 %, making our technology well-suited for neuromorphic and
cognitive computing approaches.

6.2 remaining challenges
Despite the promising results, there are still challenges that need to be
solved for FeFETs. The intrinsic problem of few domains in ultra-scaled
devices makes it difficult to densely integrate them while maintaining a
fine grained landscape of intermediate states. The choice of integration in
the BEOL as reported in this thesis solves this problem at the cost of appli-
cation scope because of a less dense integration. This trade-off is intrinsic
to the ferroelectric effect.

Further, the programming voltage and pulsing scheme used in this work
are not optimal for the operation by CMOS circuits. The programming volt-
age can be reduced by reducing the HZO thickness but will be a trade-off
with polarisation for layers with a thickness below 10 nm. Here, there is still
room for optimisation. The increasing pulse amplitude or width program-
ming scheme require more complex CMOS circuits that can create arbitrary
waveforms and require a read operation before each write operation. While
for inference applications this is less of a problem, for online learning this
leads to an increased energy dissipation and reduces the parallelism due to
the reading of each state. Thus, cumulative switching behaviour with iden-
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tical pulses is preferred but no straight forward. Ferroelectric single-crystal
BaTiO3 is well described by the nucleation-limited model where cumula-
tive switching is observed [315]. For polycrystalline HZO, the grains are
small and probably switched as a whole, lacking the nucleation-limited
character. Controlling grain size and orientation in a more textured HZO
could lead to a more cumulative switching behaviour for identical pulses.
On the other hand, Mulaosmanovic et al. [316] demonstrate cumulative
switching in HZO by using trains of pulses and by selecting the appropri-
ate pulse amplitude and length. Trains of pulses without a read operation
in between each write pulse is comparable to the increasing pulse-width
write-scheme. It can not fully be considered cumulative switching as ob-
served in Ref. [315]. A better understanding of the switching kinetics in
HZO will further help to progress towards accumulative switching. Care-
ful defect engineering and a combination with other effects like oxygen
migration could be another potential path in this direction.

In our FeFETs we activate oxygen migration for an increased dynamic
range. Oxygen migration requires large electric fields and long stimuli, the
consequence is an increased energy consumption. Increasing the oxygen
mobility by optimising the oxide channel and type of passivation mate-
rial [317] could be a possible mitigation.

Finally, we can compare our FeFET characteristics to other state of the
art device technologies introduced in Chapter 2. Both technologies, fila-
mentary RRAM and PCM are advantageous with respect to scalability
and operation voltage. In contrast to the direct link between number of
domains and ferroelectric gate area, filaments in RRAM devices and the
phase change mechanism in PCM do not directly depend on the device
area. Furthermore, both of them can usually be operated with voltages
smaller than ±2.5 V [99, 318]. Also, cumulative switching is observed for
both device technologies. Although being advantageous over the aforemen-
tioned characteristics where the FeFETs still need to be improved, they
have disadvantages that are superior in ferroelectric memristors and es-
pecially in FeFETs. Both PCM and RRAM show stochastic switching with
increased noise and less stable states. In particular the very fine-grained
stable intermediate levels of the FeFETs are difficult to achieve. The large
current density needed to change the phase in PCM can be problematic
for transistors and can quickly deteriorate interfaces. Furthermore, drift
of intermediate states due to structural relaxation in the melt-quenched
amorphous state and a wide distribution of the crystallisation voltage are
an issue in PCM. Looking at the fabrication process, achieving a dense,
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void-free, reliable phase-change material with the desired stoichiometry
and resistivity post integration, remains difficult [99]. In RRAM devices,
a filament needs to be formed before operation which usually requires a
higher voltage and the process needs to be well controlled. Often the re-
sulting device resistance are too small (tens of kΩ) for large arrays as they
draw too much current. Also, the limited endurance when fully switching
from LRS to HRS is a problem in RRAM devices, but can be improved by
reducing the switching window [319].

Therefore, if ultra-scaling is not required, the FeFET technology displays
many advantages, especially with retention, number of intermediate states,
write energy and simple integration over other memristor technologies like
PCM and RRAM. Reducing the write voltage and enabling accumulative
switching with identical pulses are the remaining engineering challenges
to make FeFETs a superior memristor technology.

6.3 outlook
The results presented in this thesis demonstrate the advantages of oxide
channel FeFETs integrated in the BEOL. Three developments can be en-
visioned as future steps beyond this thesis. First, the processing should
be further optimised, especially with respect to the reduction of WOx,
hopefully mitigating the device-to-device variability. Second, this device
technology should be integrated in three-terminal crossbar arrays with se-
lectors for the gate to demonstrate learning on a real array instead of in
simulations. This should be accomplished for small arrays within the Be-
FerroSynaptic EU H2020 project. Third, to enable more brain inspired and
low power algorithms in Spiking Neural Networks (SNN) to be transferred
to the analog domain, it is important to further engineer the FeFETs to sup-
port a tunable plasticity. This could be achieved by introducing a 4th elec-
trode with a non-ferroelectric gate on top of the WOx channel for a volatile
channel resistance component. Having such an additional volatile compo-
nent would permit to implement a combination of short and long term
learning rules and ultimately a wider range of neuromorphic engineering
paradigms.





A
A P P E N D I X

a.1 automation: design-to-measurement
This section is intended to demonstrate the degree of automation that we
implemented, especially for the design and later the characterisation of Fe-
FETs. We processed many devices (>1000) on a single chip, which means
that measuring each of them by hand is not an option. Therefore, we build
an electrical probe station with motorised x, y, and z axes. These axes can
be remotely controlled by a computer and thus allow to move the chip
below the needle-probes automatically to measure many devices sequen-
tially.

a.1.1 GDS Design

Designing a GDS can be done programmatically by python libraries like
IPKISS. Generating a GDS by executing a python script has the advantage
of a high flexibility when it comes to producing a spread of device-sizes
or simply changing any parameter in retrospect. Each type of device can
be defined as a class that is parametrised and a subsequent "for loop" can
place many variations of a device on the GDS. At the same time, coordi-
nates can be stored directly when a device is placed to create a device-map
that can be used for the automated probe station. The following code
shows a simplified MIM capacitor device class and how it is placed mul-
tiple times on a GDS design. The chip designs presented in Section 5.1.1
and 5.2.1 were created in the same manner:
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1 class MIM(Structure):
2 a_mesa = PositiveNumberProperty(required=True) # size of the square capacitor
3 gap = PositiveNumberProperty(default=5.0) # micro metres
4

5 def define_elements(self, elems):
6 # define important coordinates
7 contact2Coord = Coord2(self.a_mesa / 2.0, self.a_mesa / 2.0)
8 contact1Coord = contact2Coord + Coord2((self.gap + self.a_mesa), 0)
9 centerOfDevice = (contact1Coord + contact2Coord) * 0.5

10

11 # create bottom metal
12 elems += Rectangle(layer=bottomMetalLayer,
13 center=centerOfDevice,
14 box_size=(2 * self.a_mesa + self.gap + Ccl, self.a_mesa + Ccl))
15 # create via to botom metal
16 elems += Rectangle(layer=via1Layer, center=contact2Coord,
17 box_size=(self.a_mesa - Ccl, self.a_mesa - Ccl))
18

19 # create top metal
20 elems += Rectangle(layer=topMetalLayer, center=contact1Coord,
21 box_size=(self.a_mesa, self.a_mesa))
22 # create via to top metal
23 via2 = Rectangle(layer=via2Layer, center=contact1Coord,
24 box_size=(self.a_mesa - Ccl, self.a_mesa - Ccl))
25 via2.contactParam = {"isContactStr": True, "name": "MIM_%i" % self.a_mesa,
26 "type": "MIM_Capacitor",
27 "length": self.a_mesa, "width": self.a_mesa,
28 "shape": "square",
29 "isArray": "0", "xPosA": "-1", "yPosA": "-1",
30 "terminals": "2"}
31 elems += via2
32 return elems
33

34 #Place structures on GDS ---------------------------------------------------------
35 my_layout = Structure(name="myLayout") # create structure to hold entire GDS design
36

37 capacitor_size = [60.0, 20.0, 5.0] # define capacitor sizes
38 n_same_devices = 2 # repeat same device multiple times
39 dX = 180 #distance between devices in x
40 dY = 120 #distance between devices in y
41 curX = 0.0
42 curY = 0.0
43

44 for x in range(0, n_same_devices):
45 curX = 0
46 nX = 0
47 for a_m in capacitor_size:
48

49 tempMIM = MIM(a_mesa=a_m, gap=10) # create instance of a MIM capacitor
50 my_layout += SRef(tempMIM, position=(curX, curY)) # add instance to the GDS layout
51 curX += dX
52 curY += dY
53

54

55 createXML(my_layout.elements, "MIM.xml", my_layout) # create device-coordinate-map
56 my_layout.write_gdsii("MIM.gds", unit=1E-6, grid=1E-9) # save layout to GDS file
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Figure A.1: GDS example created with python and the IPKISS library.

L26-L31 define the custom contactParam parameter of the via2 structure.
It contains information that will be used to create a device-map for the
automated probe station. Having defined a parametrised device class, we
can now place it many times on the GDS with different dimensions.
L34-L52: With a simple "for-loop", the capacitor structures are placed on
the GDS. With the custom function createXML() (definition not shown) on
L55, all structures with a contactParam are found and their information
and final position on the GDS is saved to a xml file. Then the design is
written to the GDS file, which is shown in Figure A.1.



140 appendix

a.1.2 Automated Probe Station

In Section 3.3.2 we described our measurement setup. The Agilent B1500A
Semiconductor analyser is connected by GPIB to the same computer as the
x, y, z stages. Both of them can be controlled using C++ libraries provided
by the manufacturers. We have therefore created a measurement software
with a simple GUI interface (MFC) that has the following functionalities:

1.Stage control: (Figure A.2a)

•Move the chuck in x, y, z direction.

•Set contact height.

•Align to sample rotation.

•Set the reference position for the device-map.

2.Measurements: (Figure A.2b)

•Create a list of measurements to perform on each device.

•Change parameters of each measurement.

•Save and load measurement lists.

3.Device-map: (Figure A.3a and A.3b)

•Load a device-map xlm file.

•Display the device-map.

•Apply a filter to select only a subset of devices.

•Save and load filters.

We now can process a chip and then by loading the device-map, auto-
matically get statistics from many devices, including by fast pulsed mea-
surements. For example potentiation and depression cycles on 120 devices
were measured and reported in Figure 5.20.
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(a)

(b)

Figure A.2: GUI: (a) Stage control window. (b) Measurement window with a list of
measurements.
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(a)

(b)

Figure A.3: GUI: (a) Device-map window. (b) Filter options. Here, only arrays con-
taining devices with Lch = 0.6 µm on block 2-0 are selected (blue).
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a.2 3-terminal crossbar arrays
We designed 3 terminal (3T) crossbar arrays with two goals in mind: First,
automated probing of each device in the array by 3 needle probes (no wire
bonding). Second, improved layout to make a passive crossbar operation
possible. In crossbar arrays, the issue of cross-talk within elements of the
matrix is crucial. In particular, when controlling the gate of an element (i, j),
the design of the circuit has to be such that voltage drops on other gates do
not result in the modification of the value of other cells. In a 3T crossbar
array, the Source (S) and Drain (D) of a FeFET connect each horizontal
(input) and vertical (output) in the same way as 2T crossbar arrays are
connected. In that way, an applied voltage at the input is multiplied by the
channel conductance and can be read at the output as a summed current.

To program our FeFETs we ground S and D and apply a write signal to
the gate (G). We think it is important to ground S and D simultaneously
for an uniform switching of the gate ferroelectric. If the gate line is chosen
horizontally or vertically, all devices of that specific gate line are written
because all of them have either S or D grounded. This is why we came
up with a design were the gate lines are diagonals, as illustrated in Fig-
ure A.4a. There are more diagonals (2n − 1) than S or D lines in a n × n
array. Furthermore, not all diagonals connect the same amount of devices.
Only the center diagonal (k = 1) connects the n devices like the S and D
lines. Therefore, we can electrically connect two diagonals with less than
n devices (e.g. k = 2 and h = 3) so that at the end, each gate line coming
from the left in Figure A.4a (G1 to G5) is coupled to a total of n devices.

Our goal is to measure each device in the array by three needle probes.
Therefore, a special design with elongated contact pads (Si and Dj) for the
S and D lines was applied, as can be seen in Figure A.5a. In an automated
probe station, this allows to keep the spacing between needles constant
and to move the sample bellow the needles to measure each cross point.
For the gate contact we had to apply the same diagonal idea (Figure A.4b)
to ensure that each gate contact pad (Wi,j) is connected to the device Ai,j
in the crossbar (and n − 1 other devices). In Figure A.4b the connection
example for G3 is shown. The advantage of this diagonal and elongated
contacts scheme is displayed in Figure A.5.Three needles from an electrical
prober can be kept in the same spacing to measure all Ai,j devices in the
crossbar. The diagonal layout ensures that the potential drop between Wi,j
and (Si,Dj) is only seen by the device Ai,j. Only Ai,j is connected to all
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(a) D1 D2 D3 D4 D5

G5

G4

G3

G2

G1

S5

S4

S3

S2

S1

k=5

k=4

k=3

k=2

k=1

h=4 h=3 h=2 h=1

(b)

G3

W11

W21

W12 W15

W55W51

Wij

Figure A.4: Passive 3T crossbar array with diagonal gates: (a) Schematic of the
crossbar showing how two diagonal gate lines are connected together.
(b) Same principle is applied to the gate contact pads.
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Figure A.5: Diagonal 3T crossbar array: (a) Illustration of different measurement
positions for the 3 needles by moving the chip below. (b) Signal paths
for the two positions of (a). Only one device sees all three signals.

3 needles, all other devices are connected to at most 1 needle, making it
impossible to see a potential drop.

It turns out that this is not true and the problem is that the channel
resistance in our case (RSD = 10 MΩ to 10 GΩ at VSD = 200mV) usually
is much lower than the gate resistance (RG > 740 GΩ at Vwrite = 1 V).
If a Si/Dj pair is grounded, all other Si and Dj are only separated by
RSD and thus practically also grounded. Therefore, a passive operation
without write disturbance is not possible. Introducing a selector to each
gate removes this problem. At the same time, with a selector, the diagonal
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gate has no advantage over a gate line that is perpendicular to the selector
line.

Nevertheless, the elongated pads still allowed to automatically measure
every device in an array, which is useful for statistics. Figure A.6 shows the
dynamic range that was measured on a 5 × 5 and 10 × 10 array of FeFETs
with Lch = 600 nm and Wch = 1 µm. Because this is a passive crossbar, the
measured current between a Si and Dj is the current of the cross point
and an additional current flowing through the sneak-paths. Thus, the mea-
sured resistance is lower than expected. The measured Dynamic Range
(DRmeas) is much smaller than expected due to the sneak current that is
not modulated like the current of the cross point. We can define the resis-
tance of the cross point that we want to measure as RSel . Let us assume a
very simple picture where all resistances except the cross point have the
same value (RnotSel). We can write the measured resistance between Si and
Dj as:

Rmeas(Rsel , RnoSel , n, m) =

(
1

Rsel
+

(n − 1)(m − 1)
(n + m − 1)RnotSel

)−1

,

where n and m are the array dimensions. DRmeas can then be calculated:

DRmeas =
Rmeas(HRS, RnoSel , n, n)
Rmeas(LRS, RnoSel , n, n)

,

where HRS is the High Resistive State and LRS is the Low Resistive State.
Figure A.7 plots the evolution of DRmeas with increasing array sizes for a
DR of 10 and 100. A lower bound would be if all resistances are in the LRS
(largest sneak current) and the upper bound if all are in the HRS (smallest
sneak-path). The larger the DR is, the bigger the impact of the devices in
the LRS on the sneak-path current is.

The problem of sneak-paths can be avoided by sinking all other lines
to ground or by applying a signal to all inputs and reading all outputs
simultaneously to perform a matrix-vector-multiplication. This requires to
connect all array lines (e.g. by wire-bonding) and a setup that can handle
so many connections.
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Figure A.6: Automated measurement of entire arrays: (a, c) Measured dynamic
range on a 5× 5 and 10× 10 array. (b, d) Corresponding box plots. The
boxes extend from the lower to upper quartile values of the data, with
a line at the median. The whiskers extend from the box to show the
range of the data. Flier points are those past the end of the whiskers.
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Figure A.7: Dynamic range (DR) in a passive crossbar array: Reduction of the
measured dynamic range with increasing array dimensions (n × n). (a)
DR = 100 and (b) DR = 10.

a.3 temperature-dependent current mea-
surements

Temperature-dependent current measurements of the channel were con-
ducted for two reasons: on the one hand to characterise the WOx chan-
nel conduction mechanism. On the other hand, to further prove that two
different effects are contributing to the resistance modulation of the chan-
nel at different timescales. The experiment was conducted as follows: at
each temperature, the device was first set to its HRS, then the channel cur-
rent (ID) was measured by applying an I−V sweep from VSD = −200 mV
to VSD = 200 mV. Then the same was repeated for the LRS. After the
I−V measurements were conducted, the temperature was increased. To
stabilise the temperature, we waited 10 min before starting with the next
I−V sweeps. The following equation describes the ohmic conduction:

JSD = σE = µqNCexp
[
−(EC − EF)

kT

]
VSD
Lch

(A.1)

⇔

Log (JSD) = Log
(

µqNC
LCh

)
+

−(EC − EF)

k
1
T
+ Log (VSD) , (A.2)

where JSD is the current density, σ the electrical conductivity, µ the electron
mobility, q the electronic charge, NC the carrier concentration, (EC − EF)
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Figure A.8: Analysis of the ID temperature dependence: (a) Log(JDS)−Log(|V|) at
different temperatures for the HRS and LRS. The HRS was set with
tw = 500 µs and Vw = −6 V. (c) Arrhenius plot with the y-intercept
from (a) as a function of 1/T. (b),(d) Same as (a),(b) but the HRS was
set by 90 pulses of tw = 100 ms and Vw = −6 V, trying to saturate the
HRS.
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LRS
(EC − EF)

LRS
(µNC)

HRS
(EC − EF)

HRS
(µNC)

DR at
60 °C

tw = 500 µs 0.32 eV 1.65 × 1021 9

tw = 90 · 100 ms 0.28 eV 3.17 × 1021 0.17 eV 1.55 × 1017 500

Table A.1: Contact resistance (Rc) and channel resistivity (ρCh) extracted from Fig-
ure A.8.

the energy difference between the conduction band and the Fermi level, k
the Boltzmann constant, T the absolute temperature, VSD the source-drain
voltage, and L the length of the channel. Figure A.8 shows temperature-
dependent current measurements of the channel. The channel current den-
sity (JDS) as a Log(JDS)−Log(|V|) plot for the HRS and LRS at different
temperatures is displayed in sub-plot a. Here, the HRS was set by a short
pulse of tw = 500 µs and Vw = −6 V to stay in a regime where the fer-
roelectric effect is dominant. All currents were well fitted by a line with
slope = 1, a characteristic of ohmic conduction. Figure A.8b reports the
Arrhenius plot of the y-intercepts from the linear regression of Figure A.8a
as a function of 1/T. According to Equation A.2 we can extract (EC − EF)
from the slope (slope = −(EC − EF)/k). This then allows to use Equa-
tion A.1 to determine the µNC product, under the assumption that µNC is
temperature-independent [309].

The same experiment was repeated where the HRS was set by 90 pulses
of tw = 100 ms and Vw = −6 V, representing a much longer timescale
(Figure A.8c). As can be seen in Figure 5.22c, a complete saturation of the
HRS is usually not reached. Again, the current can be fitted with a linear
regression with slope = 1. The corresponding Arrhenius plot (Figure A.8d)
can be used to extract EC − EF and µNC. Since the HRS does not saturate, it
is difficult to argue that at each temperature the same state is reached and
hence also explains why the conduction in Figure A.8d does not linearly
depend on 1/T. In other words, using the same pulses to set the HRS
at different temperatures will result in a different oxidation state of the
WOx for each temperature. The extracted parameters are summarised in
Table A.1 where the values for the HRS should be treated with caution as
explained above.

Finally, Figure 5.23a shows a dynamic range that increases with temper-
ature, exactly what we expect if the resistance modulation is dominated
by oxygen migration: the mobility of oxygen increases with temperature,
which leads to an enhanced oxidation and reduction of the channel. In
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summary, this experiment clearly indicates the ohmic nature of our WOx
channel at read voltages (VSD = ±200 mV) for both the LRS and HRS. Es-
pecially, by looking at the dynamic range dependence on temperature we
can further prove that two different mechanisms at two different timescales
modulate the channel resistance.
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a.4 neurosim modifications
In the original MLP+NeuroSimV3.0 [45] code, the conductance variations
from device-to-device are equally applied to all weights in the network.
This shortcoming is due to the random generators seed, which is the cur-
rent time in seconds (original L3: std::time(0)). Hence, the same output
is produced during an entire second. The initialisation of the devices usu-
ally happens faster than a second and thus all devices get the same varia-
tion or at most two different variations. Since we want to encode a realis-
tic device-to-device conductance variations, the code was slightly adapted
(modified L2: rd() instead of std::time(0)) to generate a random varia-
tion for each device:

l8: Calculate the dynamic range OnOff.

l9-l10: Calculate the conductance variation for minConductance and
OnOff.

l13-l14: Gaussian distribution functions with minConductanceVar

and OnOffVar around 0.

l17-l20: Define min and max variations measured on samples.

l25-l30: Draw a random sample from the Gaussian distribution func-
tion of the conductance variation.

l31: Add the random conductance variation to minConductance.

l35-l40: Draw a random sample from the Gaussian distribution func-
tion of the dynamic range variation.

l41: Add the random dynamic range variation to the dynamic
range OnOff.

l43: Multiply minConductance with the random dynamic range
to get maxConductance.

This way we can account for the variation in conductance and dynamic
range. If a random value from far into the Gaussian tail is picked, which is
higher or lower than the maximum or minimum variation measured on the
devices, the process is repeated and a new variation is picked until it falls
within the boundaries. The resulting distributions are shown in Figure 5.27



A.4 neurosim modifications 153

a.4.1 Original Code

1 //It's OK not to use the external gen, since here the device-to-device vairation is a
one-time deal↪→

2 std::mt19937 localGen;
3 localGen.seed(std::time(0));
4

5 /* Conductance range variation */
6 conductanceRangeVar = false; //Consider variation of conductance range or not
7 maxConductanceVar = 0; //Sigma of maxConductance variation (S)
8 minConductanceVar = 0; //Sigma of minConductance variation (S)
9 gaussian_dist_maxConductance = new std::normal_distribution<double>(0, maxConductanceVar);

10 gaussian_dist_minConductance = new std::normal_distribution<double>(0, minConductanceVar);
11

12 if (conductanceRangeVar) {
13 maxConductance += (*gaussian_dist_maxConductance)(localGen);
14 minConductance += (*gaussian_dist_minConductance)(localGen);
15

16 // Conductance variation check
17 if (minConductance >= maxConductance || maxConductance < 0 || minConductance < 0 )
18 {
19 puts("[Error] Conductance variation check not passed. The variation may be too large.");
20 exit(-1);
21 }
22 // Use the code below instead for re-choosing the variation if the check is not passed
23 //do {
24 // maxConductance = avgMaxConductance + (*gaussian_dist_maxConductance)(localGen);
25 // minConductance = avgMinConductance + (*gaussian_dist_minConductance)(localGen);
26 //} while (minConductance >= maxConductance || maxConductance < 0 || minConductance < 0);
27 }
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a.4.2 Modified Code

1 std::random_device rd{};
2 std::mt19937 localGen(rd()); //Change to rd() to create a random seed for every device
3

4 /* Conductance range variation *///=Variation of HRS and LRS from device-to-device
5 conductanceRangeVar = true; //Consider variation of conductance range or not
6 if (conductanceRangeVar)
7 {
8 OnOff = maxConductance / minConductance;
9 minConductanceVar = 0.39 * minConductance; //Sigma of minConductance variation (S)

10 OnOffVar = 0.29 * OnOff; //Sigma of OnOff variation
11

12 //create gaussian distribution function around 0
13 gaussian_dist_minCond = new std::normal_distribution<double>(0, minConductanceVar);
14 gaussian_dist_OnOffVar = new std::normal_distribution<double>(0, OnOffVar);
15

16 //max and min values in all devices measured in % of the mean
17 double minCond_clip_max = 1.88;
18 double minCond_clip_min = 0.38;
19 double OnOffVar_clip_max = 1.43;
20 double OnOffVar_clip_min = 0.48;
21

22 /*If random sample from gaussian distribution is more/less than the max/min device
23 measured, repeat if this is not done, sometimes a random sample is so far in the
24 tail of the gaussian, that it makes the resulting conductance negative*/
25 double minCondChange = 0;
26 do{
27 minCondChange = (*gaussian_dist_minCond)(localGen);
28

29 }while((minConductance + minCondChange) <= (minConductance * minCondVar_clip_min)
30 || (minConductance + minCondChange) >= (minConductance * minCondVar_clip_max));
31 minConductance += minCondChange;
32

33 /*Multiply minConductance by a OnOff value from a gaussian distribution around the
34 mean. Repeat if OnOff is too far in the tale*/
35 double OnOffChange = 0;
36 do{
37 OnOffChange = (*gaussian_dist_OnOffVar)(localGen);
38

39 }while((OnOff + OnOffChange) <= (OnOff * OnOffVar_clip_min)
40 || (OnOff + OnOffChange) >= (OnOff * OnOffVar_clip_max));
41 OnOff += OnOffChange;
42

43 maxConductance = minConductance * OnOff;
44 printf("conductance=%.4e / %.4e / %f\n", minConductance,maxConductance,OnOff);
45

46 // Conductance variation check
47 if (minConductance >= maxConductance || maxConductance < 0 || minConductance < 0 )
48 {
49 puts("[Error] Conductance variation check not passed. The variation may be too large.");
50 exit(-1);
51 }
52 }
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