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Abstract—Passenger train delay significantly influences riders’ decision to choose rail transport as their mode choice. This article proposes real-time passenger train delay prediction (PTDP) models using the following machine learning techniques: random forest (RF), gradient boosting machine (GBM), and multi-layer perceptron (MLP). In this article, the impact on the PTDP models using Real-time based Data-frame Structure (RT-DFS) and Real-time with Historical based Data-frame Structure (RWH-DFS) is investigated. The results show that PTDP models using MLP with RWH-DFS outperformed all other models. The influence of the external variables such as historical delay profiles at the destination (HDPD), ridership, population, day of the week, geography, and weather information on the real-time PTDP models are also further analyzed and discussed.
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1. INTRODUCTION

Transport systems are critical pieces of infrastructure and they have substantially increased in size in many countries worldwide [1]. This includes rail transport systems that have evolved significantly, including to provide long-distance travel services. In Sweden, the total distance travelled by trains increased by 8% between 2013 and 2016 [2]. In the United States (US), ridership on state-supported routes increased by more than 10%, making it the fastest growing segment of Amtrak’s services [3]. On long-distance routes, both ridership and revenue increased in fiscal year 2018 by 6.2% and 7.3%, respectively. To sustain its competitiveness and attract more riders, ensuring a high on-time performance is critical [4]–[6]. Poor on-time performance can impact passenger trust and their satisfaction, and it may result in a shift to other modes of transport, especially private vehicles and air transport [5].

Service disruption is a root cause of lower rail punctuality and customer satisfaction. Major service disruptions result from various conditions or factors such as accidents, problems in train operation, malfunctioning or damaged equipment, routine maintenance, construction, passenger boarding or alighting, and even extreme weather conditions [4], [6], [7]. Rail service disruptions directly affect scheduled timetable and inevitably cause train delay [8]. Significant train delay can eventually lead to service loss or even cancellation [7]. In addition, train delay can also negatively affect connecting trains and passengers’ journeys or activities [6]. Thus, delay estimations or predictions can help train operators develop better plans to manage, reschedule, or adjust the timetable of the current and consecutive trains more effectively, as well as to inform passengers in advance so they themselves can adjust their travel plans in time. Using or referring to historical average delay is insufficient to estimate future train delay as passenger train can potentially be affected by different factors such as ridership, accumulated delay from prior trains, or weather conditions.

In light of these problems, the main objective of this article is to model real-time passenger train delay prediction (PTDP) based on three ML techniques: random forest (RF), gradient boosting machine (GBM), and multi-layer perceptron (MLP) for Amtrak by using different types of endogenous and exogenous data from several sources from 2008 to 2019. Linear Regression (LR) is also applied as a benchmark. This article offers at least two contributions. First, it proposes and compares two data input structures: (a) a real-time based data-frame structure (RT-DFS) and (b) a real-time with historical based data structure (RWH-DFS). Second, it comprehensively evaluates the significance of several external variables, including historical delay profiles at the destination (HDPD), ridership, population, day of the week, geography, and weather information on the real-time PTDP models.
week, infrastructure and geography, as well as weather information. To ensure that the models can be applied to real-world systems, three different Amtrak passenger train routes with different delay profiles and rail-host performances are used as a case study. They are R364, R370, and R350 servicing Chicago to Port Huron, Chicago to Grand Rapids, and Chicago to Pontiac. All three routes provide service from or to Chicago Union station which is the Amtrak largest rail hub in the Midwest.

The rest of this article is organized as follows. Section 2 reviews the literature on train delay prediction modelling. Section 3 explains how the data was collected and prepared, and it properly defines how passenger train delay (PTD) is defined. Section 4 briefly introduces the technical background of LR, RF, GBM, and MLP that are used in this work. Section 5 explains how the data-frames were structured and how the models are evaluated. Section 6 presents the results and a discussion of the results. Finally, the conclusion summarizes the main findings of this work and offers a brief discussion of future research.

2. LITERATURE REVIEWS

Passenger train delay prediction (PTDP) has been made and modelled in several ways using a variety of approaches and techniques. Milinković et al. [9] proposed a fuzzy Petri net (FPN) model to estimate train delay of the Belgrade rail service (the train primary delays were simulated by a fuzzy Petri net module). Schlake et al. [10] used dispatch simulation software to simulate traffic volume and estimate train delays on single and double track rail lines. Ren Wang et al. [11] indicated that although simulation methods can be used to estimate complex train operations, they require tremendous effort to configure parameters such as dispatching rules as well as calibrating the models for complex train systems.

Thanks to technological advances in sensing, communication, and computing, real-time train position data has become available online. Besides, many train operators have also been recording their train delay performance for a long time. Thanks to this abundance of real-time and historical data, several types of regression and machine learning (ML) approaches have been applied to construct train delay prediction models. Ren Wang et al. [11] proposed a historical regression model designed to predict train delays before the current trip starts and an online regression model aimed at providing a more accurate train delay estimation after the trip begins by using the delay recorded at the upstream station on the current trip and the delay recorded by other nearby train. Oneto et al. [12] proposed a train delay prediction model based on Extreme Learning Machine (ELM), Kernel Regularized Least Squares (KRLS), and Random Forest (RF) by using historical train data from Rete Ferroviaria Italiana (RFI) and exogenous weather data from the Italian national weather services for Italian railway network. The study concluded that the RF based model consistently outperformed the others.

In 2017, Gal et al. [13] applied AdaBoost (AB) and GBM together with snapshot method from Queueing Theory to improve ensembles of regression trees for predicting travel time based on historical data of scheduled bus journals in Dublin, Ireland. Gal et al. [13] proved that combining snapshot rule with GBM leads to a more robust and better predictions regardless of the increase in trip length. In the same year, Estes et al. [14] applied GBM and RF to solve delay prediction problem in air transport, and their work demonstrated that GBM outperformed RF. Afterwards, Oneto et al. [7] proposed a new optimization algorithm using Stochastic Gradient Descent (SGD) and built the Train Delay Prediction System (TDPS) model using Shallow and Deep Extreme Learning Machines (SELM and DELM) techniques for large-scale Italian railway network. Six-months of Italian train historical data from RFI was also used in the TDPS model in this work, but without weather information. In 2018, Gaurav and Srivastava [15] also applied RF and Ridge Regression (RR) to estimate train delays, and their results showed that RF outperformed RR. Nair et al. [16] also applied RF and Kernel regression to developed passenger train delay models for Deutsche Bahn passenger rail network in Germany. Nair et al. [16] used both historical delays and weather data to develop the prediction models. Other static features such as holiday, infrastructure, and network related data are also included into the models. The results showed that overall RF performed better than others, and accuracy depends on several factors such as service type and current delay of the operational trains. Taleongpong et al. [17] proposed a delay prediction system with the application of extreme gradient boosting and neural network for Great Western Railway journeys in UK by utilizing data from Darwin (UK railway delay prediction system) in 2016-2017. The study pointed out that extreme gradient boosting, and neural network models outperformed decision tree, linear regression, and Darwin’s delay prediction models.

In previous studies, regression-based models and ML—especially ensemble methods and neural networks—play more important roles in train delay prediction (TDP) for large-scale rail network worldwide. However, to the authors’ knowledge, ML has never been applied to model PTDP for Amtrak, but linear regression has [11]. Train historical data is also essential as one of the key features or inputs to develop TDP models. Besides, external information such as weather information is also believed to be related to variation of train delay. However, only a few historical and external weather-related features have been examined in previous works. Moreover, a comprehensive examination and influence analysis of those features on real-time PTDP models have not been thoroughly studied yet, especially for national railways like Amtrak where each route has different delay profiles.

3. DATA

In this work, several endogenous and exogenous types of data are considered and examined, including historical train delay and weather information from 2008 to 2019.
3.1. Endogenous Data

The proposed real-time PTDP models are mainly formed by using departure and/or arrival time data from the Amtrak Status Maps Archive Database (ASMAD) from 2008 to 2019. In this work, passenger train delay is directly extracted from the difference between scheduled and actual departure and/or arrival times. More details on extracting passenger train delay from ASMAD data are given in section 3.4.

A case study of Amtrak passenger train routes R364, R370, and R350 are used to build, train, and evaluate the proposed real-time PTDP models. Figure 1 shows the details of Amtrak passenger train route R364 (in blue) providing service from Chicago to Port Huron that covers 11 stations over a total distance of about 513 kilometers (319 miles). Amtrak passenger train route R350 (in red) provides service from Chicago to Grand Rapids (MI), covering 5 stations over a total distance of about 283 kilometers (176 miles). Amtrak passenger train route R350 (in green) provides service from Chicago to Pontiac (MI), covering 13 stations over a total distance of about 489 kilometers (304 miles).

![Amtrak routes R364, R370, and R350](image)

These three routes depart from or arrive in Chicago which is one of the busiest stations and the biggest hub in the Midwest connecting passengers to major cities throughout the US. Furthermore, these three routes were selected as they have different delay profiles as shown in Figure 2, which enables us to develop a model that performs well regardless of delay profile. Finally, they also have different rail-host performance grades enabling us to develop a model that performs well regardless of rail-host performance grade as well. Rail-host performance grade is a measurement in terms of minutes per 10,000 train-miles that Amtrak uses to evaluate how much delay each private freight company, known as railroad “host,” causes to Amtrak passenger trains. This is because most Amtrak passenger trains in the US are operated via rail networks or railroads owned, maintained, and dispatched by freight companies [18]. The railroad hosts of Amtrak route R364, R370, and R350 are Norfolk Southern Railway (NS), CSX Transportation (CSX), and Canadian National Railway (CN), respectively. The four-year average rail-host performance grades of these routes evaluated by Amtrak in 2020 are more than 1,500 (graded F), in between 900-1,200 (graded B), and in between 1350-1500 (graded D) minutes per 10,000 train-miles, respectively [19].

![Delay profiles of Amtrak passenger train routes (a) R364, (b) R370, and (c) R350](image)

3.2. Exogenous Data

In addition to departure and arrival time data from ASMAD, other external variables such as ridership, population, infrastructure, and geography, as well as weather information are hypothesized to have some influences on passenger train delay. For example, a higher number of passengers at a station is expected to increase the dwell time at the station to let riders board and alight. Severe weather conditions such as heavy rain and snow may affect train operation or change the behavior of passengers or train operations, possibly affecting train delay. The day of the week a train is running is also expected to influence passenger train delay. Freight trains may be more active on a particular weekday or passenger behavior may differ on weekends. Finally, the total distance or distance between stations is also included since a longer distance may result in a higher probability of malfunction, which would increase passenger train delay.

The summary of all endogenous and exogenous variables considered and examined in this work are shown in table 1. More details are given in the section 3.3 on retrieving and processing raw endogenous and exogenous data from various sources that are stored in different data formats.

<table>
<thead>
<tr>
<th>No</th>
<th>Data Type</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Scheduled and scheduled related</td>
<td>Actual departure or arrival times</td>
<td>Retrieved from ASMAD</td>
</tr>
<tr>
<td>2</td>
<td>Historical delay at the destination (HDPD) related</td>
<td>Historical delay at the destination</td>
<td>Derived from No. 1</td>
</tr>
<tr>
<td>3</td>
<td>Passenger related</td>
<td>Ridership</td>
<td>Ridership data at each station are provided by</td>
</tr>
</tbody>
</table>

Table 1: Summary of endogenous (1-2) and exogenous (3-6) features used and examined for building real-time PTDP models.
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<table>
<thead>
<tr>
<th>No</th>
<th>Data Type</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Population</td>
<td>Annual population data</td>
<td>at the county level is retrieved from the American Community Survey (ACS)</td>
</tr>
<tr>
<td>4</td>
<td>Day of the week</td>
<td>Weekdays (0-6)</td>
<td>Calendar related data in term of weekday or weekend indicators is derived from Amtrak departure or arrival dates of each train</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weekend indicator (0 or 1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weekday indicator (0 or 1)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Infrastructure and Geographic related</td>
<td>Distance between stations</td>
<td>Distances between stations or for the entire route are extracted from Federal Railroad Administration's (FRA) Amtrak Station database by using ArcMap</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accumulated distance from the origin</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Receded distance from the destination</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total distance</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Weather information related</td>
<td>Rain indicator (1 if it rains, otherwise, 0)</td>
<td>Weather information from the closest weather station to each Amtrak station and correspond to the scheduled departure or arrival time from 2008 to 2019 is retrieved from Weather Underground</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Snow indicator (1 if it snows, otherwise, 0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fog Indicator (1 if there is fog, otherwise, 0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Precipitation hourly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Snow hourly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feel-like temperature</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heat index</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wind chill (WC)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pressure Tend</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dew Point</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relative Humidity (RH)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Visibility</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wind Direction</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wind Gust Speed (Gust)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wind Speed (WSPD)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>UV Index</td>
<td></td>
</tr>
</tbody>
</table>

### 3.3. Data Retrieval and Processing

In this article, a database first needs to be built that mainly combines Amtrak and Weather Underground raw data. The original departure and arrival time data from ASMA is in the form of HTML tables provided by its PHP scripts, whereas the raw data from Weather Underground provided by its API service is in the form of JSON objects with nested dictionary structure. Because the data structure and format from the two sources are different, they initially need to be manipulated to be suitable for building, training, and testing the train delay prediction models. Therefore, in this work, we apply the Python-based Amtrak and Weather Underground (PAWU) data collecting tool provided by Lapamonpinyo, Derrible, and Corman [20] to retrieve, convert, and simplify raw data from the two sources to be the same format and store it on MySQL database. The data retrieved from ASMA and Weather Underground stored in MySQL database is queried to construct a data-frame for building, training, and testing the train delay prediction models via the Python-based Pandas data analysis and manipulation tool.

Ridership and population raw data provided by the Michigan Department of Transportation (MDOT), and ACS can be retrieved to local memory as comma-separated values (CSV) files from the data providers websites to be later converted into data-frames. Afterward, the ridership and population data-frames need to be mapped with the corresponding date and time of Amtrak departure or arrival time data-frame for each train at a given station including weather information data-frame if considered to build real-time PTDA models with or without external variables.

More detail discussion of a data-frame and model construction is provided in the Methods session.

### 3.4. Definition of Passenger Train Delay (PTD)

The difference between the scheduled and actual departure or arrival times is defined as delay. In other words, PTD can be calculated from the difference between the scheduled and actual departure or arrival times, defined as follow:

\[
PTD = \Delta(SDT, ADT) | \Delta(SAT, AAT)
\]

where SDT is the schedule departure time, ADT is the actual departure time, SAT is the scheduled arrival time, and AAT is the actual arrival time. The symbol ‘ | ’ is the ‘or’ operator. It means that PTD can be derived from the difference between the two departure times (\(\Delta(SDT, ADT)\)) denoted as (PTDD) or the two arrival times (\(\Delta(SAT, AAT)\)) denoted as (PTDA). For example, train R364 is scheduled to arrive Port Huron station at 23:00. If the train arrives at the station at 23:10, it is considered that the train arrived at the station late and its arrival delay (PTDA) is 10 minutes.

In this article, we develop models to predict PTDA.

### 4. Methods

We model real-time passenger train delay prediction by using linear regression (LR) as a baseline model for comparison, two common ensemble tree-based ML techniques: Random Forest (RF) and Gradient Boosting Machine (GBM), and Multi-layer Perceptron (MLP).

#### 4.1. Linear Regression (LR)

LR is an approach to modelling the relationship between a scalar response (or dependent variable) and one or more explanatory variables (or independent variables) [21]. A linear regression line has an equation of the form \(Y = a + bX\), where \(X\) are the independent variables and \(Y\) is the dependent variable. The slope of the line is \(b\) and \(a\) is the intercept (the value of \(y\) when \(x = 0\)) [22]. A multiple linear regression model attempts to model the relationship between two or more explanatory variables as:

\[
y_i = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \epsilon_i, i = 1, 2, \ldots n
\]

where \(i\) is number of observations, \(y_i\) is the dependent variable, \(x_i\) are the explanatory variables, \(\beta_0\) is the intercept, \(\beta_p\) are the slope coefficients for each explanatory variable, and \(\epsilon\) is the error term [23].
4.2. Random Forest (RF)

RF is a combination of multiple decision tree predictors, each of which depends on the values of a random vector sampled independently and with the same distribution for all decision trees in the collection of classifiers (or the so-called forests) [24, 25]. As an ensemble technique, RFs adopts a bagging approach, as in several imperfect models are trained and the result is the average of all models. The general algorithmic approach with random attribute selection is as follows [26]:

1. Repeat the following steps for iteration \( i = 1, 2, \ldots, B \):
   a) Draw a bootstrap sample (\( Z' \)) of size \( N \) from the training data set.
   b) Grow a random forest of tree (\( T_i \)) to the bootstrapped data, by recursively repeating the following steps for each terminal node of the tree, until the minimum node size (\( n_{min} \)) is reached.
   (i) Randomly select \( m \) variables/attributes from all \( p \) variables in the data set.
   (ii) Pick the best variable/split-point among the \( m \).
   (iii) Split the node into two daughter nodes.
2. Output the ensemble of trees \( \{ T_i \}_{b}^{B} \).

Thus, a prediction at a new point \( x \) is defined as:

\[
f_{RF}(x) = \frac{1}{B} \sum_{i=1}^{B} T_i(x)
\]

where \( B \) is the number of trees which is a free parameter depending on the size and characteristics or nature of the training data.

4.3. Gradient Boosting Machine (GBM)

GBM is also an ensemble approach like RF, but instead of using random attribute selection (known as bagging), it adopts a boosting approach to build decision trees. The concept of GBM begins by training a decision tree for which each observation is assigned an equal weight [27]. After the first evaluation, the weights of the observations, which are difficult to classify, are increased, whereas the weights for those that are easy to classify are decreased; in practice, residuals are used as weights since higher residuals translate to higher weights. The second tree is grown using this weighting concept, and therefore the new model is the combination of the first and second trees. After that, the error computed from the new ensemble tree will be used to grow a third tree to predict the revised residuals. These steps are then repeated over a given number of iterations. As a result, the final ensemble model is the weighted sum of the previous trees trained, evaluated, and grown using the steps mentioned above. The generic algorithm used in gradient boosting for regression can be summarized as follows [28]:

1. Initialize the optimal constant model/approximation \((f_0(x))\) or a single terminal node tree denoted as:

\[
f_0(x) = \arg \min_{\gamma} \sum_{i=1}^{N} L(y_i, \gamma)
\]

where \( \gamma \) is a pseudo-residual, \( L \) is a loss function on training data, \( y_i \) is the observed value, and \( i \) is index over training/sampling set of size \( N \).

2. Update model/approximation by repeating the following steps for each iteration \( m = 1 \) to \( M \):
   a) Compute pseudo-residuals (\( \gamma \))
   b) Fit a regression tree (a weak base learner) to the targets.
   c) Minimize the loss function
   d) Update the model/approximation \( f(x) \)
3. Output \( \hat{f}(x) \) is given as best approximation

4.4. Multi-layer Perceptron (MLP)

A neural network also called an artificial neural network (ANN) contains layers of interconnected nodes called neurons [29]. A basic ANN consists of three main components: input layer, hidden layer, and output layer. A more complex ANN is comprised of multiple hidden layers, which is commonly called multi-layer perceptron (MLP) [30].

MLP is one of the most popular feed forward classes of ANNs in real world applications [31]. In MLPs, the data flows in the forward direction from input to output layer. The input layer receives the input signal or raw data to be processed. The hidden layers performed computational tasks, while the output layer provides a prediction or classification [32]. Neurons in MLP are trained with a backpropagation learning algorithm—another term of MLP is Back Propagation Neural Network (BPNN). The MLP process is summarized as follows.

1. Initialization: An input vector is fed into the input nodes or neurons in the hidden layer(s), and all weights are initialized to small random values (positive and negative).
2. Training: Train the model by repeating the following steps until the convergence is achieved:
   2.1) Forwards propagation.
      a) Compute the activation of each neuron in the hidden layer(s).
      b) Work through the network until the output layer neurons are determined.
   2.2) Backwards propagation.
      c) Compute the error at the output as the sum-of-squared difference between the network outputs and the targets.
      d) Compute the error in the hidden layers.
      e) Update the output layer weights.
      f) Update the hidden layer weights.
3. Prediction: Recall steps 2.1)

5. MODELLING AND PERFORMANCE EVALUATIONS

5.1. Modelling Real-time Passenger Train Delay Prediction (PTDP)

The main objective of the models is to predict passenger train delay (PTD) in minutes when the train arrives at a destination (\( D_{di} \)) denoted as PTDA in section 3.4. This is a typical regression problem.

Firstly, a data-frame containing independent variables (\( D_{di} \)) needs to be constructed as an input for each PTDP model. Next, the constructed data-frame will be fed into a given prediction model developed by using different
approaches, namely LR, RF, GBM, and MLP. The PTDP model will then process the given data-frame and predict PTD at the destination in minutes as an output which is typically known as a dependent variable (\(D^*_P\)).

5.2. Data-Frame Structures

This work proposes two different data-frame structures for building real-time PTDP models. The first data-frame structure consists of only real-time PTD data with or without external variables. The second data-frame structure is comprised of both real-time and historical PTD data with or without external variables. The historical data added into the second data-frame structure is expected to help improve the performance of the proposed PTDP models. The concepts of building data-frame structures in this work are presented in general forms and with examples to illustrate how they can be applied. The performance comparison of these two proposed data-frame structures will be also provided in the result and discussion session.

5.3. Real-time based Data-frame Structure (RT-DFS)

RT-DFS prepares data input for PTDP models to predict delay at destination (\(D^*_P\)) by using only known real-time delay (\(D^*_i\)) of the current train (\(T_C\)) from the origin station (\(S_O\)) to the current stations (\(S_C\)) where the train is located as shown in figure 3.

![Fig 3. An illustration of variable definitions for the proposed PTDP models.](image)

To estimate the PTDA throughout the entire route of \(N\times(N-1)/2\) models are built where \(N\) is the number of stations of a given train route. For example, to predict PTDA of Amtrak train R370 at each station throughout its entire route from Chicago to Grand Rapids (MI), 10 prediction models for each of the four techniques, namely LR, RF, GMB, and MLP used are built, resulting in 40 models without external variables.

As for PTDP models without external variables, all known train delay of all stations from the origin station (\(S_O\)) to the current station (\(S_C\)) are used as independent variables (\(D^*_i\) for \(i = 0,1,2,\ldots,C\)), whereas the train delay at the destination/prediction station (\(D^*_p\) where \(C < P < N\)) is the dependent variable. For example, table 2 (a) shows the proposed RT-DFS for predicting PTD of Amtrak route R370 without considering external variables.

As for the PTDP models with external variables, all exogenous features at each station as shown in Table 1 (2-6)

(e.g., ridership, population, or weather information) are included into the proposed PTDP models so that the influence of each external variable on the models can be evaluated. Thus, the independent variables of the proposed PTDP with external variables does not only consist of known real-time delay at each station (\(D^*_i\) for \(i = 0,1,2,\ldots,C\)) but also external variables (\(E^*_i\) for \(i = 0,1,2,\ldots,C\)).

Table 2 (b) shows an example of the proposed RT-DFS with external variables for predicting PTD of Amtrak route R370.

5.4. Real-time with Historical based Data-frame Structure (RWH-DFS)

RWH-DFS prepares data input for PTDP models to predict delay at destination stations (\(D^*_p\)) like RT-DFS by using not only known real-time delay (\(D^*_i\) for \(i = 0,1,2,\ldots,C\)) of the current train (\(T_C\)) from the origin station (\(S_O\)) to current station (\(S_C\)) where the train is located, but also by including all historical delay after the current station (\(S_{C+1}\)) to the station before the destination (\(S_{P-1}\)) from the previous time the train ran (\(T_{C-1}\)), denoted as \(D^*_h\) for \(j = 1,2,3,\ldots(P - C)\) where \(\forall (C + j) < P\).

Table 3 shows an example of a data-frame structure for predicting PTD of Amtrak route R370 that is built by using both real-time of the current train (\(T_C\)) and historical data from the previous time the train ran (\(T_{C-1}\)) with (a) or without (b) external variables. For example, model no. 1 in Table 3 (a), a given train is currently at station S1, and this model is to predict PTD at the destination \(S_A\) (\(D^*_A\)). In this case, real-time train delays of \(T_C\) at \(S_0\) and \(S_1\) (\(D^*_0^*\) and \(D^*_1^*\)) are known, thus the historical passenger train delay of \(T_{C-1}\) at \(S_2\) and \(S_3\) (\(D^*_2^*\) and \(D^*_3^*\)) are used to build RWH-DFS based data input for model no.1. In other words, the independent variables of the PTDP model using RWH-DFS without external variables for model no.1 consists of both real-time train delay of \(T_C\) at station \(S_0\) and \(S_1\) (\(D^*_0^*\) and \(D^*_1^*\)) and historical train delay of \(T_{C-1}\) at stations \(S_2\) and \(S_3\) (\(D^*_2^*\) and \(D^*_3^*\)), respectively.
As for the PTDP model using RWH-DFS with external variables does not only consist of known real-time delays of \( T_C \) from \( S_0 \) to \( S_C \) and historical train delays of \( T_{C-1} \) from \( S_{C-1} \) to \( S_{C-1} \), but also real-time and historical external variables as well. For instance, model no.1 of Amtrak route R370 as in Table 3 (b), the independent variables does not only include known real-time delay of \( T_C \) at stations \( S_0 \) and \( S_1 \) \((D_{T_0}^R \text{ and } D_{T_1}^R)\) and historical train delays of \( T_{C-1} \) at station \( S_2 \) and \( S_3 \) \((D_{T_2}^R \text{ and } D_{T_3}^R)\), but also real-time external variables at stations \( S_0 \) and \( S_1 \) \((E_{T_0}^R \text{ and } E_{T_1}^R)\) and historical external variables at stations \( S_2 \) and \( S_3 \) \((E_{T_2}^R \text{ and } E_{T_3}^R)\), respectively.

### Table 2

**AN EXAMPLE OF THE PROPOSED REAL-TIME WITH HISTORICAL BASED DATA-FRAME STRUCTURE (RWH-DFS) (a) WITH AND (b) WITHOUT EXTERNAL VARIABLES FOR PREDICTING PTD OF AMTRAK TRAIN R370.**

<table>
<thead>
<tr>
<th>No. of S.</th>
<th>( S_r )</th>
<th>( S_r ) with Historical (( D^H_t )) Delay</th>
<th>Real-time (( D^R_t )) with Historical (( D^H_t )) Delay</th>
<th>Real-time (( E^R_t )) with and Historical (( E^H_t )) External variables</th>
<th>Predicted Delay (( D^P_t ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_0} )</td>
</tr>
<tr>
<td>1</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_1} )</td>
</tr>
<tr>
<td>2</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_2} )</td>
</tr>
<tr>
<td>3</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_3} )</td>
</tr>
<tr>
<td>4</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_4} )</td>
</tr>
<tr>
<td>5</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_5} )</td>
</tr>
<tr>
<td>6</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_6} )</td>
</tr>
<tr>
<td>7</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_7} )</td>
</tr>
<tr>
<td>8</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_8} )</td>
</tr>
<tr>
<td>9</td>
<td>( S_0 ), ( S_1 )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( D_{T_0}^R, D_{T_1}^R )</td>
<td>( E_{T_0}^R, E_{T_1}^R ), ( E_{T_0}^H )</td>
<td>( D_{P_9} )</td>
</tr>
</tbody>
</table>

### 5.5. Hyper-parameter Configurations

To maximize model performance, fine-tuning the hyperparameters is necessary. The details of essential hyperparameter configurations, value ranges tested, and the optimized values in this work for each proposed PTDP modes using RF, GBM, and MLP methods are provided in the subsections below.

#### 5.5.1. Tuning RF-based PTDP Models

Different numbers of estimators \( n_{\text{estimator}} \) and maximum depth \( \text{max}_\text{depth} \) of decision trees in the forest significantly affect the PTDP model performance. These two parameters are interchangeable. Based on our experiment with different values of \( n_{\text{estimator}} \) ranged from 10 to 10,000 and number of \( \text{max}_\text{depth} \) ranged from 10 to 3000, the optimized \( n_{\text{estimator}} \) and \( \text{max}_\text{depth} \) in this work are 1000 and 300 respectively.

#### 5.5.2. Tuning GBM-based PTDP Models

In addition to \( n_{\text{estimator}} \) and \( \text{max}_\text{depth} \) like RF-based models, different loss function \( \text{loss} \) and learning rates \( \text{learning}_\text{rate} \) yield different performance for PTDP models as well. The most efficient loss functions examined in this work are least squares regression \( \text{ls} \), least absolute deviation \( \text{lad} \), a combination of the squared-error loss function and absolute-error loss function \( \text{huber} \), and quantile regression \( \text{quantile} \). ‘ls’ and ‘lad’ are more efficient and less-time consuming than ‘huber’ and ‘quantile’ and the optimized loss function for the proposed PTDP models in this work is ‘ls’. Learning rates ranging from 0.1 to 0.9 are also examined and the optimized learning rate in this work is 0.2.

#### 5.5.3. Tuning MLP-based PTDP Models

The optimized number of hidden layers \( n_h \) and the number of neurons in each \( i \) hidden layer \( n_h \) are essential for building high-performance PTDP models which provide the optimal and consistent performance in terms of \( R^2 \), MAE, MSE (defined below). Different numbers of hidden layers ranged from 1 to 32 besides an output layer and various fixed numbers of neurons in each hidden layer ranged from 1 to 256 and flexible numbers of neurons in each hidden layer varied by the number of features in the input layer \( n_i \) defined as the below equation are also examined.

\[
    n_i^h = \begin{cases} 
    (n_i^h) \cdot 2^{i-1}, & \text{if } i \leq \frac{n_h}{2} \\
    (n_i^h) \cdot 2^{n_h-i}, & \text{otherwise}
    \end{cases}
\]

where \( i = 1, 2, 3, \ldots, n_h \)

In this work, \( n_h \) equal to 3 is the optimum for the proposed PTDP with the flexible number of neurons in each \( i \) hidden layer \( n_i^h \) varied by the total number of features \( n_i^h \) at the input layer. For example, if the number of features or elements at the input layer is 10, the optimized number of neurons at the first (1st), second (2nd), and third (3rd) layer is 10, 20, and 10 respectively.

#### 5.6. Model Training, Evaluations, and Interpretations

##### 5.6.1. Model Training and Outcome Performance Evaluations

In this work, each PTDP model is trained on 80% of the data and tested on the remaining 20% of the data. The training and testing data sets are randomly selected to ensure that the model is not susceptible to variations or changes in data over time. The performance of each model is assessed by using the standard goodness-of-fit measure \( R^2 \), Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE). \( R^2 \) is bounded between minus infinity (poor) to one (perfect performance). MAE is one of the most common model evaluation metrics often used with regression models. It is literally the mean of the absolute values of the individual prediction errors on over all instances in the test set [33]. Each prediction error is the difference between the true value and the predicted value for the instance. RMSE is the Root of the Mean of the Square of Errors (MSE). MSE of a model is the mean of the squared prediction errors over all instances in the test set. The prediction error is the
difference between the true value and the predicted value for an instance [33].

In this work, all PTDP models without external variables based on LR, RF, GBM are constructed first. After that, the best prediction approach yielding the highest performance in terms of $R^2$, MAE, and RMSE is selected and used to construct PTDP models with external variables so as to examine how each exogenous variables affect the performance of the prediction models based on the most effective or suitable ML method for this work.

5.6.2. Variables’ Significance Evaluations

For the linear regression models, the importance of independent variables can be determined by t-statistic values. T-statistic values are calculated using the common Python tool STATSMODELS.

For the ML models, the importance of independent variables can be determined with feature importance (FI) introduced by [24]. The concept of FI is to assign a score to each predictor based on its ability to improve predictions. So that the importance of each predictor or variable in the prediction model can be evaluated and ranked based on its relative predictive power [34]. In this article, the FI values of ensemble-based models either RF or GBM are estimated after fitting the model by calling “feature importance” feature through Scikit-learn (Sklearn), a robust tool for ML and data analysis in Python. As for MLP, FI is estimated through the ELI5 Python library which provides a method named “PermutationImportance” to compute FI for any model by measuring how scores decrease when a feature is not available [24], [35].

6. RESULTS AND DISCUSSION

6.1. Performances of real-time PTDP models based on the proposed RT-DFS without external variables

Fig. 4 (a-c) shows the average performances in terms of $R^2$ (a), MAE (b), and RMSE (c) of PTDP models built by using the proposed RT-DFS for all Amtrak routes R364, R370 and R350 without external variables. The x-axis in Fig. 4 refers to the number of stations between the current station where the train is located ($S_C$) and the destination station ($S_D$) where the unknown PTD is predicted.

The average $R^2$ of the proposed RT-DFS based PTDP models using RF and MLP are about 0.60 which outperformed the others using GBM and LR yielding $R^2$ of 0.55 and 0.47. Besides, Fig 4 (a) indicates that the limitation of RT-DFS based models using MLP and RF to predict PTD in term of the number of stations between $S_C$ and $S_D$ is 11 stations, whereas the limitation of the model using GBM is 10 and that of LR is only 8 stations, respectively.

The average MAE of the proposed RT-DFS based models built using MLP are 9.9 minutes, which is better than the models built using GBM, RF, and LR having MAE of 10.6, 11.1, and 11.84 minutes, respectively. As for RMSE, the proposed PTDP models based on MLP provides better performance than RF, GBM, and LR up to 2 minutes.

Overall, the real-time RT-DFS based models using MLP technique excels the models using RF, GBM, and LR, respectively.
6.2. Performances of real-time PTDP models based on the proposed RWH-DFS without external variables

Fig. 5 shows the average performances in terms of $R^2$ (a), MAE (b), and RMSE (c) of PTDP models built by using the proposed RWH-DFS for all Amtrak routes R364, R370 and R350 without external variables.

The average $R^2$ of the proposed RWH-DFS based PTDP models using MLP technique is about 0.62 which outperformed the others using RF, GBM and LR yielding $R^2$ of 0.61, 0.57, and 0.54, respectively. Additionally, Fig 4 (a) indicates that the proposed RWH-DFS eliminates the limitation of the PTDP models using all ML techniques to predict PTD in term of the number of stations between $S_C$ and $S_P$ whereas the limitation of the RWH-DFS based model using LR is enhanced to be 11 stations (compared to the RT-DFS based model using LR).

Fig 5 (b) also shows that the average MAE of the proposed RWH-DFS based PTDP models using MLP is about 9.9 minutes, which is better than all other models yielding MAE of more than 11 minutes. In addition, the RMSE of RWH-DFS based models using MLP is about 18.7, which is also better than the other RWH-DFS based models using RF, GBM, and LR up to 1.3 minutes.

To sum up, the real-time RWH-DFS based PTDP models using MLP technique performs better than the models using RF, GBM, and LR approaches, respectively.

6.3. Performance of the proposed real-time PTDP models based on RWH-DFS with external variables

Considering the average performances of real-time PTDP models built using the proposed RT-DFS and RWH-DFS as shown in tables Fig 6 (a) and 6 (b), we can see that the proposed RWH-DFS helps significantly improve the performance of PTDP models in terms of $R^2$ regardless of ML technique used.

Overall, the results in section 6.1 and 6.2 indicate that the proposed RWH-DFS based PTDP models using MLP yields the highest performance. Thus, it is used to evaluate the how each external variable influence the performance of the most effective PTDP models of this work in the following section.
ridership (rt) and population (pt), can help improve the performance of the proposed models in terms of $R^2$, MAE, and RMSE up to 2.1%, 2.1%, and 1.2%. Historical delay profiles at destination (HDPD) related variables, especially the median of HDPD of the past 14 days, can also improve $R^2$, MAE, and RMSE of the models up to 5.2%, 5.9%, and 3.6%, respectively. Weather related external variables, namely snow hourly (snow_hrly), precipitation hourly (precip_hrly), feels-like temperature, wind chill (WC), pressure tend, dew point (dewPt), wind speed (WSPD) and UV index can also help increase the performance of the proposed models in terms of $R^2$, MAE, and RMSE up to 1%.

models using RT-DFS and ML techniques can be used to predict PTD after the second station (the number of stations between $S_C$ and $S_P$ is 11) and after the 4th stations for the model using RT-DFS with LR technique. Furthermore, the performance of PTD models using the proposed RWH-DFS steadily increased when the number of stations between $S_C$ and $S_P$ decreased as the current train is approaching the destination. For example, the performance in term of $R^2$ of PTD models using MLP and the proposed RWH-DFS increased approximately by 20% from 0.12 to 0.82 when the number of stations between $S_C$ and $S_P$ reduced from 12 to 1.

As mentioned in section 5, an analysis of feature importance (FI) can determine the influence of each independent variable influence on the proposed PTD models. Fig. 8 (a) shows an example of the future importance (FI) of both PTD at each station ($D_{S_1}^E$ or $D_{S_1}^P$) and external variables ($E_{S_1}^r$ or $E_{S_1}^e$) which is precipitation hourly in this case of the most effective PTD model using RT-DFS and MLP to predict PTD of Amtrak route R364 at the last station S10 ($S_P = S10$) when the current train ($T_C$) is at station S5. The most influential variables in this scenario are PTD of $T_C$ at station S5 ($D_{S_5}^E$) where the train is located, PTD at the previous station S4 ($D_{S_4}^E$), and followed by some other variables such as external variable at S8 ($E_{S_8}^e$) and PTD of the previous train ($T_{C-1}$) at S8 ($D_{S_8}^P$), respectively. Similarly, Fig. 8 (b) shows FIs of the PTD model using RT-DFS and MLP to predict PTD of Amtrak route R364 at station S10 when the current train ($T_C$) is at station S9. In this scenario, the most influential variables are also PTD of $T_C$ at S9 ($D_{S_9}^E$) and PTD of the previous train ($T_{C-1}$) at S8 ($D_{S_8}^P$), respectively. This indicated that the PTD at the destination ($D_S$) is significantly influenced by the latest real-time train delay at the current station ($D_{S_C}^E$) and followed by a few prior stations if available, and then by some other external variables, and historical PTD of the previous train ($T_{C-1}$). This also implied that train behave differently each time resulting in different PTDs. Thus, using the proposed
PTDP based on RWH-DFS and ML techniques, especially MLP is more effective than relying on average delay to estimate or predict PTD at destination even it is the same station and train route.

In addition to performance interpretations above, further analysis on some external variables can also help provide insights of how each of them influences PTD. For example, Fig. 9(a) shows the relationship between precipitation hourly (x-axis) and passenger train delay (y-axis) of Amtrak train R364 at station S9. It shows that an increased precipitation hourly results in higher train delay. Fig. 9(b) shows the relationship between precipitation hourly (x-axis) and ridership (y-axis). The figure suggests that an increased precipitation leads to a reduction of ridership as it may not be convenient for riders to commute while it is raining, but PTD at destination increased. Thus, these can be interpreted that the reduction of ridership due to a higher precipitation does not lead to the reduction of PTD, but the increase in PTD instead because the train has to spend more time at each station resulting in higher dwell-time and eventually causing more delay at the next stations.

CONCLUSION

This article proposed real-time PTDP models using LR as benchmark and three ML techniques, namely RF, GBM, and MLP, with and without several external variables from various data sources. In addition, we also proposed RT-DFS using only real-time data of the current train (TC) and RWH-DFS making use of historical data of the previous train (TC-1) to construct a data-frame panel as an input for the PTDP models. The results show that the performance (in terms of R2, MAE, RMSE) of the PTDP models using ML algorithms outperformed the models using other techniques. Furthermore, applying RWH-DFS to MLP-based models yield even better performance.

In addition, we also showed that considering and including exogenous data, especially ridership, population, HDPD, and weather information as additional independent variables can improve the performance of the models in terms of R2, MAE, and RMSE by 5.2%, 5.9%, and 3.6%, respectively. Looking at the impact of individual variables, we found that the FI of PTD at the latest current station (S(n)) where the train is located is the most influential variable on PTD and it also dominates all other independent variables. In addition, we found that precipitation hourly can affect PTD during rainy conditions.

The proposed PTDP models in this work are designed for predicting PTD at a specific destination of a given train route. Thus, many station-to-station PTDP models are required to construct a PTDP system. Future work should focus on developing more versatile models to predict PTD at any station of interest with less time. Moreover, other related endogenous or exogenous variables, especially freight-train related information could be further examined and studied in the future work as they may have significant impact on PTD.
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