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Purpose: Very high gradient amplitudes played out over extended time intervals as required for second-order motion-compensated cardiac DTI may violate the assumption of a linear time-invariant gradient system model. The aim of this work was to characterize diffusion gradient-related system nonlinearity and propose a correction approach for echo-planar and spiral spin-echo motion-compensated cardiac DTI.

Methods: Diffusion gradient-induced eddy currents of 9 diffusion directions were characterized at $b$ values of 150 s/mm$^2$ and 450 s/mm$^2$ for a 1.5 Tesla system and used to correct phantom, ex vivo, and in vivo motion-compensated cardiac DTI data acquired with echo-planar and spiral trajectories. Predicted trajectories were calculated using gradient impulse response function and diffusion gradient strength- and direction-dependent zeroth- and first-order eddy current responses. A reconstruction method was implemented using the predicted $k$-space trajectories to additionally include off-resonances and concomitant fields. Resulting images were compared to a reference reconstruction omitting diffusion gradient-induced eddy current correction.

Results: Diffusion gradient-induced eddy currents exhibited nonlinear effects when scaling up the gradient amplitude and could not be described by a 3D basis alone. This indicates that a gradient impulse response function does not suffice to describe diffusion gradient-induced eddy currents. Zeroth- and first-order diffusion gradient-induced eddy current effects of up to $-1.7$ rad and $-16$ to $+12$ rad/m, respectively, were identified. Zeroth- and first-order diffusion gradient-induced eddy current correction yielded improved image quality upon image reconstruction.

Conclusion: The proposed approach offers correction of diffusion gradient-induced zeroth- and first-order eddy currents, reducing image distortions to promote improvements of second-order motion-compensated spin-echo cardiac DTI.
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1 | INTRODUCTION

MR cardiac DTI (cDTI) offers noninvasive characterization of myofiber architecture, allowing the study of cardiac diseases and their effects on myofiber aggregates. A key limitation of cDTI sequences is the relatively low SNR, caused by the use of stimulated-echo acquisition or by an increased TE when using second-order motion-compensated (MC) diffusion gradients in spin-echo (SE) cDTI.

To increase SNR in MC-SE cDTI, powerful gradient systems need to be employed to reduce TE, which in turn can cause significant eddy current-induced distortions. Although readouts such as spirals are an appealing method to further reduce TE in cDTI, effects such as field inhomogeneities, gradient imperfections, and eddy currents can cause image distortions and intravoxel signal dephasing. In addition, T2* decay modulates the point spread function. Data reconstruction steps for spiral and EPI trajectories have been proposed to address off-resonances, trajectory-induced eddy currents, and concomitant fields. Eddy current effects of first-order MC-SE cDTI have previously been investigated in a phantom setting.

Characterization and correction of eddy currents originating from diffusion-encoding gradients are challenging to perform in cDTI for several reasons. First, dedicated hardware approaches such as concurrent field monitoring are impractical because they are sensitive to cardiac and respiratory motion. Second, although phantom-based methodologies for gradient impulse response function (GIRF) characterization can be employed, they only allow the characterization of a frequency band between 0.1 and 10 kHz. Second-order diffusion-encoding gradients exhibit the strongest frequency responses around 25 to 50 Hz, which lie outside this sensitivity range. Finally, the use of a GIRF assumes the system to be linear and time-invariant. Although gradient amplifiers behave predominantly linear, nonlinear responses or time-dependent effects violate this assumption.

The aim of the study at hand was to characterize and correct diffusion gradient-induced eddy currents in second-order MC-SE cDTI. A staged approach to analyzing and correcting eddy current effects induced by diffusion gradients is proposed. A study using a phantom and an ex vivo heart was performed to demonstrate the correction of diffusion gradient-induced eddy currents along with correction for off-resonances and trajectory-induced concomitant fields in echo-planar and spiral MC-SE cDTI. In vivo cDTI measurements on volunteers using both readout strategies were performed to demonstrate the feasibility of the proposed correction approaches.

2 | THEORY

2.1 | Signal model

Given a gradient impulse response \( h_{mn}(t) \) and input current \( l_n(t) \), the gradient output \( g_m(t) \) is obtained as

\[
g_m(t) = \sum_n \int_0^t h_{mn}(t - \tau) l_n(\tau) d\tau,
\]

with input channel \( n = \{x,y,z\} \), output channel \( m = \{1,x,y,z\} \), assuming zeroth- and first-order gradient terms; \( t \) defines the time with respect to the center of the excitation pulse. The gradient self-terms are defined by \( m = n \), and gradient cross-terms by \( m \neq n \). Upon Fourier transform of Equation 1, leading to \( G_m(\nu) = \sum_n H_{mn}(\nu) I_n(\nu) \), with \( \nu \) the frequency in Hz, the gradient transfer function \( H_{mn}(\nu) \) is defined, which is also frequently referred to as GIRF or gradient-modulation transfer function.

\[
H_{mn}(\nu) = \frac{G_m(\nu)}{I_n(\nu)}.
\]

We can now define the simplified MR k-space signal \( d(t, \vec{b}) \) while excluding relaxation effects according to

\[
d_c(t, \vec{b}) = \int M_{xy}(\vec{r}, t) \cdot C_c(\vec{r}) \cdot e^{i\delta B_0(\vec{r}) T} \cdot e^{i\gamma \delta B_0(\vec{r}) r} \cdot e^{-i\frac{\gamma \delta B_0(\vec{r})}{\nu} d^3 r + \eta},
\]

with \( M_{xy}(\vec{r}, t) \) the transverse magnetization at time \( t \) and spatial locations \( \vec{r} = \{x,y,z\}^T \), \( \vec{r} = [1 \vec{r}]^T = [1 x y z]^T \), \( C_c(\vec{r}) \) spatial coil sensitivities for coil \( c \), \( i \) the imaginary number, \( \gamma \) the gyromagnetic ratio, \( \delta B_0(\vec{r}) \) spatially dependent off-resonances, \( \vec{b} \) the diffusion gradient vector with magnitude \( \sqrt{b \text{ value}} \), \( \vec{D}(\vec{r}) \) the spatially dependent diffusion tensor, \( T \) the transpose operator, and \( \eta \) complex-valued Gaussian noise. The k-space vector \( \vec{k}(t) \) in Equation 3 is defined as

\[
\vec{k}(t) = \gamma \int_0^t \left[ g_0(\tau) g_x(\tau) g_y(\tau) g_z(\tau) \right] d\tau.
\]

Powerful diffusion gradients have been shown to alter the actual impulse response \( h_{mn}(t') \) such that \( h_{mn}(t') \neq h_{mn}(t) \). This leads to a change of the apparent k-space trajectory \( \vec{k}(t) \rightarrow \vec{k}'(t, \vec{b}) \) in Equation 3, where the updated k-space...
signal $k'(t, \vec{b})$ is given by

$$k'(t, \vec{b}) \equiv \underbrace{k(t)}_{(1) \text{ GIRF-corrected excluding diffusion gradient-induced effects}} + \gamma \cdot \int_0^t \left[ \delta g_{0}(\tau, \vec{b}) \delta g_{x}(\tau, \vec{b}) \delta g_{y}(\tau, \vec{b}) + \delta g_{z}(\tau, \vec{b}) \right] d\tau, \quad (5)$$

with $\delta$ denoting the deviation with respect to the input gradient waveform. The first term denotes the GIRF-corrected trajectory (excluding the diffusion gradient-induced eddy current correction), and the second term describes the diffusion gradient-induced effects. A schematic representation of these effects is shown in Figure 1, where the GIRF-predicted trajectory including diffusion-encoding gradient waveforms leads to large deviations between the nominal and the actual $k$-space trajectory, resulting in poor image quality upon reconstruction. In comparison, deviations are reduced and image quality is improved when using the approach according to Equation 5.

Further phase accrual resulting from resonance frequency drifts and concomitant fields introduced by the imaging readout$^{25,26}$ lead to a further extension of Equation 3 to

$$d_{c}(t, \vec{b}) = \int M_{0}(\vec{r}, t) \cdot C_{c}(\vec{r}) \cdot e^{i \vec{k}'(t, \vec{b}) \cdot \vec{r}} \cdot e^{i \delta B_{0}(\vec{r}, t)} d\tau \cdot e^{i2\pi \delta f_{0}(t_{\text{scan}}) \cdot t} \cdot e^{i\int_{t}^{t_{\text{scan}}} B_{c}(\vec{r}, \tau) d\tau} \cdot e^{-i\vec{B}_{c} \cdot \vec{b}} + e_{\text{cor}} \cdot d + \eta, \quad (6)$$

with $\delta f_{0}(t_{\text{scan}})$ the time-dependent global Larmor frequency drift at the time of scanning and $B_{c}(\vec{r}, t)$ the spatiotemporal readout-induced concomitant field, which can be analytically computed$^{29,32}$ using

$$B_{c}(x, y, z, t) = \frac{1}{2B_{0}} \left\{ \left[ G_{c}^{2}(t) + G_{c}^{2}(t) \right] \frac{x^{2} + y^{2}}{4} + G_{c}(t) \frac{z^{2} - y^{2}}{4} \right\}.$$

An overview of the reconstruction process is shown in Figure 1.

### 2.2 Diffusion gradient-induced eddy current measurement

A phase difference approach can be applied to determine the diffusion gradient-induced eddy currents. When disabling the readout gradients, the total phase accrual in the presence of a symmetric set of diffusion gradients can be described by

$$\varphi(\vec{r}, t) = \gamma \delta B_{0}(\vec{r}) \cdot t + 2\pi \delta f_{0}(t_{\text{scan}}) \cdot t + \sum_{j} k_{j}(t) b_{j}(\vec{r}) + \varphi_{\text{other}}(\vec{r}, t), \quad (8)$$

where the term $\sum_{j} k_{j}(t) b_{j}(\vec{r})$ denotes the linear expansion of the phase accrual of a diffusion gradient for $k_{j}(t)$ coefficients and $b_{j}(\vec{r})$ spatial basis functions (see Supporting Information Text S1: GIRF acquisition and processing), and $\varphi_{\text{other}}(\vec{r}, t)$ represents an additional phase component unrelated to the diffusion gradient. Because the diffusion gradients are symmetric with respect to the echo pulse, the effective concomitant field at the point of readout is canceled out and can therefore be ignored.$^{33}$ Measuring a volume once with standard and once with inverted diffusion gradient polarity enables the extraction of the linear expansion term. By taking the phase difference after correcting for Larmor frequency drifts per imaged voxel, the linear responses are summed, whereas terms for off-resonances and phases not related to the diffusion gradients are canceled out.$^{34}$

### 2.3 Image reconstruction

Because the encoding process is bandwidth (BW)-limited, describing Equation 6 in a discretized matrix–vector form using a similar formalism as given in$^{24,35}$ yields

$$\vec{d} = E \vec{\rho} + \vec{\eta}, \quad (9)$$

where $\vec{\rho}$ is a vector representation of the rasterized object and $\vec{d}$ the encoded $k$-space signal given encoding matrix $E$ and Gaussian noise $\vec{\eta}$. We now introduce the notation $E = E_{c} \circ E_{r}$ for element-wise multiplication and define

$$E^{(k,\lambda)} = e_{c}(t, \vec{b}) e_{r}(t, \vec{b}), \quad (10)$$

$$i \gamma \delta B_{0}(\vec{r}, \tau) = \int_{(1)} \int_{(2)} \int_{(3)} B_{c}(\vec{r}, \tau) d\tau + ik_{0}(t_{\text{scan}}, \vec{b}) \frac{\tau^{2}}{2}, \quad (11)$$

which encompasses regular Fourier-encoding ($E^{(k,\lambda)}$) and additional encoding terms ($\vec{E}^{(k,\lambda)}$) with sampling time points $\kappa$ and number of grid points $\lambda$. $E^{(k,\lambda)}$ represents the superposition of encoding phases arising from (1) off-resonances and (2) trajectory-induced concomitant fields. When solely using 2D gridding, term (3) is used to correct for the through-slice component but can be omitted when using a 3D gridding approach because the effect is absorbed by the 3D trajectory.
FIGURE 1  Schematic overview of the trajectory prediction and image reconstruction process using a spiral trajectory example. When taking the nominal trajectory $\vec{k}_{\text{nom}}(t)$ (blue), the reconstruction process converts the raw $\vec{k}$-space data using the off-resonance field map, coil sensitivities, and trajectory-induced concomitant fields into an image with a residual level of blurriness. When including the diffusion gradients (incl. diff) and predicting the trajectory with a GIRF, a distorted trajectory $\vec{k}(t, \vec{b})$ (green) with respect to the nominal trajectory is obtained. When excluding the diffusion gradients (excl. diff) in the GIRF prediction, we obtain trajectory $\vec{k}(t)$ (orange), which differs from the nominal trajectory. Updating the trajectory including diffusion gradient-induced eddy current effects, $\delta k(t, \vec{b})$, leads to trajectory $\vec{k}'(t, \vec{b})$. The in vivo protocol additionally registers the initial data from the GIRF (excl. diff) path, extracts the rigid displacements, and performs alignment of the $\vec{k}$-space data using the Fourier shift theorem (dashed arrows). GIRF, gradient impulse response function.

Whereas $\tilde{E}_{(\kappa, \lambda)}$ can efficiently be evaluated using iterative reconstruction, $\tilde{E}_{(\kappa, \lambda)}$ can be time-consuming to compute depending on $\kappa$ and $\lambda$. A common approach is to apply singular value decomposition (SVD) $\tilde{E} = U\Sigma V$ followed by singular-value thresholding to approximate $\tilde{E} = \tilde{E}_L$ by $L$ separable functions

$$\tilde{E}_L = \sum_{i=1}^{L} c_i b_i^H,$$

with $[c_1, c_2, \cdots, c_L] := U$ and $[b_1, b_2, \cdots, b_L] := V\Sigma^H$. To reduce computation time, we propose the use of a random SVD algorithm to efficiently find the (lowest) optimal number of singular-value components ($L$).

3 | METHODS

All imaging was performed on a clinical 1.5 Tesla Philips Achieva System (Philips Healthcare, Best, The Netherlands).
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Figure 2 Schematic overview of the EPI and spiral cDTI sequences. (A) Second-order MC-SE ssh 2D EPI sequence, and (B) second-order MC-SE ssh 2D spiral sequence. The diffusion gradients are oriented along the gradient system axis (XYZ; yellow), while other gradients are positioned according to the measurement orientation (MPS; gray). The $90^\circ$ excitation pulse is in red, and the echo pulse is in green. AQ marks data acquisition (pink). cDTI, cardiac DTI; MC-SE, motion-compensated spin-echo; ssh, single shot; REST, regional saturation; SPIR, spectral presaturation with inversion recovery.

3.1 | General features

The following generic sequence design elements were implemented. Crusher gradients placed around the echo pulse were solely active when acquiring the $b = 0 \text{s/mm}^2$ data because the second-order MC waveforms crush spurious signals. Spoiler gradients were placed at the end of the sequence readout. All sequences were programmed to have identical slice-selective echo-pulse gradient amplitude and slope durations, slew rate, echo-pulse $B_1$ strength, and diffusion gradient timings.

Fat suppression was performed using spectral presaturation with inversion recovery, and a respiratory navigator was placed on the right hemidiaphragm with a 5 mm acceptance window to ensure consistent breath-holding. Dynamic $\delta f_0$ fluctuations were corrected for using the method described in the Supporting Information Text S2: Dynamic $\delta f_0$ stabilization.

3.2 | EPI sequence

The EPI cDTI sequence is schematically depicted in Figure 2A. The respiratory navigator precedes the sequence, followed by the $\delta f_0$ update (not shown). The spectral presaturation with inversion recovery pulse is applied prior to non-coplanar excitation ($90^\circ$ selective along phase-encoding direction) to achieve a reduced FOV. The second-order MC diffusion gradients are placed symmetrically around the echo pulse.

Acquisition parameters were: FOV = $220 \times 110 \times 8 \text{mm}^3$, in-plane acquired/zero-filled resolution = $2.5 \times 2.5 \text{mm}^2/1.25 \times 1.25 \text{mm}^2$, signal averages = 11, TR = 1 s, TE = 92 ms, flip angle $\alpha = 90^\circ$, and BW$_{\text{epi/pixel}}$ = 31.4 Hz/pixel (at 2.5 $\times$ 2.5 mm$^2$ in-plane resolution)/echo-spacing = 0.7 ms.

3.3 | Spiral sequence

The spiral cDTI sequence is shown in Figure 2B. The respiratory navigator precedes the sequence, followed by the $\delta f_0$ update (not shown). Regional saturation slabs placed circularly around the field of excitation saturate the signal, followed by spectral presaturation with inversion recovery fat suppression and 2D RF excitation normal to the slice to achieve a reduced field of excitation. Simulations of the 2D RF pulse can be found in Supporting Information Figure S2 and Supporting Information Text S3: 2D RF excitation beam simulation.

Acquisition parameters were: FOV = $150 \times 150 \times 8 \text{mm}^3$ (including 25% in-plane resolution)/echo-spacing = 0.7 ms.
oversampling), in-plane acquired/zero-filled resolution $= 2.5 \times 2.5 \text{mm}^2/1.25 \times 1.25 \text{mm}^2$, signal averages $= 11$, TR $= 1 \text{s}$, TE $= 57 \text{ms}$, $\alpha = 90^\circ$, spiral readout duration $= 26 \text{ms}$, spiral sampling rate $= 5.4 \mu\text{s}$, and 10 rectangular regional saturation slabs of $80 \text{mm}$ width placed in circular orientation around the field of excitation. 2D RF parameters were: beam diameter $= 110 \text{mm}$, $k_{\text{max}} = 170 \text{rad/m}$, 16 turns, and duration of $7.23 \text{ms}$.

### 3.4 $B_0$ measurement

A double gradient-echo sequence was used to acquire a field map with the following acquisition parameters: FOV $= 210 \times 210 \times 8 \text{mm}^3$, in-plane resolution $= 1 \times 1 \text{mm}^2$, TR/TE/ΔTE $= 11.1/4.5/4.5 \text{ms}$, $\alpha = 20^\circ$, trigger delay (TD) $= \text{TD}_{\text{B0}} = \text{TD}_{\text{DTI}} + \text{TE}_{\text{DTI}}$ (to ensure temporal alignment of the field map with the TE of the cDTI scan), and a total field map acquisition duration of $21 \text{s}$.

### 3.5 Diffusion measurements

All in vivo data measurements were triggered using a vectorcardiogram with a TD (time between detection of R-wave and application of first RF pulse) set to $65\%$ peak systole. In total, 9 diffusion directions (Supporting Information Table S1, and briefly discussed in Supporting Information Text S4) were characterized at $b$ values $150 \text{s/mm}^2$ and $450 \text{s/mm}^2$. For in vivo imaging, similar to $^3$ 3 orthogonal directions of $b$ value $150 \text{s/mm}^2$ and 9 directions with $450 \text{s/mm}^2$ were used (Supporting Information Table S2). The diffusion gradient directions were fixed to the gradient system axes (see Figure 2).

### 3.6 GIRF measurement sequence

A sequence to measure the GIRF was implemented according to the work of Rahmer et al.$^{30}$ In short, multiple thin off-center slices were excited and spatially encoded using in-plane phase-encoding. A through-slice chirp test gradient was applied with regular and inverted sign to obtain phase difference measurements. Additional information can be found in Supporting Information Text S1: GIRF acquisition and processing.

### 3.7 Diffusion gradient-induced eddy current measurement sequence

To measure eddy currents originating from the diffusion gradients (which are not captured by the GIRF), the sequence shown in Figure 2B was modified to include 3D phase-encoding gradients placed directly in between 2D RF excitation and the first diffusion gradient lobe (Figure 3A). The slice-selective gradient at the echo-pulse was disabled, and data acquisition was performed with a user-specified BW and acquisition window. The diffusion gradient waveforms were inverted to allow phase difference measurements. The main difference to the work of Rahmer et al.$^{30}$ is that no gradients were played out during the readout, allowing the measurement of a full 3D volume with isotropic voxel size.

A spherical phantom (16-cm diameter) filled with silicone oil (AK 500, Wacker Chemie AG, Munich, Germany) was placed inside the scanner at the isocenter and imaged using a 5-channel cardiac coil. Thanks to the very low diffusivity of silicone oil, it permits a minimal SNR penalty when applying diffusion gradients and exhibits a sufficiently high $T_2^*$ value.$^{43}$ 3D scan parameters were FOV $= 210 \times 210 \times 210 \text{mm}^3$, matrix size $= 7 \times 7 \times 7 \text{ voxels}$, signal averages $= 1$, TR $= 1 \text{s}$, acquisition window $= 150 \text{ms}$, acquisition bandwidth $= 32 \text{kHz}$, 2D RF excitation beam diameter $= 250 \text{mm}$, 19 diffusion directions ($1 \times b = 0 \text{s/mm}^2$ (used as $\delta_0$ navigator), $9 \times b = 150 \text{s/mm}^2$, and $9 \times b = 450 \text{s/mm}^2$), and a total acquisition time of $217 \text{min}$. A schematic overview of the 3D voxel grid with respect to the silicon oil sphere is shown in Figure 3B. A single eddy current characterization measurement was performed to correct both EPI and spiral cDTI sequences at arbitrary slice angulations and offsets. An overview of the data processing is given in Supporting Information Figure S3 and in Supporting Information Text S5: Diffusion gradient-induced eddy current data processing.

### 3.8 Phantom

A silicone ice cube tray (2 $\times$ 3 grid, Migros, Zurich, Switzerland) was placed in a cylindrical container and filled with $2\%$ agarose gel (Sigma-Aldrich, St. Louis, MO) with $0.75 \text{g/L}$ copper-sulfate (Honeywell Fluka, Seelze, Germany). Using a 5-channel cardiac coil array, a single coronal slice was imaged with offsets of $+4.9/-7.4/+36.5 \text{mm}$ along the X, Y, and Z directions of the scanner's gradient system axes, respectively, with the phantom placed at a 30-degree angle along the $-Y$ and $+Z$ plane. Data was acquired with 2 signal averages using the sequences presented in Figure 2A,B, excluding the spectral presaturation with inversion recovery pulses. Dynamic $\delta_0$ correction was not enabled given the short scan duration (40 s).

### 3.9 Ex vivo

A porcine heart was obtained$^{44}$ and prepared as described in Supporting Information Text S6: Ex vivo heart
FIGURE 3 Schematic overview of the diffusion gradient-induced ECM sequence. (A) Second-order MC-SE 3D diffusion gradient-induced ECM sequence. With the ECM sequence, a $7 \times 7 \times 7$ grid was measured with standard and inverted diffusion gradient polarity. Phase-difference data is fitted to third-order spherical harmonics to obtain zeroth- and first-order diffusion gradient-induced eddy current contributions for each diffusion direction. The light-blue area in (A) highlights the position of the 3D phase encode gradients. Light-yellow colored gradients indicate inverted diffusion gradients. The diffusion gradients are oriented along the gradient system axis (XYZ; yellow), whereas other gradients are positioned according to the measurement orientation (MPS; gray). The 90° excitation pulse is in red, and the echo-pulse is in green. AQ marks data acquisition (pink). (B) Schematic overview of 3D encoding of the diffusion gradient-induced eddy currents. A silicon oil sphere (16 cm in diameter) is imaged using a $7 \times 7 \times 7$ 3D voxel grid with a FOV of $21 \times 21 \times 21$ cm$^3$. MC-SE, motion-compensated spin-echo; ECM, eddy current measurement.

preparation and imaged using a 5-channel cardiac coil and a single short-axis mid-ventricular slice using 2 signal averages at respective offsets of $-47.9/-4.2/-4.8$ mm along the X, Y, and Z directions of the scanner’s gradient system axes. Dynamic $\delta f_0$ correction was not enabled given the short scan duration (40 s).

3.10 In vivo

Eight volunteers (5 male, 3 female, age 25 ± 4 years, heart rate 61 ± 7 bpm) were imaged using a 32-channel cardiac array coil upon written informed consent according to ethical and institutional requirements. A single-slice in short-axis orientation was acquired at midventricular level, with both EPI and spiral sequences as described in the sequence design section.

All in vivo cDTI acquisitions were performed during repetitive breath-holding corrected for heart rate-dependent relaxation differences as described in Supporting Information Text S7: Heartrate correction. The $\delta f_0$ stabilization measurement was performed at the start of each breath-hold. Due to breath-hold inconsistencies, 1 data set was excluded from further analysis. The first average of each acquisition series was excluded from further processing. Field maps for each in vivo cDTI sequence type were acquired in a separate breath-hold scan with a FOV of $322 \times 279 \times 8$ mm$^3$, an acquisition window per heart-beat = 267 ms, and a total scan duration of approximately 24 s.

3.11 Data reconstruction

Field map reconstruction was performed offline using MRecon (version 4.2.0, GyroTools LLC, Winterthur, Switzerland). Otsu’s method$^{45}$ was applied to the first TE magnitude image to generate a global mask. Median
filtering, denoising, and extrapolation of the field map were applied prior to reslicing the field map to the cDTI geometry. An example field map is shown in Supporting Information Figure S4.

Coil sensitivities and cDTI data were prepared including array coil compression of the 32-channel coil data to 10 virtual coils. The GIRF-predicted trajectory was updated for each diffusion direction using first-order eddy current coefficients according to Equation 5 and subsequently used to compute the trajectory-induced concomitant fields as described by Equation 7. Zeroth-order diffusion gradient-induced eddy currents were corrected for by demodulating the $k$-space signal prior to image reconstruction. All data was reconstructed at $2.5 \times 2.5 \text{mm}^2$ and zero-filled to $1.25 \times 1.25 \text{mm}^2$ in-plane resolution. Gradient channel delays were identified for each EPI dataset to identify the point of minimum Nyquist ghosting, and the same setting was applied for the corresponding spiral data. Using a conjugate-gradient algorithm penalizing first-order differences, Equation 9 was inverted using 2D nonuniform fast Fourier transforms during forward and backward operations and SVD decomposition of $\tilde{E}_{c(x,y)}$. In the spiral case, a circular mask with a diameter of 90% of the FOV was used to suppress regions outside the field of excitation during reconstruction. Raw $k$-space data and coil sensitivities were prewhitened to remove noise correlations. Number of iterations: 10 (phantom, ex vivo) and 2 (in vivo).

To evaluate the proposed reconstruction approach, we define the *reference reconstruction* approach to include GIRF trajectory prediction (excluding GIRF cross-terms), off-resonance, and concomitant field corrections. A second reconstruction, additionally correcting for the zeroth- and first-order diffusion gradient-induced eddy currents, is referred to as the *proposed reconstruction*. For the in vivo data, the proposed reconstruction approach data was registered, and rigid in-plane displacements were extracted and then used to align the data to the field map prior to the final proposed reconstruction to account for breath-hold inconsistencies. All reconstruction tasks were performed using MatLab (version 9.9.0, MathWorks, Natick, MA).

### 3.12 Data analysis

#### 3.12.1 Eddy current analysis

To assess nonlinearity of the diffusion gradient-induced eddy currents and express the signal in SNR units, a corresponding noise signal was generated as described in Supporting Information Text S8: Eddy current analysis noise signal. Eddy current nonlinearity was then examined using the zeroth- and first-order eddy current responses as follows. Per eddy current coefficient and per $b$ value, an SVD was performed on the matrix containing the temporal responses of all 9 diffusion directions according to $N_{\text{dirs}} \times t$, where only the first 40 ms of the signal were selected for the SVD. The simulated noise of each eddy current response was projected onto the same basis and the temporal SD of the signal was determined. SNR units were obtained by dividing the values of each eddy current response by the respective noise SD.

### 3.12.2 Phantom/ex vivo

Upon image reconstruction, tensors were calculated using the data from $b$ values 150 s/mm$^2$ and 450 s/mm$^2$, and mean diffusivity (MD) and fractional anisotropy (FA) were examined for each reconstruction case using a region of interest and then reported using mean and SD.

Ex vivo data was processed similarly to the phantom data. In addition, the helix angle (HA), transmural helix angle gradient, transverse angle (TA), and absolute sheetlet angle (E2A) were determined. Registration was not performed on the phantom and ex vivo data to highlight differences between the reference and proposed reconstruction approach.

### 3.12.3 In vivo

After data reconstruction, nonrigid registration was applied prior to tensor calculation, followed by determination of MD, FA, HA, helix angle gradient, TA, and E2A. A left-ventricular (LV) region of interest was used to determine mean and SD values of all cDTI metrics. Normalized absolute difference (NAD) was computed per diffusion direction according to $NAD(\epsilon) = \left\| \frac{\epsilon_{\text{prop},b} - \epsilon_{\text{ref},b}}{\epsilon_{\text{ref},b}} \right\|$, with $\epsilon_b$ the diffusion weighted image of the proposed ($\epsilon_{\text{prop},b}$) or reference ($\epsilon_{\text{ref},b}$) reconstruction.

### 4 RESULTS

#### 4.1 Eddy current analysis

In Figure 4, zeroth- and first-order eddy current responses are plotted for the orthogonal diffusion directions aligned with the gradient system axes for $b$ values $150 \text{ s/mm}^2$ and $450 \text{ s/mm}^2$. Tripling the $b$ value does not lead to corresponding scaling of the eddy current responses in all cases, for example, as the zeroth-order response for the +X gradient exhibits a different profile for $150 \text{ s/mm}^2$ compared
to 450 s/mm². Data for other diffusion directions can be found in Supporting Information Figure S5.

Supporting Information Figure S6 shows the SVD components of the zeroth- and first-order diffusion gradient-induced eddy currents for $b$ values 150 s/mm² and 450 s/mm² in SNR units. For $b = 150$ s/mm², the singular values decrease below the noise floor (SNR = 1) at SVD component 5. For $b = 450$ s/mm², the SVD components for the z-eddy current do not drop below the noise floor until SVD component 7 is reached.

### 4.2 Phantom

The effects of sequentially adding compensations for trajectory and/or magnetic field imperfections during reconstruction for a single diffusion direction are visualized in Figure 5. MD and FA maps of the structure phantom are shown in Figure 6. For the reference reconstruction, the MD maps for both EPI and spiral cDTI data display lower values due to blurring in areas where a physical border exists. In case of spirals, this effect is equally distributed across the FOV, whereas for EPI it is predominantly present along the phase-encoding direction. Using the proposed reconstruction approach, MD and FA maps appear more homogeneous for both spiral and EPI readouts.

MD values in the region of interest change from $2.01 \pm 0.16$ to $2.02 \pm 0.04 \times 10^{-3}$ mm²/s for the spiral case and from $2.04 \pm 0.09$ to $2.05 \pm 0.05 \times 10^{-3}$ mm²/s in the case of EPI using the proposed reconstruction. FA values respectively decrease from $0.15 \pm 0.11$ to $0.05 \pm 0.03$ and from $0.12 \pm 0.10$ to $0.06 \pm 0.03$ for the spiral and EPI cases.

### 4.3 Ex vivo

An overview of the ex vivo cDTI metric maps are shown in Figure 7. The proposed reconstruction approach offers improvements of HA maps for both EPI and spiral data. For EPI, the endo-/epicardial borders exhibit less noisy appearance, and smoother HA transitions over the transmural extent are observed. For spiral cDTI, the proposed reconstruction reduces artifacts in the entire LV HA map. After diffusion gradient-induced eddy current correction, hyperintense regions in the TA, E2A, and FA maps are reduced for EPI data. MD maps remain comparable between both reconstruction cases.

In the spiral case, the proposed reconstruction eliminates hyperintense areas in the heart wall in the TA map and yields an E2A map similar to EPI. Compared to the reference reconstruction, the MD map is in better agreement with the EPI case. Most noticeably in the FA map, hyperintense signal areas are reduced after correction of diffusion gradient-induced eddy currents. Corresponding data can be found in Supporting Information Figure S7, which demonstrates that distributions of EPI and spiral cDTI data are in closer agreement with the proposed reconstruction.

### 4.4 In vivo

An overview of the in vivo EPI and spiral $k$-trajectories is given in Figure 8, including relative differences between the proposed and reference reconstruction. The maximum $k_0$ phase excursion for both trajectories is between $-1.7$ rad for EPI and $-1.5$ rad for spiral. For the first-order terms ($k_x, k_y, k_z$), the maximum trajectory differences are between $-10$ rad/m and $-14$ rad/m for EPI and between $-16$ rad/m to $+12$ rad/m for spiral. Neither trajectory reaches the nominal resolution of $\pm 1250$ rad/m, corresponding to a $2.5 \times 2.5$ mm² in-plane resolution.

An overview of the reconstructed in vivo magnitude data for all diffusion directions is shown in Supporting Information Figure S8. The proposed reconstruction mainly results in changes along the phase encode direction for EPI and conserves general image shape. Conversely, the spiral images exhibit noticeable differences between the reconstruction cases, which are emphasized in the LV and liver. The LV is sharper after the proposed reconstruction, with large changes around the anterolateral heart.
FIGURE 5  Example of sequential compensation of trajectory and/or magnetic field imperfections for a single diffusion direction acquired with a spiral readout. Starting with the nominal k-space trajectory, the effect of sequentially adding the GIRF-prediction (excluding diffusion gradients), off-resonance correction, trajectory-induced concomitant field correction, and correction of diffusion gradient-induced eddy current effects is shown.

FIGURE 6  MD and FA maps of the structure phantom acquired with spiral and EPI readouts. The top row displays the maps obtained using the reference reconstruction approach. The bottom row shows the maps using the proposed reconstruction approach. The ROI is indicated with the dashed black line. The phase encoding direction of the EPI data is shown with black (in MD maps) and white (in FA maps) arrows. Inset values indicate ROI values expressed in mean ± SD. FA, fractional anisotropy; MD, mean diffusivity; ROI, region of interest.

Example in vivo reconstruction cases are displayed in Figure 9. EPI data shows minimal differences between the reconstruction approaches. In the spiral case, the mean DWI of the proposed reconstruction approach results in sharper image appearance. HA maps display smoother transmural changes in the epicardial/endocardial border regions with fewer outliers. Distorted areas in the HA and TA maps can be observed in the inferolateral wall. Reduced TA regions can be noted in the inferolateral wall, and more elevated regions are found in the E2A map. MD appears reduced at the epicardial/endocardial border regions. Most noticeable in the FA map is a regional reduction of FA in the inferior heart wall section. Corresponding distributions plotted in Supporting Information Figure S9 confirm minimal apparent changes for EPI but noticeable changes in HA, E2A, MD, and FA metrics for spiral.

Figure 10 displays an overview of all in vivo cDTI metrics for both EPI and spiral data. For EPI, the differences between the reconstructions are subtle, whereas for spiral the proposed methods lead to a reduction in mean and SD of MD and FA. Overall, higher MD and lower FA are observed for spirals with a trend toward lower SDs compared to EPI. For EPI, the helix angle gradient, E2A, and TA mean values are similar overall, whereas a noticeable spread can be observed for spiral. The corresponding SDs exhibit comparable ranges between methods.

The in vivo SNR analysis in Supporting Information Figure S10 shows a 1.8-fold increase in mean SNR and 2.5-fold increase in SD for spirals across all diffusion directions compared to EPI.
5 | DISCUSSION

In this work, eddy currents induced by second-order MC diffusion gradients have been characterized, demonstrating nonlinear behavior and hence the need for dedicated correction steps in echo-planar and spiral cDTI data processing. Our proposed correction approach provided good image congruency in phantom and ex vivo data, addressing artifacts in MD, FA, and other cDTI maps. The ability of the method to correct diffusion gradient-induced eddy current image distortions in vivo was demonstrated, highlighting particular benefits for second-order MC-SE spiral cDTI.

To our knowledge, only Gorodezky et al. have explored the use of spirals for in vivo cDTI.\textsuperscript{16,17} They demonstrated the benefits of an in vivo multi-shot spiral cDTI STEAM sequence to achieve higher spatial resolution compared to a twofold undersampled EPI readout. Because DW-STEAM sequences do not require strong gradient systems, diffusion gradient-induced eddy currents were assumed to be negligible.\textsuperscript{54} Their approach of measuring field maps using a low-resolution spiral for each acquisition could capture both static $f_0$ and $\delta f_0$ variations in a convenient manner. The lower resolution of the field map, however, would not allow to correct for issues at tissue interfaces.\textsuperscript{47} Conversely, our approach of capturing $\delta f_0$ variations using the dynamic stabilization option requires the volume to be consistent per breath-hold. Using free-breathing, such an approach could fail because the excited volumes may differ. Compared to our work, Gorodezky et al. did not use a GIRF to predict the trajectory.

The in vivo results suggest that the use of a spiral readout leads to higher MD and lower FA values, which is in agreement with Gorodezky et al., who compared multi-shot spiral with single-shot EPI STEAM-cDTI.\textsuperscript{16} Because the SNR is lower with EPI than for spiral, the enhanced noise levels could lead to an increased underestimation of the MD and overestimation of FA due to eigenvalue repulsion.\textsuperscript{55,56} Because off-resonance artifacts affected the inferolateral heart wall, a statistical data analysis would lead to biases, as can be seen in Figure 10.
**FIGURE 8** Example $k$-space trajectories of the proposed reconstruction for EPI and spiral (top row) and their relative differences with respect to the reference reconstruction (bottom row). Trajectories are taken from in vivo cDTI data for diffusion direction 8 (Supporting Information Figure S8). Note the presence of a dedicated $y$-axis for the $k_0$ component with a different scale and unit. prop, proposed; ref, reference; rel., relative.

<table>
<thead>
<tr>
<th>Mean DWI</th>
<th>HA</th>
<th>TA</th>
<th>E2A</th>
<th>MD</th>
<th>FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>-1.0±15.5</td>
<td>-1.0±22.0</td>
<td>37.4±24.3</td>
<td>1.45±0.22</td>
<td>0.38±0.12</td>
</tr>
<tr>
<td>Proposed reconstruction</td>
<td>-1.1±13.9</td>
<td>-1.5±19.3</td>
<td>36.0±23.9</td>
<td>1.45±0.21</td>
<td>0.37±0.11</td>
</tr>
<tr>
<td>Spiral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>-1.1±28.0</td>
<td>-7.6±34.3</td>
<td>42.2±23.0</td>
<td>1.55±0.30</td>
<td>0.37±0.13</td>
</tr>
<tr>
<td>Proposed reconstruction</td>
<td>-1.1±23.8</td>
<td>-4.3±26.8</td>
<td>45.5±23.8</td>
<td>1.48±0.23</td>
<td>0.34±0.09</td>
</tr>
</tbody>
</table>

**FIGURE 9** Example in vivo cDTI data acquired using spiral and EPI readouts and reconstructed using the reference and proposed approach. EPI (top rows) and spiral (bottom rows) are shown with their respective reconstruction cases and display mean DWI, HA, TA, E2A, MD, and FA maps. Inset values display the mean ± SD values in the LV. For the HA maps, the transmural HAG values in $^\circ$/%-transmural depth are shown. The white arrows indicate the phase encode direction for EPI. E2A, absolute sheetlet angle; HA, helix angle; HAG, helix angle gradient; TA, transverse angle; MD, mean diffusivity; FA, fractional anisotropy; LV, left-ventricular.
given the wider spread of helix angle gradient and TA metrics. Further research is required to alleviate off-resonance artifacts to permit a complete statistical analysis.

The presented approach performed image reconstruction at the acquisition resolution. The use of high-resolution field maps could further improve image quality in critical areas such as the inferolateral heart wall, where strong field gradients are often present. Iterative reconstruction using 10 iterations offered adequate reconstruction of phantom and ex vivo cDTI data. In vivo spiral cDTI data experienced diverging reconstruction behavior for varying diffusion directions, and a maximum of 2 iterations was applied. We hypothesize that variations in LV SNR and magnetic field gradient strength at the posterior vein are contributing factors, which should be examined in more detail.

Our work was limited by the accuracy of the eddy current characterization approach. Higher-order eddy currents could have further contributed to image artifacts but remain challenging to characterize due to the limited SNR of the proposed 3D phase-encoded eddy current measurements. This work only considered the first 40 ms of the diffusion gradient-induced eddy current measurement data for voxel selection and subsequent processing. Readout durations of 26 ms (spiral) and 32 ms (EPI) could therefore be adequately corrected for. In case the signal decay is a limiting factor, a split acquisition approach with the excitation after the diffusion gradients, as proposed for GIRF measurements by Scholten et al., could be adopted. Lowering the acquisition BW of the eddy current measurement is likely to only provide limited improvements. Despite the need for dedicated hardware, the use of field probes could offer sufficient SNR for determining higher-order basis functions.

The proposed framework is not limited to characterization and correction of eddy currents induced by second-order MC SE-cDTI diffusion-encoding waveforms, and can be adapted to study eddy currents arising from, for example, zeroth- or first-order MC diffusion-encoding waveforms.

Although this work showed the feasibility of characterizing and correcting for zeroth- and first-order diffusion gradient-induced eddy currents, further efforts are necessary to simplify and shorten the characterization step. Currently, the protocol takes approximately 11 min per diffusion direction for a $7 \times 7 \times 7$ acquisition grid. Using smaller grid sizes increases the sensitivity to intravoxel dephasing in the presence of $B_0$ field gradients in the spherical phantom. Instead of scanning with a finer acquisition grid, interpolating the existing $7 \times 7 \times 7$ to higher resolutions might offer improvements. Because the gradient system will heat up during the course of the scan, temperature-dependent effects, which are known to influence GIRFs, might also have affected the eddy current characterization. Accounting for this temperature dependence, one could further examine if the determined diffusion gradient-induced eddy current coefficients exhibit similar temporal stability as GIRFs.

Theoretically, a GIRF could offer an ideal all-in-one solution to predict the entire gradient waveform response.
However, to design a chirp waveform that can exhibit sufficient gradient amplitude and slew rate to characterize the full frequency range of second-order MC diffusion gradients (see Supporting Information Figure S1 and Supporting Information Text S9: Computation of diffusion-encoding gradient power spectrum), whilst minimizing intravoxel phase dispersion and waveform duration remains challenging. Moreover, the diffusion gradient-induced eddy current responses were shown to be nonlinear in gradient amplitude and could not be described by a linear model (i.e., > 3 singular values were above the noise floor).

The use of a 2D RF pulse to reduce the excited FOV limits the SNR improvement available from interleaved slice imaging, as is common in motion-compensated SE imaging.1,2,12

In our work, we characterized 9 diffusion directions fixed to the scanner gradient system axes at 2 $b$ values. Characterizing multiple diffusion directions at once would offer flexibility to adapt scan protocols without the need for additional eddy current measurements.

Although approaches have been proposed to null zeroth-order eddy currents using diffusion gradient waveform optimization,59,60 the inability to address spatially dependent (first- or higher order) eddy currents would be noticeable when imaging at offcenter locations commonly required for imaging the in vivo heart. By characterizing the diffusion gradient-induced eddy currents, these could be used as an input to sequence optimization tools to compute diffusion gradient waveforms in real time, which are inherently compensated for zeroth-, first-, and/or higher order eddy currents to image double-oblique slices at arbitrary orientations.

### 6 | CONCLUSION

In this work, we characterized eddy current phase accrual caused by the diffusion gradient waveforms for both echo-planar and spiral cDTI. It was found that diffusion gradient-induced eddy currents violate the linear system assumption and therefore need to be measured separately to a GIRF to be used during image reconstruction. Zeroth- and first-order correction was found to provide an adequate degree of correction on phantom, ex vivo, and in vivo data, paving the way for distortion-free second-order MC-SE cDTI protocols.
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**Figure S1:** Gradient impulse response functions with the diffusion gradient spectrum of a second-order motion-compensated gradient. Magnitude of self-terms for the X, Y, and Z gradient coils are shown. Note the dedicated y-axis for the diffusion gradient spectrum

**Figure S2:** Forward model simulation of a 2D RF excitation beam. (Top-left) Effective out-in Archimedean spiral waveforms. (Top-right) Hanning-window filtered RF envelope. (Bottom-left) Bloch-simulated 3D RF beam profile. (Bottom-right) A cross-section of the beam profile amplitude along x = 0 mm is plotted

**Figure S3:** Schematic overview of the data processing of the diffusion gradient-induced eddy current data

**Figure S4:** Example in vivo field map. (Left) The magnitude image of the data acquired at the first TE. (Right) The corresponding prepared field map is shown with the left-ventricular contour overlaid (dashed white lines)

**Figure S5:** Overview of all zeroth- and first-order diffusion gradient-induced eddy current coefficients plotted for 9 directions as given in Table S1. Solid colored lines indicate $b = 150 \text{s/mm}^2$ data and dashed colored lines indicate $b = 450 \text{s/mm}^2$ data. The dashed black line marks the echo time

**Figure S6:** Singular value decomposition (SVD) analysis of the zeroth- and first-order diffusion gradient-induced eddy currents (EC) for 9 diffusion directions acquired with $b$ values 150 $\text{s/mm}^2$ and 450 $\text{s/mm}^2$. SVD components are plotted in SNR units. Inset figures highlight SVD component range from 3 to 9. The dashed black line marks the noise floor ($\text{SNR} = 1$)

**Figure S7:** Histograms comparing LV ROI ex vivo data seen in Figure 7 for the reference (blue) and proposed (orange) reconstruction approaches for both EPI and spiral readouts. HA, helix angle; TA, transverse angle; E2A, absolute sheetlet angle; MD, mean diffusivity; FA, fractional anisotropy

**Figure S8:** EPI and spiral in vivo diffusion-weighted images of the 12 diffusion directions are shown for the reference and proposed reconstruction approaches and their respective normalized absolute difference. Diffusion directions 1–3 were acquired with a $b$ value of 150 $\text{s/mm}^2$, and directions 4–12 were acquired with a $b$ value of 450 $\text{s/mm}^2$. The red arrow indicates the phase encode direction for EPI. The white arrow highlights a left-ventricular/liver section. Diffusion weighted images are normalized for display purposes only

**Figure S9:** Histograms comparing in vivo LV ROI cDTI data seen in Figure 9 for the reference (blue) and the proposed (orange) reconstructions for both EPI and spiral readouts. HA, helix angle; TA, transverse angle; E2A, absolute sheetlet angle; MD, mean diffusivity; FA, fractional anisotropy

**Figure S10:** Overview of the in vivo SNR. Using the mean SNR in the left-ventricular region of interest, the mean and standard deviation across all volunteers was computed per diffusion direction and are displayed for spiral (SPI) and EPI. Note the influence of the diffusion-weighting on the SNR
Table S1: Diffusion gradient directions used during the study
Table S2: Diffusion gradient directions characterized for the in vivo study with their corresponding $b$ value
Text S1: GIRF acquisition and processing
Text S2: Dynamic $\delta f_0$ stabilization
Text S3: 2D RF excitation beam simulation
Text S4: Diffusion directions
Text S5: Diffusion gradient-induced eddy current data processing
Text S6: Ex vivo heart preparation
Text S7: Heart rate correction

Text S8: Eddy current analysis noise signal
Text S9: Computation of diffusion encoding gradient power spectrum
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