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Abstract

Determining the physical properties of the Earth’s interior in oceanic regions attracts

widespread interest in geosciences. Seismic tomography has already provided a variety

of global three-dimensional (3-D) velocity models. However, the interpretation of these

models is often uncertain in terms of thermodynamical and compositional parameters.

An alternative approach to directly probing the Earth’s physical properties is the elec-

tromagnetic (EM) method, which reveals the electrical conductivity structures of the

Earth. Electrical conductivity provides a wealth of information on the thermal and

compositional state of the Earth’s interior, being highly sensitive to fractions of con-

ductive phases, such as fluids and partial melts. One data source to probe the oceanic

conductivity distribution is magnetic field variations measured at island geomagnetic ob-

servatories. From these data one can estimate: a) magnetotelluric (MT) tippers, which

can be inverted to study the relatively shallow Earth’s structures and b) longer-period

geomagnetic depth sounding (GDS) transfer functions (TFs), which can be inverted to

probe the deeper structures of the Earth. Usually, the analysis of tippers is performed in

Cartesian geometry, whereas the analysis of GDS TFs – in spherical geometry. The chal-

lenge here is that both MT and GDS responses at island observatories may be strongly

distorted by the effects of lateral conductivity contrast between land and ocean (ocean

induction effect; OIE), which should be accounted for – through modelling – as accurate

as possible. Moreover, so far the island tippers and GDS TFs are inverted separately

resulting in a reduced vertical resolution of the recovered models.

The main objectives of this work are three-fold: (a) to develop 3-D EM forward mod-

elling tools to compute island MT tippers and GDS responses efficiently and accurately;

(b) to develop a tool to simultaneously invert MT and GDS TFs; and (c) constrain local

conductivity distributions beneath islands and try to explain the lateral variability of

the recovered conductivity models.

Regarding computations of GDS responses, I developed and validated a global-to-

Cartesian (G2C) 3-D EM forward modelling tool which is based on a nested integral

equation (IE) approach. Within this approach, the IE modelling in spherical geometry
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is first performed on the whole globe using a coarse grid, and then the results are refined

in the region of interest by performing computations in Cartesian geometry at a smaller

domain and on a denser grid. At the latter stage, the modelling results obtained at

the previous step are exploited. It allowed me to compute GDS TFs in the problem

setups requiring highly detailed laterally-variable bathymetry – an entity which controls

the strength and spatial structure of OIE. I computed (long-period) GDS responses

at two island geomagnetic observatories (Cocos-Keeling and Honolulu) by exploiting

different – from relatively coarse, 1◦×1◦, to immensely fine, 0.01◦×0.01◦ – lateral grids,

and demonstrate that very local bathymetry variations substantially influence the GDS

responses at periods as long as 20 days. Besides, high-resolution modelling using the

G2C tool makes it possible to explain anomalous behaviour of the experimental GDS

responses on the island observatories.

As for computations of MT tippers, I developed a Cartesian-to-Cartesian (C2C) 3-D

EM forward modelling tool, which is also based on a nested IE approach. An important

novelty of the tool that distinguishes it from the G2C tool is developing a “rim-domain"

concept that further improves the performance of the multi-nested IE approach. I verified

the C2C tool on both idealized and realistic 3-D conductivity models and demonstrated

its efficiency and accuracy. In particular, I succeeded in reproducing experimental tippers

at observatory Gan (located on the southernmost island of the Maldives archipelago),

which required modelling at very fine meshes.

Further, I developed – based on the above-discussed tools – a quasi-1D tool to simul-

taneously invert multi-source EM responses, including MT tippers (with periods ranging

from a few minutes to 3 hours), solar quiet (Sq) global-to-local (G2L) TFs (with periods

ranging from 6 hours to 24 hours) of ionospheric origin, and magnetospheric global Q-

responses (with periods ranging from a few days to a few months). Note that the term

“quasi" is used to stress that during 1-D inversions, the three-dimensional (3-D) forward

modelling operator is invoked to account for OIE.

Finally, I implemented the developed tool to jointly invert multi-source EM responses

estimated from island observatory and satellite data and obtained local 1-D conductivity

profiles from crust to the upper mantle, including the mantle transition zone, beneath

three island observatories. Revealed conductivity profiles indicate plume-like structures
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beneath Tristan da Cunha and Oahu (Hawaii) islands. Besides, the recovered conduc-

tivity profiles imply oceanic lithosphere of different thicknesses beneath each island,

confirming an age’s progressive thickening of oceanic lithosphere.
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Zusammenfassung

Die Bestimmung der physikalischen Eigenschaften des Erdinneren in ozeanischen Regio-

nen stößt auf breites Interesse in den Geowissenschaften. Die seismische Tomographie hat

bereits eine Vielzahl globaler dreidimensionaler (3-D) Geschwindigkeitsmodelle bereitge-

stellt. Allerdings ist die Interpretation dieser Modelle hinsichtlich thermodynamischer

und kompositorischer Parameter oft unsicher. Ein alternativer Ansatz zur direkten Un-

tersuchung der physikalischen Eigenschaften der Erde ist die elektromagnetische (EM)

Methode, die die elektrischen Leitfähigkeitsstrukturen der Erde aufzeigt. Die elektrische

Leitfähigkeit liefert eine Fülle von Informationen über den thermischen und Zusam-

mensetzungszustand des Erdinneren, da sie sehr empfindlich auf Fraktionen leitfähiger

Phasen wie Flüssigkeiten und Teilschmelzen reagiert. Eine Datenquelle zur Untersuchung

der ozeanischen Leitfähigkeitsverteilung sind Magnetfeldvariationen, die an geomagneti-

schen Observatorien auf Inseln gemessen wurden. Aus diesen Daten kann man Folgendes

abschätzen: a) magnetotellurische (MT) Tipper, die invertiert werden können, um die re-

lativ flachen Erdstrukturen zu untersuchen, und b) geomagnetische Tiefensondierungs-

(GDS) Transferfunktionen (TFs) mit längerer Periode, die zur Sondierung invertiert

werden können die tieferen Strukturen der Erde. Normalerweise wird die Analyse von

Kippern in kartesischer Geometrie durchgeführt, während die Analyse von GDS TFs in

sphärische Geometrie durchgeführt wird. Die Herausforderung dabei ist, dass sowohl die

MT- als auch die GDS-Antworten an Inselobservatorien durch die Auswirkungen des seit-

lichen Leitfähigkeitskontrasts zwischen Land und Ozean (Ozean-Induktionseffekt; OIE)

stark verzerrt werden können, was – durch Modellierung – so genau wie möglich berück-

sichtigt werden sollte möglich. Außerdem werden die Inselkipper und GDS TFs bisher

separat invertiert, was zu einer reduzierten vertikalen Auflösung der geborgenen Modelle

führt.

Die Hauptziele dieser Arbeit sind dreifach: (a) Entwicklung von 3-D EM Vorwärtsmo-

dellierungswerkzeugen zur effizienten und genauen Berechnung von Insel-MT-Kippern

und GDS-Antworten; (b) Entwicklung eines Tools zur gleichzeitigen Invertierung von

MT- und GDS-TFs; und (c) lokale Leitfähigkeitsverteilungen unter Inseln einschränken
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und versuchen, die laterale Variabilität der gewonnenen Leitfähigkeitsmodelle zu erklä-

ren.

In Bezug auf Berechnungen von GDS-Antworten habe ich ein Global-to-Cartesian

(G2C) 3-D-EM-Vorwärtsmodellierungstool entwickelt und validiert, das auf einem An-

satz mit verschachtelten Integralgleichungen (IE) basiert. Bei diesem Ansatz wird die

IE-Modellierung in Kugelgeometrie zuerst auf dem gesamten Globus unter Verwendung

eines groben Gitters durchgeführt, und dann werden die Ergebnisse in der interessieren-

den Region verfeinert, indem Berechnungen in kartesischer Geometrie in einem kleineren

Bereich und auf einem dichteren Gitter durchgeführt werden. In der letzten Phase werden

die im vorherigen Schritt erhaltenen Modellierungsergebnisse genutzt. Es erlaubte mir,

GDS TFs in den Problemstellungen zu berechnen, die hochdetaillierte lateral-variable

Bathymetrie erfordern – eine Entität, die die Stärke und räumliche Struktur von OIE

steuert. Ich habe (Langzeit-)GDS-Antworten an zwei geomagnetischen Observatorien

der Insel (Cocos-Keeling und Honolulu) berechnet, indem ich verschiedene ausnutzte –

von relativ grob, 1◦ × 1◦, bis zu immens fein, 0.01◦ × 0.01◦ – seitliche Gitter und zei-

gen, dass sehr lokale Bathymetrievariationen die GDS-Antworten in Zeiträumen von bis

zu 20 Tagen wesentlich beeinflussen. Außerdem ermöglicht die hochauflösende Model-

lierung mit dem G2C-Tool die Erklärung des anomalen Verhaltens der experimentellen

GDS-Antworten auf den Inselobservatorien.

Für Berechnungen von MT-Kippern habe ich ein Cartesian-to-Cartesian (C2C) 3-D-

EM-Vorwärtsmodellierungstool entwickelt, das ebenfalls auf einem verschachtelten IE-

Ansatz basiert. Eine wichtige Neuerung des Tools, die es vom G2C-Tool unterscheidet,

ist die Entwicklung eines “Rim-Domain” Konzepts, das die Leistung des mehrfach ver-

schachtelten IE-Ansatzes weiter verbessert. Ich habe das C2C-Tool sowohl auf idealisierte

als auch auf realistische 3-D-Leitfähigkeit verifiziert Modellen und demonstrierte seine

Effizienz und Genauigkeit.Insbesondere gelang es mir, experimentelle Tipper am Obser-

vatorium Gan (auf der südlichsten Insel des Malediven-Archipels) zu reproduzieren, was

eine Modellierung mit sehr feinen Maschen erforderte.

Außerdem habe ich – basierend auf den oben diskutierten Tools – ein Quasi-1D-

Tool entwickelt, um gleichzeitig EM-Antworten aus mehreren Quellen zu invertieren,

einschließlich MT-Tipper (mit Perioden im Bereich von wenigen Minuten bis 3 Stun-
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den), Solar Quiet (Sq) global-to-local (G2L) TFs (mit Zeiträumen von 6 Stunden bis 24

Stunden) ionosphärischen Ursprungs und magnetosphärische globale Q-Antworten (mit

Zeiträumen von einigen Tagen bis zu einigen Monaten). Beachten Sie, dass der Begriff

“quasi"verwendet wird, um zu betonen, dass während 1-D-Inversionen der dreidimensio-

nale (3-D) Vorwärtsmodellierungsoperator aufgerufen wird, um OIE zu berücksichtigen.

Schließlich implementierte ich das entwickelte Tool, um gemeinsam EM-Reaktionen

aus mehreren Quellen zu invertieren, die aus Inselobservatoriums- und Satellitendaten

geschätzt wurden, und erhielt lokale 1-D-Leitfähigkeitsprofile von der Kruste bis zum

oberen Mantel, einschließlich der Mantelübergangszone, unter drei Inselobservatorien.

Aufgedeckte Leitfähigkeitsprofile weisen auf wolkenähnliche Strukturen unter den Inseln

Tristan da Cunha und Oahu (Hawaii) hin. Außerdem implizieren die gewonnenen Leitfä-

higkeitsprofile ozeanische Lithosphäre unterschiedlicher Dicke unter jeder Insel, was die

fortschreitende Verdickung der ozeanischen Lithosphäre im Laufe der Zeit bestätigt.
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Chapter 1

Introduction

1.1 Motivation

The Earth’s mantle provides thermal and mechanical driving forces for plate tecton-

ics, contributing to volcanoes, seafloor spreading, and orogeny. One technique that has

reached a level of maturity is seismic tomography. Seismic tomography has already

provided a variety of global three-dimensional (3-D) velocity models. Still, the interpre-

tation of these models in terms of thermodynamics is often uncertain, especially when

it comes to constraints on water content (Fei et al., 2017; Schulze et al., 2018; Buchen

et al., 2018). In addition, it suffers from the inability to separate compositional and

thermal variations effects. An alternative approach is electromagnetic (EM) sounding,

which probes the electrical conductivity distribution of the Earth’s interior. As electrical

conductivity is highly sensitive to temperature and the presence of conductive phases

such as water and melt, it provides a wealth of information on the thermal and compo-

sitional state of the Earth’s interior, helping to understand the Earth’s origin, evolution,

and modern dynamics (Banks, 1969; Kelbert et al., 2009; Yoshino, 2010; Shimizu et al.,

2010; Khan, 2016; Johansen et al., 2019). The Earth’s relatively shallow electrical con-

ductivity structures (from near-surface down to ∼ 200 km) are conventionally studied

with the magnetotelluric (MT) sounding technique. In contrast, deeper structures (from

∼ 200 km down to ∼ 1500 km) are probed with the geomagnetic depth sounding (GDS)

method, both relying on the analysis and interpretation of electromagnetic transfer func-

tions (TFs) in the frequency domain.
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18 Introduction

In general, continents are explored by MT and GDS methods significantly better than

the oceans for two obvious reasons: a) surface observations are tied to islands that are

sparsely scattered; b) seafloor observations are usually logistically as well instrumentally

demanding. Despite the latter challenge, several seafloor MT surveys were performed,

however, the coverage with EM observations in the oceans remains poor. In this context,

the magnetic field data from island geomagnetic observatories is considered a valuable

source of information about marine electrical conductivity structures. However – due to

the very irregular distribution of the island observatories – at most, one can constrain

the one-dimensional (1-D) conductivity structures beneath each observatory and explore

the lateral variability of the recovered 1-D structures.

Previously, EM induction studies at islands primarily relied on the GDS technique

(cf. Khan et al., 2011; Munch et al., 2018; Chen et al., 2020; Simpson et al., 2000; Guzav-

ina et al., 2019). With TFs estimated from these data, one can obtain 1-D conductivity

profiles (beneath specific locations) in the depth range of ∼ 200 – 1500 km.

Samrock & Kuvshinov (2013) demonstrated that island MT tippers relating varia-

tions of vertical and horizontal magnetic field components are sensitive to 1-D conduc-

tivity distributions beneath islands at depths ∼ 0 – 200 km. Morschhauser et al. (2019)

performed “quasi” 1-D inversion of MT tippers estimated from the data at two island

geomagnetic observatories and found significant lateral variability of the recovered 1-D

conductivity profiles. Here the term “quasi” is used to stress that during 1-D inversion,

the 3-D forward modelling operator is invoked to calculate tippers which are large due to

the ocean induction effect (OIE); recall that the OIE originates from lateral conductivity

contrasts between the ocean and land (Parkinson & Jones, 1979; Kuvshinov et al., 2002)

and is mainly governed by local bathymetry in the region of interest.

So far, island GDS and MT TFs were analysed/inverted separately, resulting in a

reduced vertical resolution of the recovered conductivity structures outside the target

depths.

My Ph.D. project aims to constrain the local electrical conductivity structures be-

neath oceans from crust to mantle by a joint inversion of MT and GDS TFs, estimated

from island geomagnetic observatory data. Special attention is paid to as accurate as

feasible accounting for the OIE in island EM TFs. This is achieved by developing the
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Cartesian-to-Cartesian (C2C) and global-to-Cartesian (G2C) 3-D EM forward modelling

tools based on a nested integral equation (IE) approach. These tools allow us to effi-

ciently calculate MT and GDS TFs in the problem setups which require accounting for

high-resolution bathymetry in the vicinity of island observatories. Before outlining the

main goals of my Ph.D. thesis in Section 1.3, I will first – in Section 1.2 – introduce

MT and GDS TFs, which I will use in my work and, in addition, list some recent papers

which show the progress status in MT and GDS studies.

1.2 A brief review of deep electromagnetic studies

Figure 1.1: Concept of EM induction method which is taken from Püthe (2015). The
primary current generates a primary (external, inducing) magnetic field. The primary
magnetic field induces an electric field in the Earth, driving a secondary current. This
secondary current generates a secondary (internal, induced) magnetic field. Measure-
ments conducted above or beneath the Earth’s surface contain primary and secondary
magnetic fields.

The concept of the EM induction method is presented in Figure 1.1. The primary

current in the magnetosphere or ionosphere generates a primary (external, inducing)

magnetic field. The external magnetic field induces an electric field in the conducting

Earth, which drives a secondary current. The secondary current generates a secondary

(internal, induced) magnetic field in the Earth. Based on the measurements above
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or below the Earth’s surface, one can collect both primary and secondary (electrical

and) magnetic fields. Through analyzing the measured signals, one can constrain the

conductivity structures of the Earth’s interior.

Table 1.1: Summary of EM methods that can be used to probe the deep Earth.

Method Magnetotellurics Geomagnetic depth sounding

Source Polar current Ionospheric Sq Magnetospheric
systems/Lightnings current system ring current

Period band 5 min – 3 hours 4 – 24 hours 2 – 180 days
Depth range 0 – ∼ 200 ∼ 200 – ∼ 500 ∼ 500 – ∼ 1500(km)

Data acquisition Observatories/ Observatories/ Observatories/
Temporary stations Temporary stations Satellites

There are mainly two EM methods that can be used to probe deep Earth’s electrical

conductivity structures – the long-period MT technique and the GDS method; see Table

1.1 for details. These two methods rely on analyzing and interpreting EM transfer

functions in the frequency domain. Note, that working with these TFs, one relies on the

solution of Maxwell’s equations in the frequency domain

∇×H = σE + jext,

∇× E = iωµ0H,
(1.1)

where i =
√
−1, E and H are electric and magnetic fields, respectively, jext is the

extraneous current (source), σ is the Earth’s conductivity distribution, ω = 2π/T , T is

the period, and µ0 is the magnetic permeability of free space. Note that displacement

currents are ignored in the considered period range and the Fourier transform convention

e−iωt is adopted.

The TFs, relating various components of the (electric and magnetic) field in the

frequency domain, allow us to obtain information on Earth’s conductivity structures.

Through inverting MT and GDS TFs, one can obtain electrical conductivity distributions

in the Earth’s interiors. A short summary of transfer functions used in MT and GDS

studies is presented in the following section.
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1.2.1 TFs of magnetotelluric method

Magnetotelluric method works with EM field variations with periods shorter than 3

hours. At these periods the source of the EM signals can be well approximated by a

vertically incidenting plane wave. Plane wave approximation allows researchers to intro-

duce MT transfer functions that are either impedances, Z, relating horizontal electric

filed, Eτ , to the horizontal magnetic field, Hτ = (HxHy), as

Eτ (rs, ω) = Z(rs, ω)Hτ (rs, ω), Z(rs, ω) =

Zxx Zxy

Zyx Zyy

 , (1.2)

or/and tippers, T = (Tzx Tzy), relating vertical magnetic field component, Hz, to the

horizontal magnetic field, Hτ , as

Hz(rs, ω) = Tzx(rs, ω)Hx(rs, ω) + Tzy(rs, ω)Hy(rs, ω). (1.3)

Here rs is the observation site and ω is the angular frequency,

Through inverting MT TFs, one can constrain the Earth’s conductivity structures

from near-surface down to approximately 200 km. Nowadays, a great amount of inland

large-scale MT surveys are conducted, revealing substantial 3-D conductivity structures

in many regions of the world, for instance, beneath south Australia (Heinson et al.,

2006; Robertson et al., 2015), central Australia (Selway et al., 2011), northwestern USA

(Bedrosian & Feucht, 2014; Meqbel et al., 2014), north-central USA (Yang et al., 2015),

southeastern USA (Murphy & Egbert, 2017), Southeast China (Zhang et al., 2015; Han

et al., 2021), Southwest China (Bai et al., 2010), North China (Yin et al., 2017) and

contiguous USA Yang et al. (2021).

Besides, more and more seafloor MT surveys are performed (cf. Heinson et al., 1996;

Baba et al., 2010; Suetsugu et al., 2012; Baba et al., 2013, 2017a; Key et al., 2013; Naif

et al., 2013; Matsuno et al., 2020; Blatter et al., 2022), thus stepwise filling the gap in our

knowledge about the subsurface electrical conductivity distribution in the vast oceanic

regions.
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1.2.2 TFs of geomagnetic depth sounding

Conventional GDS studies are mainly based on analyzing magnetic variations with pe-

riods longer than one day, measured at global net of geomagnetic observatories. These

variations are generated by magnetospheric ring current, which is seen (by observer at

Earth’s surface) as spatially simple and described via Y 0
1 , the first zonal spherical har-

monic (SH) in geomagnetic coordinates. Then, the so-called local C-response can be

introduced at a given site as

C(ra, ω) = −a
2

tan θ
Br(ra, ω)

Bθ(ra, ω)
, (1.4)

where a is the mean Earth’s radius, θ is the geomagnetic colatitude of the observation

site, and Br and Bθ are the radial and horizontal components of the magnetic field,

respectively. The complex-valued C-response has a physical dimension of length, whose

real part indicates the depth to which EM field penetrates (Weidelt, 1972). By invert-

ing (long-period) C-responses, one can constrain the Earth’s conductivity structures at

depths ranging from ∼ 500 to ∼ 1500 km.

Based on an inversion of the local C-responses, estimated at a global net of geomag-

netic observatories, several global 3-D mantle conductivity models were built in the last

decade (Kelbert et al., 2009; Semenov & Kuvshinov, 2012; Li et al., 2020). However,

considering the very irregular spatial distribution of the geomagnetic observatories (with

substantial gaps in oceanic regions), the recovery of a cogent 3-D mantle conductivity

distribution beneath oceans from observatory data is probably not feasible. Moreover,

the recovered conductivity distributions at upper mantle depths (< 500 km) are poorly

constrained.

Tighter constraints on the electrical conductivity structures of the Earth’s upper

mantle require the consideration of magnetic field variations at the periods ranging from

a few hours to one day, whose dominating source is ionospheric solar-quiet (Sq) current

system (Yamazaki & Maute, 2017). The Sq current system has a much more complex

spatio-temporal structure compared to the magnetospheric ring current, thus precluding

the usage of the above-discussed local C-response concept. However, one can still esti-

mate the local C-response without prior assumptions about source geometry by using
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the Z:Y-method (Schmucker, 1985; Olsen, 1992, 1998). In this method, the C-response

is given as

C(ra, ω) = − Br(ra, ω)

∇τ ·Bτ (ra, ω)
, (1.5)

where ∇τ · Bτ is the angular part of the divergence of the horizontal magnetic field.

However, the need to estimate the local angular derivatives of the horizontal magnetic

field makes the method generally impractical.

An alternative approach to account for the complex spatio-temporal structure of the

source is to estimate the so-called global-to-local (G2L) transfer functions. The concept

of G2L TFs was initially proposed to account for the non-zonal contributions to the

magnetospheric ring current. These TFs relate a set of SH expansion coefficients (εmn )

describing the source to various locally measured EM field components. For instance,

for the vertical component, one can write (Püthe et al., 2015; Guzavina et al., 2019)

Br(rs, ω) =
∑

n,m∈L(ω)

εmn (ω)Tmn (rs, ω), (1.6)

where L(ω) specifies a subset of SH for each period. For each ω, one first determines

εmn from horizontal magnetic field components measured at the global network of ob-

servatories assuming a prior 3-D conductivity Earth. Then, the corresponding Tmn are

estimated by relating the local vertical magnetic field component with the estimated

source coefficients εmn .

1.3 Outline of the thesis

My thesis pursued four main goals: a) development of a global-to-Cartesian (G2C) 3-

D EM forward modelling tool – which is based on a nested integral equation (NIE)

approach – to calculate GDS responses/transfer functions efficiently; b) development of

a Cartesian-to-Cartesian (C2C) 3-D EM forward modelling tool – based, also, on the

NIE approach – to compute MT responses, again, efficiently; c) development of a tool

to jointly invert MT and GDS responses/transfer functions using G2C and C2C solvers

and stochastic optimization approach; d) ultimately implementation of the developed

inversion tool to constrain the local 1-D conductivity structures beneath islands from
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crust to mantle.

The structure of the thesis is as follows. Chapter 2 presents the details of the G2C

tool. Using the G2C tool, I computed the long-period responses at two island (Cocos-

Keeling and Honolulu) geomagnetic observatories by exploiting different – from relatively

coarse 1◦ × 1◦ to very fine 0.01◦ × 0.01◦ – lateral grids, and demonstrate that very local

bathymetry variation substantially influence the GDS responses at periods as long as

20 days. Furthermore, using the responses computed at 0.01◦ × 0.01◦ grid, new 1-D

conductivity models beneath considered islands were obtained, and remarkable agree-

ment between modelled and experimental (i.e. estimated from the data) responses was

observed. In particular, the anomalous behaviour of experimental C-responses at the

Cocos-Keeling observatory was reproduced.

Chapter 3 presents the details of the C2C tool. The developed tool was used to

calculate the MT tippers at observatory Gan, located on the southernmost island of the

Maldives archipelago. The modelled tippers were compared with observed MT tippers,

and, again, a remarkable agreement between modelled and experimental responses was

achieved.

Chapter 4 describes the quasi-1D joint inversion tool based on a stochastic approach,

as well as its application to constrain the local 1-D conductivity structures beneath

three geomagnetic observatories, located at Tristan da Cunha (INTERMAGNET code

of observatory: TDC), Oahu (INTERMAGNET code of observatory: HON), and Cocos-

Keeling (INTERMAGNET code of observatory: CKI) islands. Revealed conductivity

profiles indicate a conductive upper mantle beneath Tristan da Cunha and Oahu is-

lands. Besides, the recovered conductivity profiles reveal oceanic lithosphere of different

thicknesses beneath each island, confirming an age’s progressive thickening of oceanic

lithosphere.

The thesis also includes four Appendices that provide further details on the main text

results. Appendix A presents the results of two numerical tests aimed at verifying the

proposed global-to-Cartesian 3-D EM forward problem modelling approach discussed

in Chapter 2. Appendix B details the numerical implementation of the nested C2C

approach. Appendix C presents actual values for the depths to the top of each layer,

thicknesses, conductivities, and 95 % confidence intervals of the layered 1-D conductivity
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profiles which were recovered beneath three island geomagnetic observatories. Appendix

D outlines the stochastic optimization approach, named Covariance Matrix Adaptation

Evolution Strategy, adopted to solve the quasi-1D inversion problem.



Chapter 2

Global-to-Cartesian three-dimensional

electromagnetic modeling using a

nested integral equation approach

The content of this chapter was published as: Chen, C., Kruglyakov, M., & Kuvshinov,

A. 2020. A new method for accurate and efficient modeling of the local ocean induction

effects. Application to long-period responses from island geomagnetic observatories.

Geophysical Research Letters, 47(8), e2019GL086351 (doi: 10.1029/2019GL086351).

Summary

There is significant interest in constraining mantle conductivity structure beneath oceans.

One data source to probe oceanic mantle conductivity structure is magnetic fields mea-

sured at island observatories. From these data, local electromagnetic (EM) responses are

estimated and then inverted in terms of conductivity. However, island responses may

be strongly distorted by the ocean induction effect (OIE) originating from conductivity

contrasts between ocean and land. Insufficiently accurate accounting for OIE may lead

to wrong interpretation of the responses. OIE is generally modeled by global simulations

using relatively coarse grids to represent bathymetry. In this chapter, I explore whether

very local bathymetry influences island responses. To address this question, a method-

ology for efficient modeling of effects of bathymetry of any resolution was developed.

26
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On an example of two island observatories, I demonstrate that small-scale bathymetry

dramatically influences the responses. Using new methodology, new conductivity mod-

els beneath considered islands and observe remarkable agreement between modeled and

experimental responses were obtained.

2.1 Introduction

Determining the three-dimensional (3-D) distribution of physical properties in Earth’s

mantle attracts widespread interest in the geosciences. Seismic tomography provides

a variety of global 3-D velocity models, but the interpretation of seismic velocities in

terms of thermodynamics is often uncertain, especially when it comes to constraints

on water content (Karato & Wang, 2013; Fei et al., 2017; Schulze et al., 2018; Buchen

et al., 2018). An alternative way to probe the Earth’s mantle is by means of Geomag-

netic Depth Sounding (GDS), which exploits magnetic field variations of magnetospheric

and/or ionospheric origin to constrain the electrical conductivity structure at depth.

From these data, local GDS responses (cf. Banks (1969)) are estimated and then in-

verted in terms of conductivity. Since conductivity is sensitive to temperature, hydrogen

content, and the presence of melt (Yoshino, 2010; Karato, 2011; Karato & Wang, 2013;

Yoshino & Katsura, 2013; Khan, 2016), mapping this property constrains the chemistry

and physical state of the mantle. GDS mostly relies on the data coming from a global net-

work of geomagnetic observatories. However, bearing in mind the very irregular spatial

distribution of the geomagnetic observatories (with substantial gaps in oceanic regions),

the recovery of a cogent 3-D mantle conductivity model beneath oceans from observatory

data is probably not feasible. At most, one can decipher local one-dimensional (1-D)

conductivity profiles beneath island observatories and explore lateral variability of the

recovered 1-D mantle structures. The challenge here is that the GDS responses at island

observatories may be strongly distorted by the effects from lateral conductivity contrast

between land and ocean (the ocean induction effect; OIE) (Parkinson & Jones, 1979;

Kuvshinov et al., 2002), which in its turn may lead to misinterpretation of the results, if

OIE is not accurately enough accounted or corrected for. Over the last decade, a number

of GDS studies were carried out with the goal of constraining 1-D conductivity distribu-

tions beneath coastal and island geomagnetic observatories (Khan et al., 2011; Munch
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et al., 2018; Guzavina et al., 2019). The OIE was modeled in these papers using a global

3-D EM forward modeling code X3DG (Kuvshinov, 2008) which is based on an integral

equation (IE) approach, and is benchmarked in a number of publications (Yoshimura

& Oshiman, 2002; Kelbert et al., 2014; Velímskỳ et al., 2018, among others). Due to

the high computational costs of global 3-D forward simulations, relatively coarse lateral

grids (with at best 0.25◦ × 0.25◦ resolution) were used to represent the OIE. However,

the pronounced disagreement between modeled and observed (i.e. estimated from the

data) GDS responses detected by Munch et al. (2018) at a number of island observatories

raises the question of whether this discrepancy is due to very local bathymetry which is

not accounted for in “coarse grid” modeling.

To address this question, a global-to-Cartesian (G2C) electromagnetic (EM) forward

modeling methodology (described in Section 2.2) was developed, which also exploits the

IE approach but allows to efficiently calculate the EM responses in the problem setups

requiring highly detailed bathymetry in the (local) region of interest. In Section 2.3, I

compute long-period responses at two island (Cocos-Keeling and Honolulu) geomagnetic

observatories by exploiting different – from rather coarse 1◦×1◦ to very fine 0.01◦×0.01◦

– lateral grids, and demonstrate that very local bathymetry variations substantially

influence the GDS responses at periods as long as 20 days. By using the responses

computed at 0.01◦×0.01◦ grid, new 1-D conductivity models beneath considered islands

were obtained and remarkable agreement between modeled and experimental responses

was observed. In particular, the anomalous behavior of responses at Cocos-Keeling

observatory was reproduced. Finally, in Section 2.4, I summarize the findings of this

work, and discuss the potential ways to better constrain conductivity distribution in

oceanic mantle.
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2.2 Methods

2.2.1 Conventional IE approach

In the frequency domain and for a given 3-D conductivity model of the Earth, σ, and a

given source, jext, the electric, E, and magnetic, H, fields obey Maxwell’s equations:

∇×H(r) = σ(r)E(r) + jext(r), (2.1)

∇× E(r) = iωµ0H(r), (2.2)

where i =
√
−1, µ0 is the magnetic permeability of free space and ω angular fre-

quency. For global (spherical) and local (Cartesian) problem setups, r = (r, θ, φ), and

r = (x, y, z), respectively. Displacement currents are neglected in the considered period

range, and the Fourier transform convention e−iωt is adopted. Note, that hereinafter the

dependence of the fields on ω is omitted but implied.

Within an IE approach, eqs (2.1)-(2.2) are reduced to the IE with respect to the

electric field:

E(r)−
∫
V 1

Ĝej
1D(r, r′)∆σ(r′)E(r′)dv′ = E0(r), r ∈ V 1, (2.3)

where V 1 is the region in which ∆σ = σ−σ0 6= 0, σ0 is the background 1-D conductivity

distribution, E0 the background electric field, and Ĝej
1D the “electric” dyadic Green’s

tensor (Kuvshinov & Semenov, 2012; Kruglyakov & Bloshanskaya, 2017).

After solving eq. (3.9), the electric and magnetic fields at any location r are calculated

as:

E(r) = E0(r) +

∫
V 1

Ĝej
1D(r, r′)∆σ(r′)E(r′)dv′, (2.4)

H(r) = H0(r) +

∫
V 1

Ĝhj
1D(r, r′)∆σ(r′)E(r′)dv′, (2.5)

where H0 is the background magnetic field, and Ĝhj
1D is the “magnetic” dyadic Green’s

tensor. Similarly as for the fields, the dependence of Green’s tensors on ω is omitted but

implied.

In the most of IE solvers, 1-D or 2-D fast Fourier transforms (FFT) are used to
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significantly decrease computational loads while performing the integration. For global

simulations (invoking spherical geometry) the complexity is of order O(NφN
2
θN

2
r ), where

Nφ, Nθ andNr are the number of cells in the φ-, θ- and r-directions, respectively. In

local simulations (invoking Cartesian geometry) the complexity is of O(NxNyN
2
z ), where

Nx, Ny andNz are the number of cells in the x-, y- and z-directions. The usage of

FFT requires a uniform grid in one (for global problem setups) or in two (for local

problem setups) lateral directions. Due to the global nature of the sources which are

responsible for GDS magnetic field variations, the OIE is generally modeled by means

of global 3-D EM simulations. However, in order to simulate effects from small-scale

bathymetry, global simulations based on a FFT-based IE approach require prohibitively

high computational loads. The next section explains how this problem can be alleviated

by using a nested IE approach which couples global (spherical) and local (Cartesian)

simulations.

2.2.2 Global-to-Cartesian (G2C) approach

Projec�on

Spherical coordinates

Cartesian coordinates

V1

V2

V2

Figure 2.1: Setup for the global-to-Cartesian approach. V 1 is discretized by a coarse
grid in spherical coordinates and V 2 is discretized by a fine grid in Cartesian coordinates.

The idea behind the approach is as follows. The whole (global) modeling domain,

V 1, is divided into two parts: a local domain of interest, V 2, and its complement, V 1/V 2,

as shown in Figure 2.1. Then eq. (3.9) can be rewritten as:

E(r)−
∫
V 2

Ĝej
1D(r, r′)∆σ(r′)E(r′)dv′ = E0(r) +

∫
V 1/V 2

Ĝej
1D(r, r′)∆σ(r′)E(r′)dv′, r ∈ V 2.(2.6)
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This equation is a basis of the G2C approach. Specifically, V 1 is discretized by a coarse

grid, and a global IE solver is utilized to compute “global” fields, E(g) and H(g), in V 1.

Here, the X3DG code is used to compute E(g) and H(g). Then, V 2 is discretized by a

fine grid, and a Cartesian IE solver is exploited to compute “Cartesian” fields, E(C) and

H(C) in V 2. In particular, eq. (2.6) for E(C) reads:

E(C)(r)−
∫
V 2

Ĝ
ej(C)
1D (r, r′)∆σ(C)(r′)E(C)(r′)dv′ = PC

g

[
E

(g)
0 (r) + Eadd(g)(r)

]
, r ∈ V 2.(2.7)

After solving eq. (2.7), the electric field is calculated at any location r ∈ V 2 as:

E(C)(r) = PC
g

[
E

(g)
0 (r) + Eadd(g)(r)

]
+

∫
V 2

Ĝ
ej(C)
1D (r, r′)∆σ(C)(r′)E(C)(r′)dv′, (2.8)

where

Eadd(g)(r) =

∫
V 1/V 2

Ĝ
ej(g)
1D (r, r′)∆σ(g)(r′)E(g)(r′)dv′. (2.9)

The magnetic field at any location r ∈ V 2 is calculated similarly. Here, the quantities

with superscripts (g) and (C) denote those calculated using global and Cartesian IE

solvers, respectively, and operator PC
g projects the fields from a global (coarse) grid to a

Cartesian (fine) grid. In the implementation of G2C approach, the Mercator projection is

exploited; for further details on this projection the reader is referred to Snyder (1982) and

Grayver et al. (2019). In this approach, the PGIEM2G code (Kruglyakov & Kuvshinov,

2018) is adopted to compute E(C) and H(C). The results of numerical tests on a 1-D

layered Earth model and a North-South hemisphere model, aimed to verify the developed

G2C approach, are summarized in Appendix A. It is relevant to note here that for

simplicity of explanation only the above mentioned two-step strategy is discussed, but

the concept can be readily generalized to include multiple (nested) steps.

2.3 Results

Two geomagnetic observatories located at Cocos-Keeling (Intermagnet code of observa-

tory: CKI) and Oahu (Intermagnet code: HON) islands, shown in Figure 2.2(b), are

chosen to study the OIE in long-period responses.
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Figure 2.2: (a) 1-D conductivity profiles beneath CKI and HON observatories obtained
by Munch et al. (2018), (b) conductance of the surface thin shell used in global modeling
and locations of CKI and HON observatories, and (c) local conductance distributions
(of resolution 0.01◦ × 0.01◦) in a vicinity of CKI and HON observatories.

2.3.1 Modeling island responses

I analyze the magnetic field variations in the period range between a few days and a few

months. There is a common consensus that these variations are due to a magnetospheric

(ring current) source and are described via Y 0
1 , the first zonal spherical harmonic in
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geomagnetic coordinates. Assuming this geometry, one can determine the so-called local

C-responses as (Banks, 1969):

C1(ra, ω) = −a
2

tan θ
Br(ra, ω)

Bθ(ra, ω)
, (2.10)

where a is the mean Earth’s radius, and ra = (a, θ, φ). To explore OIE in the responses,

a conductivity model, which consists of a 1-D mantle overlaid by a surface thin shell of

known laterally-variable conductance, is used. For the periods considered in this study

– from 2.9 days to 83.2 days – the penetration depth varies approximately from 400 km

to 1200 km, which is much larger than the depth of the oceans; thus, the surface thin

shell of laterally-variable conductance is an adequate approximation of the nonuniform

distributions of conductive oceans and resistive landmasses which are responsible for the

OIE. To verify this, I calculated the responses in full 3-D models (not shown in this

Chapter) and observed only negligible difference in the results. Global (shown in Figure

2.2b) and local (shown in Figure 2.2c) conductance distributions are constructed using

bathymetry data from the ETOPO1 Global Relief Model (Amante & Eakins, 2009),

which has 0.016◦× 0.016◦ (arcmin) resolution. The land and seawater conductivities are

set as 0.02 S/m and 3.2 S/m, respectively. The lateral variations of seawater conductivity

is ignored with the assumption that at considered periods the effects from such variations

are small compared to those originating from conductivity contrasts between the ocean

and land. In the course of G2C modeling, a 8◦ × 8◦ region is set as the local domain

of fine grid simulations. I notice here that the lateral size of the local domain should

be large enough to account for details of the bathymetry in the vicinity of observation

site, but at the same time should be sufficiently small to minimize distortions from the

projection. Actual size of the local domain (8◦ × 8◦) is justified by using the trial and

error approach. The resolution of the conductance during the global modeling was fixed

to 1◦ × 1◦, whereas during G2C simulations I varied the cell sizes in the local domain

which correspond to the conductance resolutions of 1◦ × 1◦, 0.3◦ × 0.3◦, 0.1◦ × 0.1◦,

0.02◦ × 0.02◦ and 0.01◦ × 0.01◦.

As for 1-D mantle profile which underlay the surface shell, it varied during simulations

depending on which observatory was considered. 1-D conductivity profiles beneath CKI

and HON observatories (shown in Figure 2.2a) were obtained by Munch et al. (2018)
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through quasi 1-D inversion of the corresponding experimental local C-responses. Here

the term “quasi” is used to stress the fact that during 1-D inversion the 3-D forward

modeling operator was exploited by Munch et al. (2018) to account for OIE.
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Figure 2.3: Modeled C-responses at CKI observatory. Responses are computed by
X3DG using global conductance distribution of 1◦× 1◦ resolution, by the G2C approach
using cell sizes in the local domain corresponding to conductance distributions of reso-
lutions of 1◦ × 1◦, 0.1◦ × 0.1◦, 0.02◦ × 0.02◦ and 0.01◦ × 0.01◦, and by PGIEM2G only
considering the local domain. 1-D profile from Munch et al. (2018) is used during the
modeling.

Figure 2.3 presents real and imaginary parts of the modeled C-responses at CKI

observatory. The responses calculated by global and G2C approaches using the same,

1◦ × 1◦ resolution of conductance distribution, match well as expected. Small difference

in the results at shorter periods is attributed to different numerical algorithms used

in X3DG and PGIEM2G to solve the corresponding IE. Increase of resolution during

G2C simulations from 1◦ × 1◦ through 0.1◦ × 0.1◦ to 0.02◦ × 0.02◦ leads to significant

changes in the responses, especially in the imaginary part, and overall at periods shorter

than 20 days. Further increase of resolution up to 0.01◦ × 0.01◦ change, however, the

results rather insignificantly, in spite of the fact that 0.02◦ × 0.02◦ and 0.01◦ × 0.01◦

conductance distributions differ by construction. Two remarks are relevant at this point.

First, the resolution as fine as 0.01◦ × 0.01◦ is invoked in order to reproduce the actual

distribution of conductance around this very small island which is only a few kilometers

in size. Second, using finer than 0.01◦ × 0.01◦ resolution during G2C modeling does not

make sense since our conductance distributions are constructed using bathymetry model
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ETOPO1 which has a resolution of 0.016◦ × 0.016◦. Summing up, I can state that for

this island the conductance distributions of 0.02◦×0.02◦ or 0.01◦×0.01◦ resolution have

to be exploited in order to accurately account for the ocean induction effect.

However, for the relatively large islands, seemingly there is no need for such high-

resolution modeling to account for the OIE in local C-responses, at least in the considered

period range (from a few days to a few months). Figure 2.4 illustrates this fact. It

presents the modeled C-responses at HON observatory. It is seen that the responses

change insignificantly when the conductance resolution in the model is finer than 0.3◦×

0.3◦. I argue that for the HON observatory conductance distribution of 0.3◦ × 0.3◦

resolution is sufficient to model OIE. Note, that other possible reason that different

resolutions are needed for accurate modeling OIE at different islands is the distance

between the observatory site and coast; for instance, CKI observatory is much closer to

the coast than HON observatory.

One can ask is there a need to account for the distant structures (for instance, nonuni-

form distribution of oceans and continents) during local modeling, or in other words,

whether the term Eadd(g) in eq. (2.8) is indeed important? To address this question, I

set Eadd(g) to zero and calculate C-responses (blue squares in Figures 2.3 and 2.4) using

0.01◦× 0.01◦ conductance resolution. It is seen that neglecting this term leads to rather

different results. Thus, I conclude that both global and local structures must be taken

into account.

2.3.2 Obtaining new 1-D profiles beneath CKI and HON obser-

vatories

As it was discussed in Introduction, Munch et al. (2018) estimated long-period C-

responses at a global net of geomagnetic observatories and performed their quasi 1-D

inversion using the model which incorporated the surface shell with conductance dis-

tribution of 1◦ × 1◦ resolution. They detected the pronounced disagreement between

modeled and experimental C-responses at a number of island observatories, including

CKI observatory. Moreover, Munch et al. (2018) observed anomalous behaviour of imag-

inary part of the experimental CKI responses, namely change of sign at shorter periods,

which they failed to reproduce. The model study described in previous section clearly
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Figure 2.4: Modeled C-responses at HON observatory. Responses are computed by
X3DG using global conductance distribution of 1◦× 1◦ resolution, by the G2C approach
using cell sizes in the local domain corresponding to conductance distributions of reso-
lutions of 1◦× 1◦, 0.3◦× 0.3◦, and 0.01◦× 0.01◦, and by PGIEM2G only considering the
local domain. 1-D profile from Munch et al. (2018) is used during the modeling.

demonstrate that this anomalous behavior is imitable if one uses during simulations the

conductance distributions of finer resolution (cf. right plot in Figure 2.3). This result

motivated me to invert C-responses obtained at CKI (and HON) observatories using

“surface shell” models with as fine as practicable resolution of conductance distribution

in a vicinity of observation sites. New 1-D conductivity models beneath these two islands

were obtained as follows. I took 1-D profiles for CKI and HON obtained by Munch et al.

(2018) and computed C-responses in the models with and without surface shell, denoted

by C1D+shell and C1D, respectively. Computation of C-responses in the model with the

surface shell was performed using G2C approach and exploiting local conductance dis-

tribution of 0.01◦ × 0.01◦ resolution. Further I corrected the observed (i.e. estimated

from the data) C-responses following the correction scheme of Kuvshinov et al. (2002)

Cobs,corr(ra, ω) = Cobs(ra, ω) · C1D(ra, ω)

C1D+shell(ra, ω)
. (2.11)

Corrected responses were then inverted in terms of 1-D conductivity distribution. An in-

version exploited Gauss-Newton optimization method as applied to a function consisting

of the data misfit and regularization term. The regularization term in the implemen-

tation penalized the deviation of 1-D conductivity distribution from the reference 1-D
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Figure 2.5: Obtained in this study (solid colored lines) and old (dashed colored lines)
1-D conductivity profiles beneath CKI and HON observatories. Black line depicts global
1-D profile from Grayver et al. (2017).

model which was taken from Grayver et al. (2017). Their model was obtained by joint

inversion of satellite-detected tidal and magnetospheric signals and is believed to rep-

resent globally averaged 1-D mantle structure beneath the oceans. Old and new 1-D

profiles are shown in Figure 2.5 by dashed and solid colored lines, respectively. One can

see that the new profiles are very different from those obtained by Munch et al. (2018).

At the same time, they are very close to the reference model of Grayver et al. (2017)

at depths 0 - 250 km which is not surprising since the responses at considered periods

have very limited sensitivity to upper mantle structures. At depths 500 - 1200 km both

profiles significantly differ from global 1-D profile of Grayver et al. (2017), moreover they

noticeably differ between each other at depths 900 - 1200 km. It is interesting that the

new 1-D profile beneath HON has a prominent enhancement in conductivity at depths

1000 - 1200 km.

Finally, C-responses were computed in the model with the 0.01◦× 0.01◦ surface shell
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Figure 2.6: Modeled and observed C-responses at CKI observatory. The modeled
responses are calculated by using 1-D profiles from Munch et al. (2018) and obtained
in this study. Both modelings are performed by G2C approach with local conductance
distribution of 0.01◦× 0.01◦ resolution. Observed responses are taken from Munch et al.
(2018). Uncertainties of the observed C-responses are indicated by the error bars.

10 1 10 2

Period, days

600

800

1000

1200

1400

R
ea

l C
, k

m

10 1 10 2

Period, days

-1000

-800

-600

-400

-200

0

200

Im
ag

in
ar

y 
C

, k
m

Munch et al, 2018
This study
Observed

10 1 10 2

Period, days

600

800

1000

1200

1400

R
ea

l C
, k

m

10 1 10 2

Period, days

-1000

-800

-600

-400

-200

0

200

Im
ag

in
ar

y 
C

, k
m

Munch et al, 2018
This study
Observed

Figure 2.7: As in Figure 2.6, but for HON observatory.

and new 1-D mantle conductivity profiles underneath. Remarkably, modeled responses

match very well (within the experimental uncertainties) with the observed responses for

all considered periods and for both, real and imaginary, parts of the responses (cf. Figures

2.6 and 2.7). In particular, I succeeded to quantitatively reproduce anomalous behavior

(change of sign) of imaginary part of C-response at CKI observatory. In contrast, the

modeled responses obtained in the model with the 0.01◦×0.01◦ surface shell but with the

old 1-D mantle conductivity profiles underneath differ much from the observed responses.
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2.4 Conclusions

In this Chapter, I revisit the ocean induction effect in long-period GDS responses at

island observatories. A global-to-Cartesian (G2C) EM modeling methodology based on

a nested IE approach is proposed to efficiently and accurately account for the effects

from very local bathymetry. Two island, Cocos-Keeling and Honolulu, geomagnetic

observatories, are chosen to study bathymetry effects in the local C-response. Numerical

experiments demonstrate that very local bathymetry may dramatically influence the

results, illustrating the importance of using high-resolution bathymetry when computing

C-responses at island observatories.

By using G2C methodology, I obtain new 1-D conductivity models beneath con-

sidered islands and observe remarkable agreement between modeled and experimental

responses. In particular, I succeeded to reproduce anomalous behavior of the responses

at Cocos-Keeling observatory. An interpretation of the obtained models and their fur-

ther adjustment including uncertainty quantification is beyond the scope of this work,

but will be the subject of future work. Furthermore, by combining long-period responses

with global-to-local Sq transfer functions (Guzavina et al., 2019) and magnetotelluric

tippers (Morschhauser et al., 2019), nested IE-based inversion would provide an oppor-

tunity to probe the electrical structure of the oceanic mantle throughout its full depth

range, which will be presented in Chapter 4.



Chapter 3

Cartesian-to-Cartesian

three-dimensional electromagnetic

modeling using a nested integral

equation approach

The content of this chapter was published as: Chen, C., Kruglyakov, M., & Kuvshi-

nov, A. 2021. Advanced three-dimensional electromagnetic modeling using a nested

integral equation approach. Geophysical Journal International, 226(1): 114-130 (doi:

10.1093/gji/ggab072).

Summary

Most of the existing three-dimensional (3-D) electromagnetic (EM) modeling solvers

based on the integral equation (IE) method exploit fast Fourier transform (FFT) to

accelerate the matrix-vector multiplications. This in turn requires a laterally-uniform

discretization of the modeling domain. However, there is often a need for multi-scale

modeling and inversion, for instance, to properly account for the effects of non-uniform

distant structures, and at the same time, to accurately model the effects from local

anomalies. In such scenarios, the usage of laterally-uniform grids leads to excessive

computational loads, both in terms of memory and time. To alleviate this problem,

40
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I developed an efficient 3-D EM modeling tool based on a multi-nested IE approach.

Within this approach, the IE modeling is first performed at a large domain and on a

(laterally-uniform) coarse grid, and then the results are refined in the region of interest

by performing modeling at a smaller domain and on a (laterally-uniform) denser grid.

At the latter stage, the modeling results obtained at the previous stage are exploited.

The lateral uniformity of the grids at each stage allows to keep using the FFT for the

matrix-vector multiplications. In addition, I proposed a “rim domain” concept to further

improve the performance of the multi-nested IE approach. I verify the developed tool

on both idealized and realistic 3-D conductivity models, and demonstrate its efficiency

and accuracy.

3.1 Introduction

Electromagnetic (EM) methods in geophysics aim to constrain the electrical conduc-

tivity of the Earth’s interior. Since the conductivity is sensitive to the temperature,

chemical composition and water content, it helps to understand the Earth’s origin, past

evolution and modern dynamics (Yoshino, 2010; Chave & Jones, 2012; Karato & Wang,

2013; Khan, 2016; Johansen et al., 2019). Nowadays, an immense amount of EM data

is available at different scales – from global to local – including the data from a global

network of geomagnetic observatories (St-Louis et al., 2011), low-orbit satellites (Olsen &

Floberghagen, 2018), continental-scale magnetotelluric (MT) surveys (Chopping et al.,

2016; Dong & Li, 2010; Schultz, 2010), as well as from numerous regional and local EM

field campaigns around the world. Most of the modern data sets require an interpreta-

tion in terms of three-dimensional (3-D) conductivity models. To perform credible and

comprehensive interpretation, robust and efficient 3-D EM modeling tools are of vital

importance.

There are four basic numerical simulation techniques for computing the frequency-

domain EM fields and responses in the 3-D Earth’s conductivity models, namely finite

difference (FD) (Mackie et al., 1994; Newman & Alumbaugh, 2002; Egbert & Kelbert,

2012; Varilsuha & Candansayar, 2018; Dong & Egbert, 2019; Li et al., 2019b), finite

element (FE) (Mogi, 1996; Key & Weiss, 2006; Farquharson & Miensopust, 2011; Ren

et al., 2013a; Grayver & Kolev, 2015; Li et al., 2019a), finite volume (FV) (Haber & As-
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cher, 2001; Haber & Ruthotto, 2014; Jahandari & Farquharson, 2014; Han et al., 2018),

and integral equation (IE) (Avdeev et al., 2002a; Hursan & Zhdanov, 2002; Koyama

et al., 2008; Singer, 2008) methods. The solvers based on FD, FE, and FV methods have

the advantage that they generate a sparse system of linear equations, and non-uniform

grids can be adopted to approximate complicated structures, for instance, topography

and bathymetry. However, these solvers require a discretization of the volume which

is much larger than the volume occupied by the 3-D anomalies under consideration.

Moreover, the generated system of linear equations is usually poorly conditioned, thus

requiring pre-conditioning. In contrast, the solvers based on the IE method only need a

discretization of 3-D anomalies, which eventually leads to a smaller (but dense) matrix.

Moreover, combined with the contraction operator (Pankratov & Kuvshinov, 2016), the

IE technique generates a well-conditioned system of linear equations, which can be effec-

tively solved by using iterative methods. In this chapter, I report the progress in further

advancing the numerical tools based on the IE method, confining, however, to the flat

Earth (Cartesian geometry) problem setups.

As mentioned before, the drawback of IE method is that it generates a dense ma-

trix, which leads to a large computational complexity. This means that the IE method

requires prohibitive computational loads if dealing with large-scale (in terms of the num-

ber of unknowns) problems. In the past several decades, significant efforts have been

undertaken to improve the performance of the IE method. For instance, the matrix

decomposition (MD) algorithm (Canning, 1989; Sun & Kuvshinov, 2015), fast multipole

method (FMM) (Gumerov & Duraiswami, 2005; Ren et al., 2013b) and fast Fourier trans-

form (FFT) (Avdeev et al., 2002a; Hursan & Zhdanov, 2002; Singer, 2008; Kruglyakov &

Bloshanskaya, 2017, among others) were invoked to accelerate the matrix-vector multi-

plication – one of the core operations in the IE method – as well as to reduce the memory

requirement. The MD method is rather straightforward, but in general is slower than

FMM and FFT algorithms. FMM is relatively fast but intricate in implementation. In

this Chapter, I exploit the FFT approach as a baseline for the improved performance of

the IE method.

When Cartesian geometry is invoked in the IE method, the usage of the two-dimensional

(2-D) fast Fourier transform algorithm in lateral directions tremendously reduces the
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computational loads in terms of both memory and CPU time, but requires a laterally-

uniform grid. However, rather often the researchers encounter situations when the data

interpretation necessitates multi-scale modeling and inversion. For instance, one often

needs to appropriately take into account the effects from inhomogeneous remote struc-

tures, and at the same time to accurately model the effects from local inhomogeneities,

like topography and bathymetry. In this case, the usage of laterally-uniform grids leads

to prohibitively high computational loads even when the 2-D FFT is used. To alleviate

this problem, Nie et al. (2013) and Kamm & Pedersen (2014) applied the pre-corrected

FFT method to use the non-uniform grid in the modeling domain. In their approach, the

nested FFTs are utilized to approximate matrix-vector multiplication when iteratively

solving the system of linear equations (Phillips & White, 1997). Another approach to

address the problem is to work with nested, but still uniformly discretized, domains.

Specifically, modeling is first performed at a large domain and on a coarse grid, and then

the results are refined by performing modeling at a smaller domain and on a finer grid,

exploiting at the latter step the previous “coarser grid” results.

This nested domains approach was discussed in a two-step realization by Avdeev

et al. (2002) and Kuvshinov et al. (2005) as applied to the induction logging and global

EM induction problems, respectively. However, both studies presented prototype solu-

tions rather than usable tools. In Chapter 2, I developed a two-step nested IE-based

tool (Chen et al., 2020) which combines the global IE (Kuvshinov, 2008) and Cartesian

IE (Kruglyakov & Kuvshinov, 2018) solvers, and allows researchers to efficiently and

accurately model the ocean induction effect in the long-period EM responses. Note that

the global solver works in spherical geometry and thus – in contrast to the Cartesian

case – allows the application of the FFT in one lateral direction only. Inspired by the

successful implementation of the two-step nested IE approach in mixed (spherical and

Cartesian) geometries, in this chapter, I present a nested IE-based modeling tool that

exclusively works in the flat (Cartesian) Earth’s models. In contrast to aforementioned

(two-step) solutions, this tool may include multiple steps thus allowing recursively an

increase in detail of the model in the region of interest. Moreover, I introduce in this

chapter a new, “rim domain” concept, which further improves the efficacy of the nested

IE approach.
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The structure of this chapter is as follows. Section 3.2 presents the theoretical aspects

of IE in both conventional and nested versions. Section 3.3 provides the implementation

details of a nested IE approach. Section 3.4 discusses the verification of the developed

tool on an example of two 3-D conductivity models. Section 3.5 summarizes the results

of the work and discusses the potential directions of the future work. Further details on

the numerical implementation of the nested approach are presented in Appendix B.

3.2 Theory

3.2.1 Conventional IE method

The frequency-domain electric and magnetic fields, E and H, induced by the impressed

(extraneous) current, jimp, obey Maxwell’s equations

∇×H = σE + jimp, (3.1)

∇× E = iωµ0H. (3.2)

Here σ(r) stands for a three-dimensional conductivity distribution in a model Earth,

r = (x, y, z) denotes a right-handed Cartesian coordinate system, i =
√
−1, µ0 is the

magnetic permeability of free space, and ω is the angular frequency. Time dependence is

accounted for by e−iωt. This formulation neglects the displacement currents, which are

irrelevant in the frequency range of our interest (10−4 – 104 Hz).

An IE approach requires introducing a one-dimensional (1-D; background) conduc-

tivity distribution σ0(z), and the background electric and magnetic fields, E0 and H0,

which are the solutions of Maxwell’s equations

∇×H0 = σ0E
0 + jimp, (3.3)

∇× E0 = iωµ0H
0. (3.4)
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The fields E0 and H0 can be obtained at any location as

E0(r) =

∫
Vimp

Ĝej(r, r′)jimp(r′)dV, r ∈ R3, (3.5)

H0(r) =

∫
Vimp

Ĝhj(r, r′)jimp(r′)dV, r ∈ R3, (3.6)

where, Vimp is the volume occupied by jimp, and Ĝej, Ĝhj are the current-to-electric and

current-to-magnetic Green’s tensors, respectively (cf. Avdeev et al., 2002a; Kruglyakov

& Bloshanskaya, 2017). Note that the fields and the current depend on ω, and Green’s

tensors depend on ω and σ0(z), however, hereafter I will omit but imply these depen-

dencies.

By knowing Ĝej and Ĝhj, the electric and magnetic field solutions of eqs (3.1)-(3.2)

can be written as

E(r) = E0(r) +

∫
V

Ĝej(r, r′)∆σ(r′)E(r′)dV, r ∈ R3, (3.7)

H(r) = H0(r) +

∫
V

Ĝhj(r, r′)∆σ(r′)E(r′)dV, r ∈ R3, (3.8)

where V is the region where ∆σ = σ − σ0 6= 0. If one finds E in V, one can then

compute E and H at any location in space using appropriate Green’s tensors. In order

not to overload the narration, from now on I will discuss the computation of E only; H

is computed in a similar way.

To find E(r) in V, one has to numerically solve the integral equation

E(r)−
∫
V

Ĝej(r, r′)∆σ(r′)E(r′)dV = E0(r), r ∈ V. (3.9)

As mentioned in the introduction, after discretization of the above equation the resulting

system matrix is dense. Hence, in the general case, the computational load (time and

memory) to compute the system matrix and to solve the corresponding system with

N unknowns is O(N2), meaning that with realistic (large) N the problem becomes

computationally demanding.

The conventional way to deal with this challenge is to exploit the fact that Ĝej has
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convolution properties in lateral directions (Avdeev et al., 1997; Kruglyakov & Bloshan-

skaya, 2017)

Ĝej(r, r′) = Ĝej(x− x′, y − y′, z, z′). (3.10)

Making use of the above convolution property and employing laterally-uniform discretiza-

tion, the system matrix becomes block-Toeplitz which allows to decrease memory require-

ments down to O(Nτ ) (cf. Kruglyakov & Bloshanskaya, 2017), where Nτ is the number of

unknowns in lateral directions. Moreover, the usage of 2-D FFT for performing matrix-

vector multiplications – which are needed to (iteratively) solve the resulting system of

linear equations – leads to computational time reduction with respect to Nτ unknowns

to O(Nτ lnNτ ). However, using laterally uniform discretization might still require large

computational resources, when, for example, the problem setup dictates a large size of V

and fine spatial resolution locally. In the next section, I present an approach to efficiently

tackle such problem setups.

3.2.2 Nested IE (NIE) approach

x

y z

(a) (b)
x

V

V

Vloc
Vloc

Figure 3.1: Illustration of the nested IE approach on an example of two-step realization:
(a) a top view and (b) the cross section. The whole modeling domain V is divided into
two parts: the local domain Vloc and it’s complement Vout.

Let us split the modeling domain V onto Vloc and Vout (see Figure 3.1), where Vout
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is the complement of Vloc to V, i.e.

Vout = V \ Vloc. (3.11)

Then, for r ∈ Vloc, we can rewrite eq. (3.9) as

E(r)−
∫

Vloc

Ĝej(r, r′)∆σ(r′)E(r′)dV = E0(r) + Eadd(r), r ∈ Vloc, (3.12)

where

Eadd(r) =

∫
Vout

Ĝej(r, r′)∆σ(r′)E(r′)dV, r ∈ Vloc. (3.13)

The key idea of the nested IE approach (cf. Avdeev et al., 2002; Kuvshinov et al.,

2005; Chen et al., 2020) is to first solve the conventional IE at a coarse grid in the whole

domain V

E(c)(r)−
∫
V

Ĝej(r, r′)∆σ(c)(r′)E(c)(r′)dV = E0(r), r ∈ V, (3.14)

then calculate Eadd(r) at a finer grid in Vloc using E(c)(r) calculated at a coarse grid in

Vout

Eadd (c)(r) =

∫
Vout

Ĝej(r, r′)∆σ(c)(r′)E(c)(r′)dV, r ∈ Vloc, (3.15)

and eventually solve IE at a finer grid in Vloc

E(f)(r)−
∫

Vloc

Ĝej(r, r′)∆σ(f)(r′)E(f)(r′)dV = E0(r) + Eadd (c)(r), r ∈ Vloc. (3.16)

Here, superscripts (c) and (f) mean that coarse and fine spatial resolutions are applied to

obtain the corresponding quantities.
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Once eq. (3.16) is solved, the electric field, E, can be calculated at any point as

E(r) = E0(r) +

∫
Vloc

Ĝej(r, r′)∆σ(f)(r′)E(f)(r′)dV + Eadd (c)(r), r ∈ R3, (3.17)

where

Eadd (c)(r) =

∫
Vout

Ĝej(r, r′)∆σ(c)(r′)E(c)(r′)dV, r ∈ R3. (3.18)

Note that the nested approach is discussed above in a two-step version for the sake

of simplicity; one can, however, apply it recursively by exploiting a sequence of local

domains Vloc
1 ⊂ Vloc

2 ⊂ . . .V. Later in this chapter, I will present the results of multi-

step realization of the approach.

As evident, the nested approach requires solving IE numerically which is done by

means of the Galerkin method. An outline of the method as applied to this problem

is presented in the next section; the detailed description can be found in Kruglyakov &

Bloshanskaya (2017) and Kruglyakov & Kuvshinov (2018).

3.2.3 Galerkin method in a nutshell

Let L2[V] be a vector Hilbert functional space equipped with the dot product

(W,U) =

∫
V

(
Wx(r)Ux(r) +Wy(r)Uy(r) +Wz(r)U z(r)

)
dV, (3.19)

where U denotes the complex conjugation of U . Let the set of vector real-valued functions

Ψn, n = 1, 2, . . . , N form the orthonormal basis in L2[V]. Then, denote the linear span

of this basis as QN and define the projection operator PN from L2[V] to QN as

WN = PN W =
N∑
n=1

anΨn, W ∈ L2[V], WN ∈ QN , (3.20)

where

an = (W,Ψn). (3.21)

The Galerkin method as applied to eq. (3.9) is based on an approximation of the
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function E inside V by the function U ∈ QN which satisfies the equations

((I−GE ∆σ) U,Ψn) = (E0,Ψn), n = 1, 2, . . . , N, (3.22)

where I is the identity operator, and GE is the integral operator from eq. (3.9). Using

the expansion

U =
N∑
n=1

unΨn, (3.23)

eq. (3.22) is transformed into the system of linear equations for coefficients un

un −
N∑
m=1

um(GE ∆σΨm,Ψn) = (E0,Ψn), n = 1, 2, . . . , N. (3.24)

After solving the system (3.24) (see Kruglyakov & Bloshanskaya (2017) and Kruglyakov

& Kuvshinov (2018) for details of efficient numerical implementation), one substitutes

U instead of E into the integrands in eq. (3.7) to obtain the (approximation of) electric

field, Ẽ, at any point as

Ẽ(r) = E0(r) +
N∑
n=1

un

∫
V

Ĝej(r, r′)∆σ(r′)Ψn(r′) dV′, r ∈ R3. (3.25)

The system matrix in eq. (3.24) is dense. Thus, as I mentioned above, probably the

only way to solve it efficiently when N is large is to use the basis {Ψn} which allows for

exploiting the convolution properties (3.10). Following Kruglyakov & Kuvshinov (2018),

I use the piece-wise polynomial basis which is described in Appendix B.2.

3.3 Implementation details

3.3.1 NIE discretization

Let V be divided into Nc rectangular volume cells, that is

V =
Nc⋃
n=1

V(c)
n , (3.26)
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and let Vloc be divided into Nf rectangular volume cells, that is

Vloc =

Nf⋃
n=1

V(f), loc
n . (3.27)

Assume that these cells are uniform in lateral directions and the size of V
(f), loc
n is

smaller than that of V
(c)
n . Also, assume that conductivity distributions in both domains

are piece-wise constant functions.

Let further
{

Ψ
(c)
n,k

}
, n = 1, 2, . . . , Nc, k = 1, 2, . . . , Kc and

{
Ψ

(f), loc
n,k

}
, n = 1, 2, . . . , Nf , k =

1, 2, . . . , Kf be the piece-wise polynomial bases in V and Vloc, respectively (see Ap-

pendix B.2 for details). In this section (and in the appendices), the double index n, k

for basis functions are used to stress the fact that

suppΨ
(c)
n,k = V(c)

n n = 1, 2, . . . , Nc, k = 1, 2, . . . , Kc,

suppΨ
(f), loc
m,l = V(f), loc

m m = 1, 2, . . . , Nf , l = 1, 2, . . . , Kf .
(3.28)

Thus, the first index refers to the space localization of the basis functions, whereas

the second one is used to distinguish the basis functions which share the same support.

Then, the electric fields in V and Vloc can be expressed as

E(c)(r) =
Nc∑
n=1

Kc∑
k=1

u
(c)
n,kΨ

(c)
n,k(r), r ∈ V, (3.29)

E(f)(r) =

Nf∑
n=1

Kf∑
k=1

u
(f), loc
n,k Ψ

(f), loc
n,k (r), r ∈ Vloc. (3.30)

Using the formalism discussed in the previous section and exploiting representa-

tion (3.29), eq. (3.14) is transformed into the system of linear equations for coefficients

u
(c)
n,k

u
(c)
n,k −

Nc∑
m=1

Kc∑
l=1

u
(c)
m,l

(
GE ∆σ(c)Ψ

(c)
m,l,Ψ

(c)
n,k

)
=
(
E0,Ψ

(c)
n,k

)
,

n = 1, 2, . . . , Nc, k = 1, 2, . . . , Kc.

(3.31)

Similarly, using representation (3.30), eq. (3.16) is transformed into the system for



Implementation details 51

coefficients u(f)n,k

u
(f), loc
n,k −

Nf∑
m=1

Kf∑
l=1

u
(f), loc
m,l

(
GE ∆σ(f)Ψ

(f), loc
m,l ,Ψ

(f), loc
n,k

)
=
(
E0,Ψ

(f), loc
n,k

)
+
(
Eadd (c),Ψ

(f), loc
n,k

)
,

n = 1, 2, . . . , Nf , k = 1, 2, . . . , Kf .

(3.32)

Comparing eqs (3.31) and (3.32), one can notice that the second term in the right-

hand side (RHS) of the equation is a new term. According to eqs (3.15) and (3.29), one

writes

Eadd (c)(r) =
∑

V
(c)
m ⊂Vout

Kc∑
l=1

∆σ(c)
m u

(c)
m,l

∫
V

(c)
m

Ĝej(r, r′)Ψ
(c)
m,l(r

′)dV(c)
m , r ∈ Vloc. (3.33)

Then, the second term of the RHS in eq. (3.32) becomes

(
Eadd (c),Ψ

(f), loc
n,k

)
=

∑
V

(c)
m ⊂Vout

Kc∑
l=1

∆σ(c)
m u

(c)
m,l

∫
V

(f),loc
n

∫
V

(c)
m

Ψ
(f), loc
n,k (r)Ĝej(r, r′)Ψ

(c)
m,l(r

′)dV(c)
m dV(f),loc

n ,

n = 1, 2, . . . , Nf , k = 1, 2, . . . , Kf . (3.34)

Now, recall that the sizes of V
(c)
m and V

(f), loc
n are different due to the main idea of the

nested approach. Thus, in order to calculate the RHS of (3.34), one has to compute

O(NcNf ) integrals. This could be computationally very expensive provided Nc and Nf

are large. I discuss below how this challenge can be mitigated.

The simplest way to address the problem is to approximate Eadd (c)(r) in Vloc as

Eadd (c)(r) ≈ E
add (c)
(c) (r) = PN(c)Eadd (c)(r) =

Nc∑
n=1

Kc∑
k=1

u
add (c)
n,k Ψ

(c)
n,k(r), r ∈ Vloc, (3.35)
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where the coefficients uadd (c)n,k are calculated – using eq. (3.33) – as

u
add (c)
n,k =

(
E
add (c)
(c) ,Ψ

(c)
n,k

)
=

∑
V

(c)
m ⊂Vout

Kc∑
l=1

∆σ(c)
m u

(c)
m,l

∫
V

(c)
n

∫
V

(c)
m

Ψ
(c)
n,k(r)Ĝej(r, r′)Ψ

(c)
m,l(r

′)dV(c)
m dV(c)

n ,

V(c)
n ⊂ Vloc, k = 1, 2, . . . , Kc.

(3.36)

Since in the above equation only the coarse discretization is involved (which we assume

to be laterally-uniform), the coefficients uadd (c)n can be efficiently computed by using 2-D

FFT. Once these coefficients are calculated, the second term in the RHS of eq. (3.32) is

approximated as

(
Eadd (c),Ψ

(f), loc
n,k

)
≈

∑
V

(c)
m ⊂Vloc

Kc∑
l=1

u
add (c)
m,l

∫
V

(f),loc
n

Ψ
(f), loc
n,k (r)Ψ

(c)
m,l(r)dV(f),loc

n ,

n = 1, 2, . . . , Nf , k = 1, 2, . . . , Kf .

(3.37)

Note that integrals in the latter equation (which are just the projection coefficients from

one basis to another) can be computed analytically (see Appendix B.3).

However, the numerical experiments (see Section 3.4.1) show that such an approach

to calculating
(
Eadd (c),Ψ

(f), loc
n

)
leads to large artifacts in the IE solution in Vloc. These

artifacts come from the following phenomenon. As seen, for instance, from eq. (3.15),

Eadd (c) is a field induced by a current occupied the domain Vout. This, in particular,

means that Eadd (c) changes abruptly when r is close to r′, i.e. near the boundaries of

the domain Vloc. This is due to the “singular” behavior of tensor Ĝej when r tends to

r′. Hence, the “coarse” approximation of Eadd (c) by E
add (c)
(c) introduces substantial errors

in Eadd (c), which in turn leads to the errors in the final results. Below, I explain the

numerical recipe which allows us to overcome this problems, while still exploiting the

(efficient) scheme of estimating Eadd (c) described above.

3.3.2 Rim domain concept (RDC)

Let me introduce domain Vloc+ such that Vloc ⊂ Vloc+ ⊂ V, as shown in Figure 3.2. I

denote this domain as Vloc+ to emphasize the fact that it is insignificantly larger than
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(a) (b)

y z

xx
V

V

Vloc

Vloc+

Vloc+

Vloc

Figure 3.2: Illustration of the rim domain concept, which is introduced to avoid the
boundary effect in the nested IE approach: (a) a top view, and (b) the cross section.
Vloc+ comprises Vloc and an additional “narrow” rim (a few coarse grid cells in width),
i.e. Vloc+ = Vloc⋃Vrim. See details in the text.

Vloc. How large this domain has to be taken will be explained below. I also denote as

Vrim the complement of Vloc to Vloc+, i.e.

Vrim = Vloc+ \ Vloc, (3.38)

and denote as Vext the complement of Vloc+ to V, i.e.

Vext = V \ Vloc+. (3.39)

Then, Eadd (c) can be written as

Eadd (c)(r) = E
add (c)
ext (r) + E

add (c)
rim (r), r ∈ Vloc, (3.40)

where, in accordance with (3.15), E
add (c)
ext and E

add (c)
rim read

E
add (c)
ext (r) =

∫
Vext

Ĝej(r, r′)∆σ(c)(r′)E(c)(r′)dV, r ∈ Vloc, (3.41)

E
add (c)
rim (r) =

∫
Vrim

Ĝej(r, r′)∆σ(c)(r′)E(c)(r′)dV, r ∈ Vloc. (3.42)
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The idea behind splitting the integral over domain Vout onto integrals over “rim

domain” Vrim and “external” domain Vext is as follows. If the distance between boundaries

of the Vext and Vloc (i.e. distance between r and r′ in integral (3.41)) is large enough,

then function E
add (c)
ext (r), r ∈ Vloc can be approximated by using the “coarse” basis Ψ(c) as

described above, because in this case E
add (c)
ext (r) does not undergo abrupt changes. Note,

that the numerical experiments (to be discussed in the next section) demonstrate that a

“large enough” distance between boundaries of Vext and Vloc (i.e. the distance between

external boundaries of Vloc+ and Vloc) is achieved when they are separated by one or

two coarse cells in the corresponding direction.

Ultimately, one has to solve the system (3.32) and thus calculate

(
Eadd (c),Ψ

(f), loc
n,k

)
=
(
E
add (c)
ext ,Ψ

(f), loc
n,k

)
+
(
E
add (c)
rim ,Ψ

(f), loc
n,k

)
,

n = 1, 2, . . . , Nf , k = 1, 2, . . . , Kf .
(3.43)

As I already mentioned above, to calculate the first term in the RHS of the latter

equation, I make use of eq. (3.37), namely

(
E
add (c)
ext ,Ψ

(f), loc
n,k

)
≈

∑
V

(c)
m ⊂Vext

Kc∑
l=1

u
add (c)
m,l

∫
V

(f), loc
n

Ψ
(f), loc
n,k (r)Ψ

(c)
m,l(r)dV(f), loc

n ,

n = 1, 2, ..., Nf , k = 1, 2, . . . , Kf .

(3.44)

To calculate the second term in the RHS of (3.43), I propagate our “fine” basis
{

Ψ
(f), loc
n,k

}
from domain Vloc to domain Vloc+. This can be done by using the same (fine) discretiza-

tion in Vloc+ as in Vloc and taking into account that local basis functions are the same

for different cells (see Appendix B.2). Now, one can project E(c)(r), r ∈ Vloc+ from the

coarse
{

Ψ
(c)
n,k

}
to the fine

{
Ψ

(f), loc
m,l

}
basis (see Appendix B.3 for details) as

E(c)(r) ≈
Nloc+∑
n=1

Kf∑
k=1

uloc+n,k Ψ
(f), loc
n,k (r), (3.45)
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substitute it into eq. (3.42), and then into the second term of eq. (3.43) thus obtaining

(
E
add (c)
rim ,Ψ

(f), loc
n,k

)
≈

∑
V

(f), loc
m ⊂Vrim

Kf∑
l=1

∆σ(f)
m uloc+m,l

∫
V

(f),loc
n

∫
V

(f),loc
m

Ψ
(f), loc
n,k (r)Ĝej(r, r′)Ψ

(f), loc
m,l (r′)dV(f),loc

m dV(f),loc
n ,

n = 1, 2, ..., Nf , k = 1, 2, . . . , Kf . (3.46)

One can see that to obtain the RHS of the latter equation, one has to compute only

O(Nf ) integrals, since Vrim is small compared to Vloc.

3.4 Numerical tests

To verify the developed nested IE tool, I performed the tests in two 3-D conductivity

models.

3.4.1 3D-2 model

The first (3D-2) model comes from COMMEMI project (Zhdanov et al., 1997), which is

widely used to validate the newly developed EM modeling solvers (Mitsuhata & Uchida,

2004; Ren et al., 2014; Grayver & Bürg, 2014; Kruglyakov et al., 2016; Kruglyakov &

Kuvshinov, 2018, among others). The model comprises two – relatively resistive and

relatively conductive – blocks embedded in the three-layered background. The side and

plane views of the model, as well as the resistivities assigned to the different structures,

are shown in Figure 3.3.

The reference (“true”) results are computed by using the IE-based solver PGIEM2G

developed by Kruglyakov & Kuvshinov (2018) on a “fine grid” in the whole domain V

(which is depicted as a black rectangle in Figure 3.3). Three comments are relevant

at this point: a) the presented nested IE tool uses the core modules of the PGIEM2G

solver; b) the PGIEM2G solver itself was successfully verified against the FEM-based

solver by Grayver & Kolev (2015); c) as in Kruglyakov & Kuvshinov (2018) (where the

same model was also used for the testing purpose), in all model experiments of this

section the same (3rd) order of polynomial basis was used in both lateral and vertical
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Figure 3.3: The 3D-2 model from the COMMEMI project (Zhdanov et al., 1997): (a) a
side view of the model and (b) a plan view. V represents the whole modeling domain, Vloc

denotes the local domain, and domain Vloc+ comprises Vloc and the additional (narrow)
rim (of width of a few coarse grid cells), i.e. Vloc+ = Vloc⋃Vrim. Dashed pink line
denotes the profile at the Earth’s surface at which the modeling results are presented.

directions. Table 3.1 presents the number of cells and their sizes for the reference IE

modeling, and for two numerical experiments using the two-step nested IE approach.

Note that the goal of these two numerical experiments is two-fold: first, to validate the
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nested approach, and second, to show that one indeed has to use the rim domain concept

(RDC) in order to obtain the correct results.

For the “nested” computations, I take the central, shallow part of the model Vloc

as a local domain; it is depicted as a blue rectangle in Figure 3.3. Vloc occupies a

20× 15× 0.5 km3 volume. The domain Vloc+ ≡ Vloc ∪ Vrim is depicted by the red line

in Figure 3.3; the rim’s width is taken as one coarse cell in y-direction and two coarse

cells in both x- and z-directions.

Table 3.1: Number of cells and their sizes for the reference IE calculations, and for the
numerical experiments using the two-step nested NIE approach.

Nx ×Ny ×Nz dx× dy (km2) dz (km)
Reference (conventional) IE (at V) 64× 16× 4 0.625× 2.5 0.5, 0.5, 4, 5
1st step of NIE (at V) 16× 16× 4 2.5× 2.5 0.5, 0.5, 4, 5
2nd step of NIE (at Vloc, using RDC) 24× 8× 3 1.25× 2.5 0.5, 0.5, 4
2nd step of NIE (at Vloc, not using RDC) 16× 6× 1 1.25× 2.5 0.5

The results of the model experiments are summarized in Figures 3.4 - 3.7. The figures

present the computed apparent resistivities and phases of MT impedances (Chave &

Jones, 2012) at periods of 10 and 1000 sec along the profile shown in Figure 3.3. One

can see that the responses calculated by using the nested approach using RDC (red

stars) match well with the “true” responses (black line). The relative differences for the

off-diagonal apparent resistivities are smaller than 3%, and the differences in the phases

are smaller than 0.25 degree (cf. Figures 3.8 - 3.9).

At the same time, the responses computed by the nested approach, but without

considering RDC (blue circles) noticeably differ from the “true” responses (see again

Figures 3.4 -3.7). These results clearly demonstrate the importance of using the RDC.

However, invoking the RDC makes the implementation of the nested approach more

complicated. In this context, the natural question arises whether one can avoid using the

RDC by just increasing the size of the local domain? This seems feasible, especially when

the modeler is interested in the results only in the central part of the local domain, i.e.

far from its boundaries. Indeed, it is quite obvious that if the local domain is taken large

enough, there is no need to use the RDC. However, the usage of a large local domain

contradicts the idea of the nested approach, namely, minimization of the computational

loads by making the local domain as small as practicable.
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Figure 3.4: Apparent resistivities (ρxy and ρyx) and phases (ϕxy and ϕyx) of MT
impedance at the period of 10 sec along the profile shown in Figure 3.3. The results
are for the reference modeling and for three scenarios of two-step NIE. See details in the
text.

To explore further the importance of using the RDC, I performed the nested modeling

in which the local domain is extended to Vloc+ (and no rim domain is invoked). The

results are shown in Figures 3.4 - 3.7 by green crosses. One can see a good agreement of

the obtained responses with “true” responses in the off-diagonal components (Figures 3.4

and 3.6). However, the agreement in the diagonal components (Figures 3.5 and 3.7)

appeared to be poor.

Next, two model experiments further advocate using the RDC. The first experiment

involves three-step nested IE modeling without considering the rim domain. The number

of cells and their sizes for the performed computations are listed in Table 3.2. The first-
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Figure 3.5: As in Figure 3.4, but for apparent resistivities (ρxx and ρyy) and phases
(ϕxx and ϕyy).

step IE modeling is the same as that in the two-step implementation discussed above.

In the second and the third steps, the regions Vloc+ and Vloc were chosen as the local

domains.

Table 3.2: Number of cells and their sizes for the numerical experiment using a three-
step NIE approach without invoking RDC.

Nx ×Ny ×Nz dx× dy dz

1st step of NIE (at V) 16× 16× 4 2.5× 2.5 km2 0.5, 0.5, 4, 5 km
2nd step of NIE (at Vloc+) 24× 8× 3 1.25× 2.5 km2 0.5, 0.5, 4 km
3rd step of NIE (at Vloc) 32× 6× 1 0.625× 2.5 km2 0.5 km

As is seen from Figure 3.10, the off-diagonal components in the local domain com-

puted at the second-step IE modeling match well with the “true” solutions – as expected,
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Figure 3.6: As in Figure 3.4, but at the period of 1000 sec.

according to the previous results. However, the third step destroys this agreement for

ρxy and ϕxy, especially at the interface of two anomalous blocks and the boundary of

the local domain. The reason for this is that the RHS at the third step is an integral

over the Vloc+ \ Vloc i.e. over the domain where the solution at the second step has the

largest errors.

As a final model experiment, I performed the three-step RDC-based nested modeling.

At the second step, one coarse cell in the y, z-directions and two coarse cells in the x-

direction were considered as the rim domain, while one coarse cell in the y-direction

and two coarse cells were considered in the x, z-directions at the third step. The lateral

discretization used in this experiment is exactly the same as the one in the three-step

nested modeling without considering RDC. Very good agreement between the responses
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Figure 3.7: As in Figure 3.5, but at the period of 1000 sec.

based on the three-step nested IE (red stars in the Figure 3.10) and the “true” responses

is now observed. This demonstrates again that the usage of the RDC is essential for

obtaining accurate results in the local domain, especially for the multi-step realization

of the nested IE approach.

3.4.2 Realistic conductivity model around Gan geomagnetic ob-

servatory

The second test aims to illustrate the ability of the nested tool to deal with the real-

istic conductivity models, where both the distant non-uniform structures and the local

bathymetry have to be taken into account. The previous study (Chen et al., 2020)

shows that the responses of islands at periods longer than a few days (Banks, 1969) are
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Figure 3.8: Top row: relative differences between “true” off-diagonal apparent resistiv-
ities and those calculated using NIE. Bottom row: differences in the off-diagonal phases
of impedance. The results are for a period of 10 sec.

strongly affected by the ocean induction effect, which can be accounted for by using the

high-resolution bathymetry and a nested approach. Here, I look at the shorter-period is-

land responses, namely, magnetic MT transfer functions (tippers) that relate the vertical

magnetic field, Hz, with the horizontal magnetic field, Hτ

Hz(rs, ω) = T (rs, ω)Hτ (rs, ω), T = [Tzx Tzy]. (3.47)

As an island geomagnetic observatory, I consider the observatory Gan located at

the southernmost island of the Maldives archipelago (longitude: 73.1537◦ E; latitude:

0.6946◦ S; INTERMAGNET code: GAN). The realistic conductivity model consists of a

1-D Earth’s conductivity overlaid by an oceanic layer with a 3-D conductivity distribu-
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Figure 3.9: As in Figure 3.8, but for the period of 1000 sec.

tion. The 1-D conductivity (shown in Figure 3.11a) is taken from Morschhauser et al.

(2019), whereas the 3-D conductivity distribution is constructed by using the 30 ′′× 30 ′′

bathymetry data from the General Bathymetry Chart of the Oceans (GEBCO; Becker

et al. (2009)); note that 30 ′′× 30 ′′ (spherical) resolution corresponds to ≈ 0.9× 0.9 km2

resolution at the equator. Laterally, the domain V is confined to 70.66◦ − 75.66◦ longi-

tudes and −3.20◦− 1.80◦ latitudes. Bathymetry in this region is shown in Figure 3.11b.

In order to obtain the bathymetry distribution in Cartesian coordinates, the Mercator

map projection as described in Snyder (1982) is employed. Eventually, the modeling do-

main V occupies the volume of 555×555×5.5 (x×y×z) km3. Furthermore, the obtained

bathymetry is used for the construction of 3-D conductivity distribution in the model. I

also used a (much) higher-resolution coastline database (of resolution of ≈ 60×60 m2 in

GAN region) from the Global Self-consistent, Hierarchical, High-resolution Geography
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Figure 3.10: Apparent resistivities (ρxy and ρyx) and phases (ϕxy and ϕyx) of MT
impedance at the period of 1000 sec along the profile shown in Figure 3.3. The results
are for the reference modeling and for three scenarios of three-step NIE. See details in
the text.

Database (GSHHG) (Wessel & Smith, 1996; Bohlander & Scambos, 2007) in order to

correct the bathymetry-based model when constructing a high resolution 3-D conduc-

tivity model in the local domain. The conductivities of seawater are obtained from the

World Ocean Atlas at the 1◦ × 1◦ resolution and are available in the supplementary

material of Grayver et al. (2016). The conductivity within the cells that contain the

land-seawater interface is computed as the depth-integrated average. Gan island is very

flat, thus the topography is not included in the model. The constructed 3-D conductivity

model is shown in Figure 3.12.

In this model experiment, I compare tippers computed using the NIE and FEM

solvers. The FEM results are from Morschhauser et al. (2019); in that paper the authors
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Figure 3.11: (a) 1-D conductivity profile beneath GAN observatory; (b) Bathymetry
distribution in the vicinity of the GAN geomagnetic observatory.

used the FEM solver of Grayver & Kolev (2015) to model the GAN tippers.

NIE modeling was performed using the three-step scheme. Table 3.3 summarizes the

details (number and sizes of cells) for each NIE step. Note here that the highest NIE

resolution (61.7× 61.7× 15 m3 at the third step) was made comparable with the highest
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resolution of FEM modeling (62.5× 62.5× 15.6 m3). I also notice that the rim domain

at the second and third steps of NIE had a width of two cells (from the previous step)

in all directions. Final comment on the NIE modeling set up is that I adopted the first

order polynomial basis for all steps, assuming that the cell’s sizes (at least at the second

and the third steps) are small enough not to consider a higher-order polynomial basis.

Figure 3.13 presents the modeled tippers at 16 periods from 10 to 10000 sec. In

addition, the figure demonstrates the observed (i.e. estimated from the data) tippers

and their uncertainties.
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Figure 3.12: 3-D view of conductivity distribution in the domain V of the GAN model.
Red and yellow rectangles depict lateral size of the V1 and V2 domains, respectively.

Table 3.3: Number of cells and their sizes in three-step NIE modeling in the GAN
model.

Nx ×Ny ×Nz dx× dy dz
1st step of NIE (at V) 600× 600× 10 926× 926m2 5× 500, 5× 600m
2nd step of NIE (at V1) 380× 380× 4 185× 185m2 15, 35, 150, 300 m
3rd step of NIE (at V2) 588× 588× 4 61.7× 61.7m2 15, 35, 150, 300 m

It is seen from the figure that NIE- and FEM-based tippers agree (within experimental

uncertainties) at all periods in both components and in both real and imaginary parts.

It is important to stress that I did not expect an “ideal” fit, since I cannot make the
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Table 3.4: Computational loads (memory and CPU time) used for three-step NIE mod-
eling in the GAN model. The computational time is the averaged time for the simulation
at one period and for one plane wave excitation. Computations are performed using 600
CPUs. Computational loads for the conventional IE method (at V, and a fine grid corre-
sponding to the NIE 3rd step resolution) are estimated without actual computations; this
is due to the fact that such modeling would require enormous computational resources.

RAM (GB) Wall time (sec)
Nested IE approach 146 543
Conventional IE, fine 5.6× 104 1.6× 105

conductivity distributions identical due to the substantially different grids used by NIE

and FE solvers.

It is noteworthy that both NIE- and FEM-based results for the real part of Tzy differ

from the observed tippers. As pointed out by Morschhauser et al. (2019), the noticeable

disagreement may result from the 3-D conductivity structures that are incompatible

with the assumed 1-D model beneath the ocean, for example, due to conductive seafloor

sediments at some distance from the station, or due to inaccuracies of the bathymetry

model that is adopted in the study.

Lastly, Table 3.4 illustrates one of the most significant results of the approach: re-

markable computational efficiency of the developed nested IE. As is seen from the table,

the nested IE modeling significantly outperforms the modeling based on the most ad-

vanced conventional IE solver (Kruglyakov & Kuvshinov, 2018) in terms of memory and

CPU time.

3.5 Concluding remarks

I have developed an efficient and accurate 3-D EMmodeling tool based on an IE approach

with multi-nested domains. I successfully verify the workability and accuracy of the

developed nested IE tool by performing modelings in both idealized and realistic 3-D

conductivity models. I demonstrate that the new tool is two orders of magnitude more

efficient – in terms of both memory and CPU time – than one of the most advanced

conventional IE solvers (Kruglyakov & Kuvshinov, 2018).

In addition, I proposed a “rim domain” concept which further improves the efficiency
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Figure 3.13: Modeled and observed tippers at the GAN observatory. The observed
and FEM-based tippers are taken from (Morschhauser et al., 2019). Uncertainties of the
observed responses are indicated by error bars.

of the multi-nested IE approach.

The developed tool, in combination with the global-to-Cartesian EMmodeling tool (Chen

et al., 2020), which aims to efficiently model longer-period responses, gives us an oppor-

tunity to invert EM responses in as wide a range of periods as practicable, and thus

to constrain the electrical structure of the Earth’s interior from the crust to the middle

mantle, which will be presented in Chapter 4.



Chapter 4

Joint inversion of MT tippers and GDS

transfer functions constrains crustal

and upper mantle conductivity

structures beneath islands

The content of this chapter is submitted to Journal of Geophysical Research: Solid Earth

as: Chen, C., Kuvshinov, A., Kruglyakov, M., Munch, F., & Rigaud, R. Constraining

the crustal and mantle conductivity structures beneath islands by a joint inversion of

multi-source magnetic transfer functions. Journal of Geophysical Research: Solid Earth,

under revision.

Summary

In this chapter, I present a quasi 1-D tool to simultaneously invert multi-source magnetic

transfer functions (TFs), including magnetotelluric (MT) tippers (with period ranging

from a few minutes to 3 hours), solar quiet (Sq) global-to-local (G2L) transfer functions

(TFs; with period ranging from 6 hours to 24 hours) of ionospheric origin, and magne-

tospheric global Q-responses (with period ranging from a few days to a few months).

I further jointly invert the aforementioned multi-source TFs to constrain the local con-

ductivity structures beneath three islands located in South Atlantic, Indian Ocean and

69
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North Pacific. The recovered conductivity profiles suggest upper mantle plumes beneath

Tristan da Cunha and Oahu islands. Besides, results indicate resistive lithosphere of

different thicknesses beneath these three islands, showing a progressive thickening of

oceanic lithosphere with age.

4.1 Introduction

Electrical conductivity provides a wealth of information on the thermal and compo-

sitional state of the Earth’s interior, being highly sensitive to fractions of conductive

phases, such as fluids, and partial melts (cf. Khan, 2016; Karato, 2011; Yoshino & Kat-

sura, 2013). The relatively shallow electrical structures of the Earth are conventionally

studied with magnetotelluric (MT) sounding technique, whereas deeper structures are

probed with geomagnetic depth sounding (GDS) method. Both methods use the transfer

functions (TFs) concept to analyse and interpret the data, thus implying the work in

the frequency domain. MT TFs are either impedances, relating horizontal electric to

the horizontal magnetic field or/and tippers, relating vertical to the horizontal magnetic

field (Berdichevsky & Dmitriev, 2008). GDS TFs are more diverse (cf. Banks, 1969;

Olsen, 1998; Schmucker, 1999a; Püthe & Kuvshinov, 2014; Kuvshinov et al., 2021) and

mostly rely on magnetic field data.

In general, continents are explored by MT and GDS methods significantly better than

the oceans for two obvious reasons: a) surface observations are tied to islands that are

sparsely scattered; b) seafloor observations are usually logistically as well instrumentally

demanding. Despite the latter challenge, more and more seafloor MT studies are con-

ducted (cf. Suetsugu et al., 2012; Baba et al., 2013, 2017a; Key et al., 2013; Naif et al.,

2013; Matsuno et al., 2020), thus stepwise filling the substantial gap in our knowledge

about the Earth’s electric conductivity structure in the vast oceanic regions. However,

the coverage with EM observations in the oceans remains poor. In this context, the mag-

netic field data from island geomagnetic observatories is considered a valuable source of

information about marine electric structures. Due to the very irregular distribution of

the island observatories, at most, one can constrain the local one-dimensional (1-D) con-

ductivity structures beneath each observatory and explore the lateral variability of the

recovered 1-D structures.
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Previously, EM induction studies at islands primarily relied on the GDS technique

being applied to either magnetic signals of magnetospheric (cf. Khan et al., 2011; Munch

et al., 2018; Chen et al., 2020) or ionospheric (cf. Simpson et al., 2000; Guzavina et al.,

2019) origin; recall that under “ionospheric” signals, we understand variations due to

solar quiet (Sq) current system (with periods ranging from a few hours to one day), and

under “magnetospheric” signals – variations due to ring current (with periods ranging

from a few days to a few months). With TFs estimated from these data, one can obtain

1-D conductivity profiles (beneath specific locations) in depth range of ∼ 200 – 1500 km.

Samrock & Kuvshinov (2013) demonstrated that island MT tippers (estimated from

magnetic field variations with periods ranging from a few minutes to 3 hours) are sensitive

to 1-D conductivity distributions beneath islands at depths ∼ 0 – 200 km. Morschhauser

et al. (2019) performed “quasi” 1-D inversion of MT tippers estimated from the data

at two island geomagnetic observatories and found significant lateral variability of the

recovered 1-D conductivity profiles. Note that the term “quasi” is used to stress the fact

that during 1-D inversions, the three-dimensional (3-D) forward modelling operator is

invoked to calculate tippers which are large due to the ocean induction effect (OIE),

originated from large lateral conductivity contrasts between ocean and land (Parkinson

& Jones, 1979; Kuvshinov et al., 2002).

So far, island GDS and MT TFs were analyzed/inverted separately, resulting in a

reduced vertical resolution of the recovered conductivity structures outside the target

depths. Therefore, it is tempting to invert them jointly to improve the resolution and

diminish uncertainties in the recovered conductivity models.

Note that the idea of joint inversion of multi-source electromagnetic (EM) TFs is not

completely new. For instance, Egbert & Booker (1992) and Bahr et al. (1993) inverted

GDS TFs (in the form of conventional C-responses; (Banks, 1969; Olsen, 1998)), and

MT impedances to constrain 1-D conductivity models beneath two continental sites in

North America and Europe, respectively. Grayver et al. (2017) and Kuvshinov et al.

(2021) obtained a globally averaged 1-D oceanic conductivity structure based on a joint

analysis of satellite-detected tidal signals (in the form of tidally-induced radial magnetic

field component at satellite altitude) and the signals of magnetospheric origin (in the

form of global C/Q-responses). Munch et al. (2020) jointly inverted new GDS global-to-
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local (G2L) TFs (Püthe et al., 2015), of both ionospheric and magnetospheric origins (to

be called henceforth as Sq and Dst G2L TFs, respectively). They estimated the G2L TFs

at several continental observatories and performed their 1-D inversions to detect lateral

variability in the recovered 1-D conductivity profiles.

In this study, I develop a methodology to jointly invert island GDS and MT TFs for lo-

cal 1-D conductivity distributions in the presence of known laterally-variable bathymetry,

which controls the strength and spatial structure of OIE. Note that our previous numer-

ical studies suggest that the proper account for the OIE requires 3-D forward modellings

at fine grids, which I perform using nested domains formalism (Chen et al., 2020, 2021).

I implemented the developed methodology to invert GDS and MT TFs estimated

at three island geomagnetic observatories. I have chosen islands to locate in different

tectonic environments, specifically, in the Indian Ocean (Cocos (West) island), in South

Atlantic (Tristan da Cunha island), and North Pacific (Oahu island). I point out that

since I work with island geomagnetic observatory data, the only MT TFs we can estimate

are tippers. As for GDS TFs, I exploit new Sq G2L TFs (Guzavina et al., 2019), which

allow us to account for the complex spatiotemporal structure of the Sq current system.

I omitted longer-period, Dst G2L TFs since they appeared to be of questionable quality

(non-smooth behaviour, significant uncertainties) at considered islands; recall that esti-

mating Dst TFs requires a very long time series of observations with accurate control of

the baseline, which is often not the case when one deals with island data. Due to the

period range of the considered TFs – from a few minutes to one day – I constrain con-

ductivity structures in the depth range from the surface down to approximately mantle

transition zone (∼ 500 km). To avoid ambiguity in conductivity distribution at larger

depths, I also include into the joint inversion longer-period global Q-responses estimated

by Kuvshinov et al. (2021).

Finally, I interpret the recovered local 1-D conductivity profiles in terms of lithosphere

thickness and the presence/absence of mantle plume beneath the considered islands.
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4.2 Multi-source magnetic transfer functions

4.2.1 Magnetotelluric tippers

The source of geomagnetic field variations with periods shorter than 3 hours can be

approximated by a vertically incident plane wave. This allows to relate the vertical

magnetic field component, Z, with the horizontal magnetic field, Hτ = (HxHy), via the

tipper T = (Txy Tzy) (Berdichevsky & Dmitriev, 2008)

Z(rs, ω) = Tzx(rs, ω)Hx(rs, ω) + Tzy(rs, ω)Hy(rs, ω) (4.1)

where rs is an observation site, and ω = 2π/T is the angular frequency, and T is the

period. Tippers were estimated in period range 5 min - 3 hours. Details on the island

data to estimate tippers, and their estimation are discussed in the paper of Rigaud et al.

(2021), seeing their section “Estimating tippers from the data”. Circles with error bars

in Figure 4.3 depict the estimated tippers.

4.2.2 Sq global-to-local transfer functions

The source of daily Sq variations is the ionospheric current system, which has a complex

spatio-temporal structure (Yamazaki et al., 2016; Finlay et al., 2017). Despite this,

there were several studies that analyzed Sq variations and utilized a variant of local

C-response concept, which represents the source via a single spherical harmonic (SH)

which is specific for each Sq period (cf. Schmucker, 1964; Simpson et al., 2000; Bahr &

Filloux, 1989). However, presently there exists a consensus that the description of the

ionospheric source by a single SH is too simplistic. Alternatively, local C-responses can

be estimated without prior assumptions about the source geometry (cf. Olsen, 1998).

The prerequisite for the successful implementation of this approach is a relatively dense

regional grid of observations in the region of interest, which is not the case with island

observations.

To account for the complex spatio-temporal structure of the Sq source, I resort to

(non-conventional) global-to-local transfer functions, Tmn , that relates a set of SH ex-

pansion coefficients describing the source to a locally measured vertical magnetic field
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component (Püthe et al., 2015; Guzavina et al., 2019)

Z(rs, ω) =
∑

n,m∈L(ω)

εmn (ω)Tmn (rs, ω), (4.2)

where L(ω) specifies a subset of SH for each Sq period (Tp = 24/p hours, p = 1, 2, 3, 4).

For details on the estimation and fundaments underlying the Sq G2L TFs, the reader is

referred to the paper of Guzavina et al. (2019) (see their Sections 2–4). In short, for each

period Tp, I first determine the external (inducing) SH coefficients, εmn , describing the

source from horizontal magnetic field components measured at global net of observatories

assuming a prior 3-D conductivity Earth. Then, the corresponding Tmn are estimated by

relating the local (island) vertical magnetic field component with the determined source

coefficients. Only data from geomagnetic quiet days (with 48-hr average aa index smaller

than 7 nT) and from equinoctial months available from 1997 until 2021 were used for Sq

G2L TFs estimation. I estimated Sq G2L TFs using magnetic data measured at Cocos-

Keeling Islands (CKI), Honolulu (HON) and Tristan da Cunha (TDC) geomagnetic

observatories during 128, 370 and 139 magnetically quiet days, respectively. As terms

with n = p + 1 and m = p are expected to be dominant (Schmucker, 1999b), I analyze

T pp+1 only. Circles with error bars in Figure 4.4 represent the estimated Sq G2L TFs. It is

also important to stress that the Sq data were corrected for ocean tidal signals (Guzavina

et al., 2018).

4.2.3 Global Q-responses

The source of geomagnetic field variations with periods longer than one day is primarily

the magnetospheric ring current. At the Earth’s surface, this source is well approximated

by the n = 1 and m = 0 term, and this fact allows us to estimate global Q-responses

relating the induced and inducing SH coefficients, ε01 and ι01

ι01(ω) = Q00
11(ω)ε01(ω). (4.3)

Details on the data to estimate global Q-responses and on their estimation can be found

in the paper of Kuvshinov et al. (2021), seeing their section “Estimating dominant Q-

response”. Circles with error bars in Figure 4.5 depict the estimated global Q-responses.
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4.3 Forward modeling and quasi-1D inversion

4.3.1 Forward modeling
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Figure 4.1: Left: model parameterization adopted in this study. The conductivity
models consist of a 1-D layered Earth overlaid by a surface layer (or several layers)
representing nonuniform conductivity distributions in the oceans and landmasses. Con-
ductivity distributions in the surface layers(s) are constructed by using bathymetry data
(right); by black dots are shown locations of island geomagnetic observatories data from
which are used in this paper.

In this study, I aim to reveal 1-D conductivity structures beneath islands. As I

already discussed in the introduction, island EM TFs are substantially distorted by the

ocean induction effect (OIE). To account for the OIE, we exploit a conductivity model

which includes nonuniform oceanic layer(s) and 1-D mantle underneath (cf. Figure 4.1).

Calculation of electric and magnetic fields, E and H, in models with 3-D conductivity

distribution, σ, requires numerically solving Maxwell’s equations

∇×H(r) = σ(r)E(r) + jext(r),

∇× E(r) = iωµ0H(r),
(4.4)

where i =
√
−1, µ0 is the magnetic permeability of the free space, and jext is the

extraneous current. r = (r, θ, φ) and r = (x, y, z) for global and Cartesian problem

setups, respectively.

Previous studies (Chen et al., 2020, 2021) show that the OIE in island EM responses

can be accurately accounted for by using a nested integral equation (IE) approach and
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invoking high-resolution bathymetry. Within the nested domain approach, the modeling

is first performed at a large domain and on a coarse grid. Then the results are refined in

the region of interest by performing modeling at a smaller domain and on a denser grid.

In this study, I adopt the “nested” Cartesian-to-Cartesian tool (Chen et al., 2021) to com-

pute tippers and the “nested” global-to-Cartesian tool (Chen et al., 2020) to compute Sq

G2L TFs. In both tools, the core modules of Cartesian solver PGIEM2G (Kruglyakov

& Kuvshinov, 2018) are used. As for the calculation of global Q-responses, I exploit the

conventional IE solver by Kuvshinov (2008). Different TFs – depending on their periods

and spatial scale of the source – may require different discretization of the corresponding

3-D models. Specifically, for tippers calculation, I first performed modeling at a large

domain and coarse lateral grid (with 180 × 180 cells of 2 × 2 km2 size), and then at a

smaller domain and finer lateral grid (with 60×60 cells of 1×1 km2 size). As for vertical

discretization, for both simulations, the 3-D modeling domain was discretized by six lay-

ers of 0.5, 0.5, 1, 1, 1.5 and 1.5 km thicknesses. Note that since I exploit IE-based solvers,

the vertical extent of the modeling domain goes down to 6 km – the maximum depth

column around considered islands. To calculate Sq G2L TFs, I first performed modeling

at a global (spherical) grid with lateral resolution of 1◦× 1◦, and then at smaller (Carte-

sian) domain and finer lateral grid with 80× 80 cells of 10× 10 km2 size, corresponding

to ∼ 0.09◦ × 0.09◦ resolution. Finally, global Q-responses are calculated at a global grid

with a lateral resolution of 1◦ × 1◦. A thin shell set-up was invoked to calculate both

Sq G2L TFs and global Q-responses, meaning that the 6-km layer is substituted by a

thin shell of laterally-variable conductance where the conductance is obtained as a prod-

uct of bathymetry and globally averaged sea-water conductivity (3.2 S/m). Note that

I performed systematic model studies to justify the parameters describing the models,

namely, cell, grid and domain sizes. 3-D conductivity (or 2-D conductance) distributions

in the considered models are constructed by using the 30′′ × 30′′ bathymetry data from

the General Bathymetry Chart of the Oceans (GEBCO; Becker et al. (2009)).
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4.3.2 Joint quasi 1-D inversion

The inverse problem is treated as an optimization problem such that

φd(m) + λφm(m) −→
m

min, (4.5)

where φd(m) is the data misfit, λ and φm(m) are the regularization parameter and

regularization term, respectively. m = [β(σ1), β(σ2), · · · , β(σN)] denotes the vector of

model parameters, where β(·) is a log-based transformation ensuring the positivity of

the arguments, and N is the number of parameters.

The data misfit term φd(m) reads

φd(m) =
∑
k∈χ

(
1

Nk

Nk∑
i=1

∣∣wki (fki (m)− dki )
∣∣2) , (4.6)

where χ is a set of TFs from different methods, and wk, fk and dk are the corresponding

data weights, 3-D forward operator and observed (i.e. estimated from the data) TFs,

respectively. Normalizing with the numbers of actual entries (Nk) aims to equate the

contribution from each method in joint inversion (Key, 2016).

The regularization term φm(m) reads

φm(m) =
1

pm

N∑
j=1

|ljm|pm , (4.7)

where lj is the regularization operator of the j-th model parameter. In the implemen-

tation, it is the first derivative with respect to the model parameters. The scalar pm is

set to 1.5, which provides a balance between sharp conductivity contrast and smooth

models (Grayver & Kuvshinov, 2016). The trade-off between data fit and regularization

terms in the course of inversion is determined by means of the L-curve analysis (Hansen,

1992).

I solve the optimization problem (4.5) using a stochastic algorithm, which is called

Covariance Matrix Adaptation Evolution Strategy (CMAES) method (Hansen & Oster-

meier, 2001). It is relevant to note here that CMAES is a global optimization method,

and it finds a global minimum for a moderate number of iterations. More details on
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CMAES method are given in Appendix D.

4.4 Results

4.4.1 Conductivity models

I use the methodology presented in the previous section to simultaneously invert tippers,

Sq G2L TFs and global Q-responses to obtain the local 1-D conductivity profiles beneath

three island geomagnetic observatories (cf. their locations in Figure 4.1).

In the course of inversion, the 1-D part of the model is parameterized by 45 layers

with thicknesses ranging from 500 meters near the surface to 200 km at the core-mantle

boundary (CMB). Below CMB the conductivity is fixed to a high conductivity value

– 105 S/m. Note that topography is not included in the model, as it has a negligible

effect on the TFs in the considered period range. The starting model was taken as a

homogeneous 0.01 S/m conductor down to CMB.

Figure 4.2 shows the recovered 1-D conductivity profiles beneath TDC, HON and

CKI – coloured by red, black and blue, respectively – along with the corresponding 95%

confidence intervals. The details on the recovered layered models – namely, the depths

to the top of the layers, thicknesses of the layers, conductivities and their upper and

lower bounds in the layers – are given in Appendix C. The figure also demonstrates –

coloured by green – 1-D section (and corresponding confidence interval) from Kuvshinov

et al. (2021). This model was obtained by a joint inversion of satellite-detected radial

magnetic field component due to M2 oceanic tide and global Q-responses; the model is

believed to represent the globally averaged 1-D mantle structure beneath oceans.

One can see from the figure that 1-D profiles beneath each observatory differ from the

globally averaged oceanic 1-D conductivity structure in the depth range from the surface

down to ∼ 500 km. The difference is especially noticeable in the first 100 km, i.e. at the

lithospheric depths. Here the global profile appears to be much less conductive than the

local profiles, thus better resolving the expected high resistance (∼ 108 − 109 Ω ·m2) of

the rigid lithosphere. The reason for the higher (less plausible) values of conductivities

in the local profiles at lithospheric depths is as follows. Local profiles are obtained from

the inversion of TFs, which are estimated from the magnetic field variations of iono-
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Figure 4.2: Recovered 1-D conductivity models along with 95 % confidence intervals
beneath TDC, HON and CKI observatories by jointly inverting MT tippers, Sq G2L TFs
and global Q-responses. 1-D section (and corresponding confidence interval) in green is
from Kuvshinov et al. (2021). This model was obtained by a joint inversion of satellite-
detected tidal signals and global Q-response and it is believed to represent the globally
averaged 1-D mantle structure beneath oceans.
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spheric and magnetospheric origin. Due to the purely inductive excitation mechanism

of these variations, and because the magnetic field on the surface of the Earth is purely

poloidal, the corresponding TFs are weakly sensitive to the resistive structures in the

subsurface (Fainberg et al., 1990). In contrast to these TFs, tidal magnetic fields used to

constrain global oceanic conductivity at lithospheric depths are excited by motionally-

driven ocean electric currents that have a unique characteristic – galvanic coupling of

these currents with the Earth’s subsurface. This enhances the sensitivity of the analysed

magnetic fields to the Earth’s resistive structures since these fields (even observed above

the Earth and hence being purely poloidal) are influenced by the toroidal (galvanic)

part of the primary tidal EM field. Despite less reliable values of conductivity in the

local profiles at the lithospheric depths, one can interpret the results in terms of the

lithosphere thickness: we will discuss this topic in Section 4.4.3.

As for lateral variability of the local profiles, they are – in the same (0 – 500 km)

depth range – also markedly different from each other. Note that the sameness of the

profiles below 500 km depth is not surprising since I used global – thus laterally-uniform –

Q-responses to constrain conductivity in the lower mantle. Beneath Oahu and Tristan da

Cunha islands, where mantle plumes are hypothesized (Rychert et al., 2013; Schlömer

et al., 2017), I observe an apparent feature – an enhanced conductivity zone in the

recovered profiles. However, the depth to the high-conducting zone is noticeably different

in HON and TDC profiles. Beneath Tristan da Cunha island, this zone is centred at a

depth of ∼ 180 km, which agrees with a depth where the velocity of the conduit/plume

is revealed by a finite-frequency tomography (Schlömer et al., 2017, cf. their Figure 9) is

minimal; recall that the researchers usually associate the lower velocity zones with higher

conductivity regions. The high-conducting zone beneath HON is revealed, however, at

a larger depth (of ∼ 300 km) which is also in accordance with seismic results in that

region (Wolfe et al., 2009, cf. their Figure 2).

Figures 4.3-4.5 present experimental (i.e. estimated from the data) TFs and TFs

computed in the local 3-D models with the recovered 1-D mantle profiles. One can

observe good general agreement between the modelled and experimental TFs. The re-

maining (rather small, however) discrepancy could be attributed to the hypothetical 3-D

conductivity structures beneath islands, which are incompatible with an assumption I
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made, namely, that underlying crust and mantle are 1-D. Another cause of the difference

could be a potential inaccuracy of the bathymetry data that is used in the study.
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Figure 4.3: Comparison of the observed and modeled best-fitting MT tippers at TDC,
HON and CKI observatories, respectively. Uncertainties of the observed MT tippers are
indicated by the error bars.
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Figure 4.5: Comparison of the observed and modeled best-fitting global Q-responses.
Uncertainties of the observed global Q-responses are indicated by the error bars.

In the next section, I compare the results with those of independent EM studies.

4.4.2 Comparison of new 1-D profiles with the models from the

independent EM studies

Figure 4.6a compares the revealed 1-D profile (red) with the profiles obtained by Morschhauser

et al. (2019) (black) and Baba et al. (2017a) (blue) below TDC observatory. For the ref-

erence, a globally averaged 1-D mantle structure beneath oceans from (Kuvshinov et al.,

2021) (green) is shown. The 1-D model of Morschhauser et al. (2019) was obtained by

inverting the same MT tippers, using the same, quasi 1-D, problem setup and the same,

CMAES, inversion technique. The distinct difference between our approaches is that we

invert – along with tippers – the longer-period TFs, thus covering the wide period range

between 5 minutes and 110 days; this allows to constrain conductivity at larger depths.

Bearing this information in mind, I expected to see similar conductivity distributions

from the surface down to a depth of ∼ 100 km – which is indeed the case. Note that
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Figure 4.6: Comparison of the revealed 1-D conductivity profiles beneath three is-
land observatories. Plots (a), (b) and (c) present the results for TDC, HON and CKI
observatories, respectively.

tippers are TFs with periods shorter than 3 hours; thus, inversion of only tippers, as it

is done by Morschhauser et al. (2019), does not permit constraining conductivity struc-

tures at upper mantle depths reliably. This is why the profile from Morschhauser et al.

(2019) below 100 km does not show any conductivity variations. Very low conductivi-

ties seen in a global profile at shallower depths are not reproduced in both this study

and Morschhauser et al. (2019)’ result. The reason for this disagreement I explained in

the previous section. As for the profile from Baba et al. (2017a) it is much closer to a

global model at depths smaller than 100 km, in terms of very low values of conductivity.

I see the following explanation for that. The profile by Baba et al. (2017a) is obtained

by an inversion of sea-bottom impedances estimated in the period range between 500

sec and two days. In contrast to the TFs estimated from the surface (purely poloidal)

magnetic field in this study, impedances are evaluated from the plane-wave horizontal

electric and magnetic fields. Plane-wave horizontal electric field (in the non-1-D envi-

ronment, and either at the surface or sea bottom) contains the toroidal/galvanic part,

which is sensitive to the resistive lithospheric structures (Fainberg et al., 1990). More-

over, in a non-1-D environment, the sea-bottom horizontal magnetic field also comprises
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the toroidal constituent. This, in particular, means that the sea-bottom impedances –

along with tidal signals – allow researchers to probe high-resistive/low-conducting litho-

sphere. Besides, their sea-bottom impedances were estimated at as long as one day;

this allowed the authors to likely constrain conductivity distribution down to a depth of

∼ 500 km. Interestingly, their profile also contains the enhanced conductivity structure,

however, less pronounced and at a slightly shallower depth.

Figure 4.6b compares the HON 1-D profile obtained by this study with that from Larsen

(1975). His profile was obtained by inversion of long-period (periods between 4 hours

and 10 days) impedances estimated from around two years of HON observatory mag-

netic data and electric field measurements nearby. As the author stated, there appears

to be a unquestionably resolved highly conducting zone in the depth range 330 – 380 km.

Remarkably, I also reveal the enhanced conductivity zone at comparable depths. Since

the minimum period in his analysis was 4 hours, it precludes resolving the structures at

the shallow, 0 – 200 km, depths; this explains the difference between our and Larsen’s

results at these depths.

Figure 4.6c compares the CKI 1-D profile with that from Munch et al. (2018); note

that their profile is the only EM result we found in the literature for this region. As

in figures for TDC and HON, globally averaged 1-D mantle structure beneath oceans

(Kuvshinov et al., 2021) is also shown. One can observe that starting from ∼ 150 km

depth, our 1-D model closely follows the global profile. In particular, and in contrast

to TDC and HON models, the CKI profile does not contain a high-conducting zone in

the upper mantle, which agrees with an absence of plume below Cocos Islands. One can

also see that profile of Munch et al. (2018) differs much from our and global profiles,

at least, down to a depth of 1000 km. This is not completely strange, since long-period

(periods longer than one day) local C-responses inverted by Munch et al. (2018) are only

sensitive to lower mantle structures of the Earth; moreover, the lateral grid (1◦×1◦) used

in their study to account for the OIE during their quasi 1-D inversion seems too coarse

to reproduce OIE adequately (see Chen et al. (2020) for more details on this issue).
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4.4.3 Estimating thickness of the oceanic lithosphere

The lithosphere is the rigid outermost layer of the Earth, and it is the fundamental me-

chanical unit of the plate tectonics theory (Turcotte & Schubert, 2002). The lithosphere

base, which is called a lithosphere-asthenosphere boundary (LAB), divides the rigid lid

from the weaker mantle. A variety of physical parameters (seismic velocity, density and

electrical conductivity) are adopted to map the thickness of the lithosphere (or depth to

LAB) (McAdoo & Sandwell, 1985; Winterbourne et al., 2009; Rychert & Shearer, 2009,

2011; Grayver et al., 2016, among others).

Table 4.1: Thickness of the oceanic lithosphere, Tl, beneath TDC, HON and CKI as
estimated in this study and independent studies.

Island From where estimates of Tl are taken Tl (km)
TDC This study 36

Morschhauser et al. (2019) 30
Baba et al. (2017b) 35
Based on eq. (4.8) 58

HON This study 110
Woods et al. (1991) and Woods & Okal (1996) 100
Based on eq. (4.8) 127

CKI This study 80
Based on eq. (4.8) 100

I estimated the thickness of the oceanic lithosphere, Tl, beneath TDC, HON and

CKI observatories from the recovered local 1-D conductivity profiles as the depth (in

the shallow part of the upper mantle) from where conductivity starts to increase, after a

gradual decrease at smaller depths. The same procedure was applied to estimate Tl from

the conductivity profiles below TDC obtained by Morschhauser et al. (2019) and Baba

et al. (2017b). I summarize the results in Table 4.1. Remarkably, the estimates appeared

to be rather similar, giving a thin lithosphere of ∼ 36 km. As for HON, I obtain the

relatively thick lithosphere with Tl ∼ 110 km below this region. Interestingly, this value

is close to an estimate of Tl ∼ 100 km obtained by Woods & Okal (1996) from the seismic

data in the region. Finally for CKI, I estimate Tl as ∼ 80 km. The results indicate that

Tl significantly varies from island to island, but surprisingly enough that by averaging

local estimates, I get a value, 75 km, which is very close to the global estimate of Tl (72

km) obtained by Grayver et al. (2016).
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Figure 4.7: Global distribution of the oceanic lithosphere age. Data is taken from
Müller et al. (2008).

In addition, I estimated oceanic lithosphere thickness beneath the considered islands

using the lithosphere age consideration. There is a common consensus that the oceanic

lithosphere thickens with age. This thickening occurs by conductive cooling, which con-

verts hot asthenosphere into the lithospheric mantle and causes the oceanic lithosphere

to become increasingly thick and dense with age (Turcotte & Schubert, 2002; Lu et al.,

2021). Specifically, the age of the lithosphere can be converted into the thickness of the

oceanic lithosphere utilizing the following formula (Ranalli, 1995)

Tl(θ, φ) = 2.32
√
κ a(θ, φ), (4.8)

where κ is the an average thermal diffusivity for the silicate rocks – taken as 10−6m2s−1,

cf. Table 7.4 of Ranalli (1995) – and a is the laterally-variable age of the lithosphere

(cf. Figure 4.7). I provide in the table the estimates of Tl based on eq. (4.8) taking

lithosphere ages beneath TDC, HON and CKI observatories as 20, 95 and 60 million

years (Müller et al., 2008), respectively. As is seen from the table, estimates of Tl based

on a joint inversion of EM TFs by this study generally agree with estimates based on

eq. (4.8), thus confirming a progressive thickening of oceanic lithosphere with age. It is

interesting to notice that – in spite of general agreement – estimates of Tl by this study
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are systematically ∼ 20 km lower than estimates based on eq. (4.8).

4.5 Conclusions

I developed a tool to simultaneously invert island multi-source transfer functions in terms

of 1-D conductivity distribution. Specifically, I jointly invert magnetotelluric tippers

(periods from a few minutes to three hours), new global-to-local (G2L) magnetic transfer

functions (periods from a few hours to one day), and global Q-responses (periods from

a few days to a few months). Inverting TFs in a broad period range allows to constrain

the conductivity in a wide depth range – from crust to lower mantle. The critical feature

of the tool is a rigorous and accurate account for the ocean induction effect (OIE)

which makes the forward problem fully 3-D. OIE is modelled using a nested integral

equation approach and invoking high-resolution bathymetry. The inverse problem is

solved employing a stochastic algorithm which finds a global minimum and does this for

a moderate number of iterations.

I implemented the developed methodology to invert TFs estimated at three islands

of different tectonic environments. Beneath two of them – Tristan da Cunha (South At-

lantic) and Oahu (North Pacific) – I observe an apparent feature in the recovered profiles

– an enhanced conductivity zone, which is in agreement with seismic results suggesting

mantle plumes beneath these islands. Besides, the recovered 1-D conductivity profiles

indicate oceanic lithosphere of different thicknesses beneath each island, confirming a

progressive thickening of oceanic lithosphere with age.

The ongoing work is an implementation of the tool to constrain 1-D conductivity

distributions beneath many other islands around the world where long-term magnetic

measurements have been performing (Rigaud et al., 2021). I notice that the tool is

designed so that it can be easily adapted to include alternative TFs, like impedances and

G2L electric TFs, provided long-period electric field data at islands are also available.

Noteworthy, using “electric” TFs allows the probing of high-resistive structures in the

lithosphere. Moreover, substituting tippers with impedances enables us to apply the

multi-source TFs inversion concept to constrain 1-D conductivity distributions (from

crust to lower mantle) beneath inland geomagnetic observatories. Such inversion is

also a topic of future research, which in particular will include a proper treatment (cf.
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Püthe et al., 2014) of potential galvanic effects in electric TFs. Finally, I would like to

mention that along with TFs originating from the signals of external (either ionospheric

or magnetospheric) origin, one can think about adding tidal EM signals (at locations

where these signals are reliably detectable) into a joint inversion to further reduce the

uncertainties in the recovered 1-D conductivity profiles.



Chapter 5

Conclusions and outlook

5.1 Conclusions

My doctoral project focused on constraining the local 1-D electrical conductivity struc-

tures beneath oceans from crust to upper mantle by jointly inverting multi-source elec-

tromagnetic transfer functions, including MT tippers and long-period GDS transfer func-

tions of both ionospheric and magnetospheric origins, estimated from island geomagnetic

observatory and satellite data. Special attention was paid to efficiently calculate island

MT and GDS responses/transfer functions accounting for the ocean induction effect,

which originates from the substantial lateral conductivity contrast between land and

ocean.

To this end, two forward modelling tools based on a nested IE approach in both

Cartesian and spherical geometries were developed to calculate respective MT and GDS

responses/transfer functions. Specifically, I developed:

(1) Cartesian-to-Cartesian 3-D electromagnetic forward modelling tool to efficiently

calculate magnetotelluric tippers/impedances. The tool allows researchers to ac-

count for the effects of non-uniform distant structures and, at the same time, to

accurately model the results from local anomalies. The IE modelling is first per-

formed at a large domain and on a (laterally uniform) coarse grid within this

approach. Then the results are refined in the region of interest by performing

modelling at a smaller domain and on a (laterally-uniform) denser grid. At the

latter stage, the modelling results obtained at the previous step are exploited. I

89
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used the developed tool to calculate the MT tippers at observatory Gan, located

on the southernmost island of the Maldives. I obtained a very good agreement

between observed and modelled MT tippers using the developed tool.

(2) Global-to-Cartesian 3-D electromagnetic forward modelling tool to efficiently cal-

culate GDS responses/transfer functions. It, again, allows researchers to effi-

ciently calculate the EM responses in the problem setups requiring highly detailed

bathymetry in the (local) region of interest. The IE modelling in spherical ge-

ometry is first performed on the whole globe using a coarse grid, and then the

results are refined in the region of interest by IE modelling in Cartesian geometry

at a smaller domain and on a denser grid. I computed long-period responses at

two islands (Cocos-Keeling and Honolulu) geomagnetic observatories by exploiting

different – from relatively coarse 1◦ × 1◦ to very fine 0.01◦ × 0.01◦ – lateral grids,

and demonstrate that very local bathymetry variation substantially influences the

GDS responses at periods as long as 20 days. Using the responses computed at

0.01◦×0.01◦ grid, I obtain new 1-D conductivity models beneath considered islands

and observe remarkable agreement between modelled and experimental responses.

In particular, I reproduced the anomalous behaviour of observed responses at the

Cocos-Keeling observatory.

A quasi-1D inverse tool was developed to simultaneously invert multi-source electro-

magnetic (EM) responses in terms of 1-D conductivity distribution based on the above-

mentioned forward modelling solvers. These EM responses include MT tippers (with

periods ranging from a few minutes to 3 hours), solar quiet (Sq), global-to-local transfer

functions (with periods ranging from 6 hours to 24 hours), and magnetospheric global

Q-responses (with periods ranging from a few days to a few months). Inverting TFs in a

broad period range allows us to constrain the conductivity in a wide depth range – from

crust to lower mantle. The critical feature of the inverse tool is a rigorous and accurate

account for the OIE, which makes the forward problem fully 3-D. OIE is modelled using a

nested integral equation approach and invoking high-resolution bathymetry. The inverse

problem is solved by employing a stochastic algorithm that finds a global minimum and

does this for a moderate number of iterations.

I implemented the developed methodology to invert TFs estimated at three islands
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in different tectonic environments. As a result, I obtained local 1-D conductivity profiles

beneath three island observatories. Beneath two of them – Tristan da Cunha (South

Atlantic) and Oahu (North Pacific) – I observe an apparent feature in the recovered

profiles – an enhanced conductivity zone, which agrees with seismic results suggesting

mantle plumes beneath these islands. The retrieved conductivity profiles indicate a

conductive upper mantle beneath Tristan da Cunha and Oahu islands, where mantle

plumes are hypothesized (Rychert et al., 2013; Schlömer et al., 2017). Beneath Tristan

da Cunha island, the enhanced conductivity zone is centred at a depth of ∼ 180 km,

which is in agreement with a depth where the velocity of the conduit/plume, revealed by

a finite frequency tomography, is minimal (Schlömer et al., 2017). The high-conducting

zone beneath HON is detected, however, at a more significant depth (of ∼ 300 km),

which is also following seismic results in that region (Wolfe et al., 2009). Besides, the

recovered 1-D conductivity profiles indicate oceanic lithosphere of different thicknesses

beneath each island, confirming a progressive thickening of oceanic lithosphere with age.

5.2 Outlook for future studies

5.2.1 Constraining 1-D conductivity distributions beneath both

island and inland geomagnetic observatories

I developed a quasi 1-D tool to invert multi-source electromagnetic transfer functions

simultaneously in my PhD project. Then, I applied the developed tool to constrain the

local 1-D conductivity structures beneath three island geomagnetic observatories. The

ongoing work is an implementation of the tool to constrain 1-D conductivity distributions

beneath many other island geomagnetic observatories around the world where long-

term magnetic measurements have been performing (Rigaud et al., 2021). It is worth

noting that the tool is designed to be easily adapted to include alternative TFs, like

impedances and G2L electric TFs, provided long-period electric field data at geomagnetic

observatories are also available. Also noteworthy, using “electric” TFs allows researchers

to probe high-resistive structures in the lithosphere.

Moreover, substituting tippers with impedances enables us to apply the multi-source

TFs inversion concept to constrain the local 1-D conductivity distributions (from crust to
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lower mantle) beneath inland geomagnetic observatories. Such inversion is also a topic

of future research, which in particular will include a proper treatment (cf. Püthe et al.,

2014) of potential galvanic effects in electric TFs. Finally, along with TFs originating

from the signals of external (either ionospheric or magnetospheric) origin, one can add

tidal EM signals (at locations where these signals are reliably detectable) into a joint

inversion to further reduce the uncertainties in the recovered 1-D conductivity profiles.

Further, I would like to explore the lateral variability of the recovered 1-D conductiv-

ity models and constrain the hydrogen/melt content in the mantle by invoking laboratory

conductivity measurements and using the approach described in Munch et al. (2018) and

Munch et al. (2020).

5.2.2 Constraining the regional 3-D conductivity structures be-

neath regions with good spatial coverage by observations

As mentioned in Chapter 1, although significant efforts have been made to constrain the

Earth’s conductivity structures by MT and GDS studies, the family of global 3-D models

produced to date is yet to reach a consensus. The present discrepancy is primarily due to

the inherent strong non-uniqueness of the inverse problem arising from spatial sparsity

and irregularity of data distribution. Hence, at most, one can constrain the conductivity

structure reliably beneath the regions with good spatial coverage by observations (for

instance, beneath China, the United States, Europe, and Australia).

In this context, my future goal is to develop a semi-global 3-D inversion tool to jointly

invert MT and GDS transfer functions in spherical geometry, using a gradient-type op-

timization method and exploiting novel efficient IE-based 3-D forward modelling solver

GEMMIE (Kruglyakov & Kuvshinov, 2022). Then, I plan to use this 3-D inversion tool

to constrain the 3-D electrical conductivity distributions – from crust to mantle – be-

neath China and Europe. Furthermore, the recovered 3-D conductivity models could be

integrated with laboratory conductivity measurements to constrain the hydrogen content

in the mantle and coupled with seismic and geodynamic models to better understand

the lithosphere’s thinning and related fluid-melt activities.
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5.2.3 Compiling a global 3-D electrical conductivity model

So far, several global 3-D electrical conductivity models of the relatively shallow (down

to the depth of approximately 100 km) layers of the Earth have been built (Everett et al.,

2003; Alekseev et al., 2015; Grayver, 2021). However, there is no global 3-D electrical

conductivity model from crust to mantle, as far as I know. A long-term and profound goal

is to build a global multi-resolution 3-D electrical conductivity model in a depth range of

0 - 1500 km, including seawater, sediments, the Earth’s crust, lithosphere/asthenosphere,

and mantle.

Compilation of such a global 3-D model could follow the approach used in Alekseev

et al. (2015). First, the Earth can be divided into several spherical layers. The vertical

and lateral boundaries of the layers are established based on the available data sets

(e.g., the global maps of high-resolution bathymetry, sedimentary, crustal and lithosphere

thicknesses). Then, each element of the structure is assigned either a specific conductivity

value or conductivity versus depth distribution, according to available laboratory data

and generalized models (cf. Jones, 1999; Palshin, 1996). Then, the global model could

be refined by incorporating conductivity models obtained in regional MT studies and/or

other disciplines. Many existing conductivity models could be compiled into this global

3-D model, including:

• Global 3-D electrical conductivity model of the ocean and marine sediments built

by Grayver (2021);

• Regional 3-D conductivity models revealed by large-scale MT studies, for instance,

crustal 3D conductivity models beneath China (Wei et al., 2001; Bai et al., 2010;

Xu et al., 2019; Dong et al., 2020; Xu et al., 2020), Australia (Robertson et al.,

2016), Central Mongolia (Käufl et al., 2020), northwest Pacific (Tada et al., 2014;

Utada & Baba, 2014), and the United States (Patro & Egbert, 2008; Meqbel et al.,

2014; Yang et al., 2021);

• Mantle 3-D conductivity models beneath, for instance, China and Europe, as de-

scribed in Section 5.2.2; I note that such models are still to be built;

• Local 1-D conductivity models beneath globally-distributed geomagnetic observa-

tories (in the regions where the spatial distribution of the data is poor), as described
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in Section 5.2.1.

5.2.4 Implementation of alternative approaches to 3-D EM for-

ward modeling

A robust and efficient 3-D EM forward modelling tool is vital for EM inversion. In

this Ph.D. project, I developed two forward modelling tools based on a nested inte-

gral equation approach in Cartesian and spherical geometries to calculate MT and GDS

responses/transfer functions efficiently. The FFT method is applied to accelerate the

computation and reduce the memory consumption, which requires a uniform discretiza-

tion in the corresponding direction. The developed tools allow accounting for the effects

of distant structures correctly and, at the same time, to model the results from local

anomalies accurately. However, these forward modelling tools have two shortcomings:

(a) a regular grid is adopted to discretize the modelling domain, which has difficulty in

approximating the complicated models, for instance, the coastal line and topography;

and (b) if more than one region is of practical interest, one needs to perform the mod-

ellings several times to obtain the accurate results in multiple regions of interest; this

is especially true for G2C tool. Alternative methods to perform fast and accurate 3-D

large-scale EM forward modelling are as follows:

• Fast multipole method (FMM). FMM has already been successfully applied to

accelerate IE-based 3-D EM modellings (Gumerov & Duraiswami, 2005; Ren et al.,

2013b, among others), but no literature reports the FMM application to global 3-

D EM forward modelling. Noteworthy, FMM allows for using nonuniform and

irregular grids (tetrahedrons) for discretization.

• Hybrid integral equation-finite element (IE-FE) method. Within the approach, the

IE modelling is first performed in a large domain and on a coarse (regular) grid.

Then the results are refined in the region of interest by performing FE modelling

at a smaller domain and on a denser grid using the IE modelling results obtained

in the previous step. This method allows tetrahedral grids to discretize the local

domain and accurately approximate the complex structures.
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5.2.5 Simultaneous inversion of source and conductivity models

Estimating GDS global-to-local (G2L) transfer functions (TFs) and their subsequent in-

version rely on an estimation of the expansion coefficients describing the source (Guzav-

ina et al., 2019; Munch et al., 2020, among others). Such estimation requires knowledge

of the Earth’s background conductivity model. Guzavina (2020) compared the G2L TFs

estimated using two different background models and found a non-negligible difference

between them. This result advocates iterative updating of the source coefficients and

conductivity models during estimation and inversion of G2L TFs. Alternatively, one can

think about estimating the source coefficients and recovery of the conductivity model

simultaneously.
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Appendix A

Numerical tests to verify the

global-to-Cartesian 3-D EM forward

modelling tool

A.1 Introduction

Here, I present the results of two numerical tests, which aim to verify the proposed global-

to-Cartesian (G2C) three-dimensional (3-D) electromagnetic (EM) forward modeling tool

described in Chapter 2.

A.2 1-D layered Earth model

First, I consider a 1-D layered Earth’s model, excited by the external source described by

the first zonal spherical harmonic (Y 0
1 ). 1-D conductivity profile is taken from (Grayver

et al., 2017). The electric and magnetic fields at period of 1 day are calculated analyti-

cally (Kuvshinov & Semenov, 2012) and by G2C approach. Within G2C approach, the

whole modeling domain is divided into two, global and local, domains, where the local

domain is confined by 82 ◦ – 90 ◦ colatitudes and 0 ◦ – 8 ◦ longitudes. At both, global and

local, modeling stages, the lateral resolution of the model is taken as 1◦ × 1◦. At global

modeling and local stage the fields are calculated by “spherical” X3DG code (Kuvshinov,

2008) and “Cartesian” PGIEM2G code (Kruglyakov & Kuvshinov, 2018), respectively.
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Figure A.1: Analytical and G2C fields calculated at the surface of the Earth along
colatitudinal profile in 1-D conductivity model of the Earth. Period is 1 day, the source
is described by the first zonal spherical harmonic. See further details in the text.

Figure A.1 shows the analytical and G2C Eφ, Bθ andBr calculated at the surface of

the Earth along colatitudinal profile which crosses the local domain. Note, that since the

source of excitation is described by Y 0
1 spherical harmonic, and the Earth’s conductivity

model is 1-D, there is no dependence of the results on longitude and only Eφ, Bθ andBr

components of EM field are non-zero. Excellent agreement between analytic and G2C

results is observed, with the relative difference between them being less than 0.01 % for

all components.
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Figure A.2: A sketch of the North-South hemisphere model.

A.3 North-South (N-S) hemisphere model

The second test is performed using the so-called North-South (N-S) hemisphere model.

It consists of surface thin shell with hemispherical distribution of conductance and 1-D

mantle underneath. The same 1-D conductivity profile as in the first test is used for

the conductivity distribution in the mantle. The conductances in northern (colatitudes

0 ◦ − 90◦) and southern (colatitudes 90 ◦ − 180 ◦) hemisphere are taken as 100 S and

106 S, respectively (cf. Figure A.2). Note that G2C is validated against X3DG solver

only, since the latter code was thoroughly and systematically benchmarked in a number

of publications (Yoshimura & Oshiman, 2002; Kelbert et al., 2014; Velímskỳ et al., 2018,

among others). I also notice that recently introduced FEM-based global solver (Grayver

et al., 2019) was also validated against the X3DG code. The model is again excited by

Y 0
1 source, and again I calculate the fields at period of 1 day. The following four modeling

scenarios are considered: (1) The fields are calculated globally on a “fine”, 0.5 ◦ × 0.5 ◦,

grid using X3DG code, and these fields are referred as the “true” fields; (2) the fields are

calculated globally on a coarser, 0.5 ◦ × 1 ◦, grid using again X3DG code; (3) the fields

are calculated using G2C approach. At global and local modeling stages, 0.5 ◦ × 1 ◦ and

0.5 ◦ × 0.5 ◦ grids are invoked, respectively. The local domain is confined by 86 ◦- 94 ◦

colatitudes and 0 ◦- 8 ◦ longitudes; (4) the fields are calculated by PGIEM2G code on

a grid of 0.5 ◦ × 0.5 ◦ resolution, considering the local domain only. Note that in the

latter scenario the background 1-D section was chosen to include uniform surface thin
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shell of 106 S conductance. As in the first test, there is no dependence of the results on

a longitude and only Eφ, Bθ andBr components of EM field are non-zero.

86 88 90 92 94
Co-latitude (°)

0

1

2

3

R
ea

lE
(V

/m
)

10 -8

Global (coarse)
G2C approach

86 88 90 92 94
Co-latitude (°)

-6

-4

-2

0

2

Im
ag

 E
(V

/m
)

10 -8

86 88 90 92 94
Co-latitude (°)

0

1

2

3

4

R
ea

l B
(A

/m
)

10 -3

86 88 90 92 94
Co-latitude (°)

-4

-2

0

2

4

Im
ag

B

10 -4

86 88 90 92 94
Co-latitude (°)

-1

0

1

2

R
ea

l B
r(

A
/m

)

10 -3

86 88 90 92 94
Co-latitude (°)

-5

0

5

Im
ag

 B
r(

A
/m

)

10 -4

"true" (Global, fine)

Cartesian (local)

(A
/m

)

Figure A.3: The fields calculated in the N-S hemisphere model using four different
modeling scenarios. Period is 1 day, the source is described by the first zonal spherical
harmonic. See further details in the text.

As seen from Figure A.3, the fields calculated during the fourth modeling scenario, i.e.

when only local domain is considered, differ from other three solutions. It is noteworthy

that imaginary parts of Br component obtained by X3DG using a coarser grid (0.5 ◦ ×

1 ◦) differ from the “true” imaginary parts. Remarkably, the fields calculated by G2C

approach matches very well with the “true” solution, in spite of the fact that global

calculations were performed using a grid of 0.5 ◦ × 1 ◦. Also note that there is a small

discrepancy between “true” X3DG and G2C results which can be attributed to the fact
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that different – collocation and Galerkin – methods are used in X3DG and PGIEM2G

codes to numerically solve the corresponding IE.



Appendix B

Details of numerical implementation of

C2C approach

B.1 Introduction

In this Appendix, I present some details on the numerical implementation of the nested

integral equation approach described in Chapter 3.

B.2 Basis functions construction

Let domain Ṽ be divided into N cells = NxNyNz rectangular cells

Ṽn = [xn xn + hnx]× [yn yn + hny ]× [zn zn + hnz ], n = 1, 2, . . . , N cells. (B.1)

Then, the local scalar basis functions Ψ
nx,ny ,nz
n (x, y, z) for each cell Ṽn are expressed as

Ψnx,ny ,nz
n (x, y, z) =

2
√

2√
hnxh

n
yh

n
z

Lnx

(
2
x− xn
hnx

− 1

)
× Lny

(
2
y − yn
hny

− 1

)
× Lnz

(
2
z − zn
hnz

− 1

)
.

(B.2)

Here, Ln =
√

2n+1
2
Pn, Pn is the Legendre polynomial of n-th order, and nx(y,z) =

0, 1, . . . , NP
x(y,z), where N

P
x(y,z) are the maximum polynomial orders along x-, y- and z-

directions.
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Then, the vector basis functions Ψn, n = 1, 2, . . . , N , N = 3N cells
(
NP
x + 1

) (
NP
y + 1

) (
NP
z + 1

)
are assembled as Ψ = (Ψx,Ψy,Ψz), where Ψx,y,z stand for Ψ

nx,ny ,nz
n in eq. (B.2). Note

that Ψn are orthonormal at Ṽn due to the orthonormality of the Ln. To obtain the or-

thonormality of Ψn at the whole domain Ṽ, one just needs to define Ψn(r) = 0, r 6∈ Ṽn.

B.3 Calculating integrals of the basis functions prod-

ucts

As explained in Chapter 3, the realization of the nested approach requires computation

of the following expression

(
Eadd (c),Ψ

(f), loc
n,k

)
≈

∑
V

(c)
m ⊂Vloc

Kc∑
l=1

u
add (c)
m,l

∫
V

(f),loc
n

Ψ
(f), loc
n,k (r)Ψ

(c)
m,l(r)dV(f),loc

n ,

n = 1, 2, . . . , Nf , k = 1, 2, . . . , Kf .

(B.3)

or, in other words, one has to calculate the integral over V
(f),loc
n in eq. (B.3). Below, I

show how this integral can be calculated analytically.

To do this, let me first substitute the basis functions introduced in Appendix B.2

into the integral in eq. (B.3). As a result, we have
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∫
V

(f),loc
m

Ψ(f),loc
m (r)Ψ(c)

n (r)dV(f),loc
m =

√√√√2n
(c)
x + 1

h
n(c)
x

2n
(c)
y + 1

h
n(c)
y

2n
(c)
z + 1

h
n(c)
z

2n
(f)
x + 1

h
m(f)
x

2n
(f)
y + 1

h
m(f)
y

2n
(f)
z + 1

h
n(f)
z

×
x
(f)
m +h

m(f)
x∫

x
(f)
m

P (c)
nx

(
2
x− x(c)n
h
n(c)
x

− 1

)
P (f),loc
nx

(
2
x− x(f)m

h
m(f)
x

− 1

)
dx

×
y
(f)
m +h

m(f)
y∫

y
(f)
m

P (c)
ny

(
2
y − y(c)n
h
n(c)
y

− 1

)
P (f),loc
ny

(
2
y − y(f)m

h
m(f)
y

− 1

)
dy

×
z
(f)
m +h

m(f)
z∫

z
(f)
m

P (c)
nz

(
2
z − z(c)n
h
n(c)
z

− 1

)
P (f),loc
nz

(
2
z − z(f)m

h
m(f)
z

− 1

)
dz.

(B.4)

As is seen from eq. (B.4), it is sufficient to show how to compute one, for instance, the

first integral; other integrals can be computed in a similar way. Let me introduce the

following notations

s = x, s1 = x(f)m , s2 = x(f)m + hm(f)
x , q1 = x(c)n , q2 = x(c)n + hm(c)

x , l = n(c)
x , k = n(f)

x .

(B.5)

Then, the first integral in eq. (B.4), with the corresponding prefactor, can be rewritten

as

2n
(f)
x + 1

h
m(f)
x

x
(f)
m +h

m(f)
x∫

x
(f)
m

P (c)
nx

(
2
x− x(c)n
h
n(c)
x

− 1

)
P (f),loc
nx

(
2
x− x(f)m1

h
m(f)
x

− 1

)
dx

=
2k + 1

s2 − s1

s2∫
s1

Pl

(
2
s− q1
q2 − q1

− 1

)
Pk

(
2
s− s1
s2 − s1

− 1

)
ds

=
2k + 1

t2 − t1

t2∫
t1

Pl(t)Pk

(
2
t− t1
t2 − t1

− 1

)
dt

= Ck
l (t1, t2),

(B.6)
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where

t1 = 2
s1 − q2+q1

2

q2 − q1
, t2 = 2

s2 − q2+q1
2

q2 − q1
. (B.7)

Let further introduce an auxiliary integral

Ċk
l (t1, t2) =

2k + 1

t2 − t1
1

l

t2∫
t1

Ṗl(t)Pk

(
2
t− t1
t2 − t1

− 1

)
dt, (B.8)

where Ṗl(t) = d
dt
Pl(t). Finally, using recursion formulas for Legendre’s polynomials and

their derivatives, after some algebra we obtain a set of recursion formulas that allows us

to calculate Ck
l (t1, t2), i.e., the required integral

Ck
l (t1, t2) =

1

1 + k+1
l

(
t2 − t1

2

2k + 1

2k − 1
Ċk−1
l (t1, t2) +

t2 + t1
2

Ċk
l (t1, t2)−

(
1− 1

l

)
Ċk
l−1(t1, t2)

)
,

Ċk
l (t1, t2) =

(
2− 1

l

)
Ck
l−1(t1, t2) +

(
1− 2

l

)
Ċk
l−2(t1, t2),

C0
l (t1, t2) =

Pl+1(t)− Pl−1(t)
(2l + 1)(t2 − t1)

∣∣∣∣t=t2
t=t1

,

Ċ0
l (t1, t2) =

1

l

Pl(t2)− Pl(t1)
t2 − t1

,

Ck
k (t1, t2) =

(
t2 − t1

2

)k
,

Ck
l (t1, t2) = 0, l < k,

Ċk
l (t1, t2) = 0, l ≤ k.

(B.9)



Appendix C

Description of 1-D conductivity models

C.1 Introduction

In this Appendix, I present the actual values of the recovered layered 1-D conductivity

profiles beneath three island geomagnetic observatories, located at Tristan da Cunha

(INTERMAGNET code of observatory: TDC), Oahu (INTERMAGNET code of obser-

vatory: HON) and Cocos-Keeling (INTERMAGNET code of observatory: CKI) islands,

and the globally averaged 1-D mantle structure beneath oceans, which was obtained by

a joint inversion of satellite-detected tidal signals and global Q-response, taken from by

(Kuvshinov et al., 2021). The results are presented in the form of the tables which con-

tain the depths to the top of each layer, thicknesses, conductivities and 95 % confidence

intervals.
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Table C.1: The recovered 1-D conductivity profile beneath TDC observatory.

Depth Thickness Conductivity Lower bound Upper bound
(km) (km) (S/m) (S/m) (S/m)
0 0.5 0.01403 0.01144 0.01719
0.5 1.5 0.01404 0.01144 0.01722
2 3 0.01394 0.01134 0.01713
5 5 0.00990 0.00804 0.01217
10 6 0.00701 0.00569 0.00865
16 6 0.00561 0.00454 0.00692
22 6 0.00451 0.00365 0.00557
28 9 0.00449 0.00363 0.00555
37 15 0.00560 0.00452 0.00693
52 13 0.00714 0.00576 0.00886
65 15 0.01576 0.01268 0.01958
80 15 0.04450 0.03579 0.05533
95 17 0.09847 0.07913 0.12253
112 20 0.17615 0.14138 0.21946
132 23 0.25925 0.20742 0.32404
155 24 0.27873 0.22250 0.34916
179 30 0.27810 0.22165 0.34895
209 35 0.22083 0.17562 0.27767
244 35 0.17605 0.13955 0.22209
279 40 0.12329 0.08095 0.18776
319 40 0.09837 0.06447 0.15010
359 40 0.09814 0.06399 0.15054
399 40 0.09849 0.06365 0.15238
439 50 0.09857 0.06334 0.15340
489 60 0.10444 0.06687 0.16309
549 50 0.15447 0.09811 0.24322
599 60 0.25323 0.14766 0.43425
659 70 0.75293 0.43688 1.29763
729 70 1.86950 1.07415 3.25374
799 80 2.12491 1.21693 3.71036
879 100 2.14192 1.22092 3.75766
979 100 2.12568 1.20757 3.74183
1079 110 2.14315 1.18981 3.86037
1189 110 2.27498 1.23640 4.18595
1299 100 2.52767 1.30442 4.89806
1399 100 2.71445 1.33330 5.52629
1499 100 2.94001 1.39553 6.19381
1599 100 3.04248 1.40695 6.57923
1699 100 3.02830 1.36903 6.69859
1799 100 2.92633 1.28666 6.65553
1899 100 2.98552 1.26892 7.02431
1999 200 3.13723 1.31696 7.47340
2199 400 3.21232 1.33728 7.71641
2599 380 3.27468 1.30373 8.22528
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Table C.2: The same as in Table C.1, but for HON observatory.

Depth Thickness Conductivity Lower bound Upper bound
(km) (km) (S/m) (S/m) (S/m)
0 0.5 0.00905 0.00452 0.01812
0.5 1.5 0.00904 0.00439 0.01864
2 4 0.00903 0.00433 0.01883
6 4 0.00896 0.00427 0.01882
10 6 0.00885 0.00421 0.01862
16 6 0.00635 0.00300 0.01343
22 6 0.00531 0.00250 0.01127
28 9 0.00463 0.00218 0.00985
37 15 0.00338 0.00159 0.00720
52 13 0.00261 0.00122 0.00559
65 15 0.00235 0.00109 0.00505
80 15 0.00225 0.00104 0.00485
95 17 0.00226 0.00104 0.00487
112 20 0.00245 0.00113 0.00528
132 23 0.00304 0.00140 0.00657
155 24 0.00482 0.00222 0.01043
179 30 0.01007 0.00464 0.02184
209 35 0.03404 0.01567 0.07394
244 35 0.23713 0.10894 0.51615
279 40 0.36807 0.16864 0.80330
319 40 0.32013 0.14600 0.70192
359 40 0.16966 0.07721 0.37280
399 40 0.14067 0.06393 0.30954
439 50 0.13840 0.06259 0.30601
489 60 0.14543 0.06576 0.32161
549 50 0.19770 0.08923 0.43798
599 60 0.30574 0.13739 0.68036
659 70 0.73736 0.33047 1.64524
729 70 1.40478 0.62739 3.14543
799 80 1.64414 0.73345 3.68559
879 100 1.66532 0.74237 3.73574
979 100 1.65531 0.73540 3.72591
1079 110 1.68211 0.74484 3.79876
1189 110 1.74794 0.77328 3.95106
1299 100 1.88636 0.83041 4.28506
1399 100 1.96692 0.86204 4.48790
1499 100 2.04410 0.89528 4.66710
1599 100 2.12305 0.92573 4.86897
1699 100 2.15514 0.92724 5.00909
1799 100 2.28091 0.97720 5.32398
1899 100 2.35821 0.99541 5.58675
1999 200 2.43701 1.00616 5.90264
2199 400 2.51836 1.03493 6.12805
2599 380 2.61724 0.98076 6.98431
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Table C.3: The same as in Table C.1, but for CKI observatory.

Depth Thickness Conductivity Lower bound Upper bound
(km) (km) (S/m) (S/m) (S/m)
0 0.5 0.01427 0.01035 0.01969
0.5 1.5 0.01433 0.01038 0.01979
2 5 0.01405 0.01017 0.01943
7 3 0.01247 0.00899 0.01729
10 6 0.01117 0.00802 0.01556
16 6 0.00680 0.00487 0.00949
22 6 0.00459 0.00328 0.00641
28 9 0.00407 0.00290 0.00571
37 15 0.00399 0.00285 0.00561
52 13 0.00401 0.00286 0.00564
65 15 0.00403 0.00286 0.00568
80 15 0.00453 0.00322 0.00639
95 17 0.00563 0.00399 0.00795
112 20 0.00712 0.00504 0.01007
132 23 0.01151 0.00811 0.01634
155 24 0.01720 0.01208 0.02447
179 30 0.01775 0.01247 0.02527
209 35 0.01888 0.01321 0.02699
244 35 0.02468 0.01717 0.03549
279 40 0.02503 0.01723 0.03634
319 40 0.02933 0.02009 0.04281
359 40 0.04100 0.02768 0.06073
399 40 0.04903 0.03281 0.07327
439 50 0.07839 0.04718 0.13024
489 60 0.12457 0.06633 0.23395
549 50 0.36838 0.19526 0.69502
599 60 0.69163 0.36422 1.31335
659 70 1.26771 0.65743 2.44448
729 70 1.30902 0.67567 2.53605
799 80 1.29507 0.66549 2.52026
879 100 1.20896 0.61146 2.39033
979 100 1.16538 0.57384 2.36671
1079 110 1.19633 0.55647 2.57194
1189 110 1.32890 0.60870 2.90120
1299 100 1.64871 0.74525 3.64741
1399 100 2.12515 0.95584 4.72491
1499 100 2.91024 1.28144 6.60935
1599 100 3.02197 1.16164 7.86158
1699 100 3.13449 1.10200 8.91564
1799 100 3.19303 1.11351 9.15608
1899 100 3.17794 1.08345 9.32147
1999 200 3.19564 0.99065 10.3085
2199 400 3.30158 1.00638 10.8313
2599 380 3.29942 0.98375 11.0660
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Table C.4: The same as in Table C.1, but for globally averaged 1-D mantle structure
beneath oceans taken from by Kuvshinov et al. (2021).

Depth Thickness Conductivity Lower bound Upper bound
(km) (km) (S/m) (S/m) (S/m)
1 10 0.00032 0.00015 0.00069
11 12 0.00032 0.00016 0.00065
23 15 0.00034 0.00016 0.00070
38 15 0.00039 0.00017 0.00091
53 13 0.00050 0.00018 0.00138
66 15 0.00073 0.00024 0.00223
81 15 0.00116 0.00037 0.00370
96 17 0.00203 0.00068 0.00602
113 20 0.00374 0.00155 0.00905
133 23 0.00701 0.00306 0.01606
156 25 0.01293 0.00511 0.03273
181 30 0.02182 0.00956 0.04978
211 35 0.03137 0.01531 0.06429
246 35 0.04030 0.02118 0.07668
281 40 0.04775 0.02331 0.09783
321 40 0.05626 0.02849 0.11108
361 40 0.06939 0.03300 0.14594
401 40 0.09014 0.04158 0.19539
441 50 0.13698 0.06509 0.28830
491 60 0.25818 0.12804 0.52059
551 50 0.55871 0.26782 1.16554
601 60 0.98034 0.56960 1.68726
661 70 1.13267 0.67351 1.90487
731 70 1.17502 0.71936 1.91933
801 80 1.19377 0.74119 1.92270
881 100 1.21470 0.73511 2.00719
981 100 1.22527 0.72305 2.07633
1081 110 1.24674 0.71139 2.18497
1191 110 1.30836 0.67681 2.52924
1301 100 1.49968 0.76569 2.93726
1401 100 1.89385 0.86980 4.12354
1501 100 2.46800 1.12520 5.41326
1601 100 3.18402 1.48421 6.83058
1701 100 3.84989 1.80636 8.20526
1801 100 4.19080 1.90199 9.23387
1901 100 4.32177 1.92951 9.68005
2001 100 4.37388 1.91005 10.01588
2101 100 4.38075 1.74362 11.00642
2201 100 4.36998 1.53189 12.46614
2301 100 4.37026 1.41580 13.49000
2401 100 4.38499 1.26547 15.19443
2501 100 4.38851 1.13948 16.90154
2601 100 4.37654 1.04112 18.39754
2701 100 4.37371 0.99958 19.13727
2801 90 4.37127 0.99070 19.28740



Appendix D

Description of CMAES algorithm

D.1 Introduction

In this Appendix, the (µ/µw, λ)-CMAES method adopted in Chapter 4 is summarized.

Details on its derivation can be found in Hansen & Ostermeier (2001) and Hansen (2006).

A corresponding CMAES algorithm is presented in the next section.

D.2 CMAES algotithm

The algorithm of CMAES is presented in Algorithm 1.

Algorithm 1 (µ/µw, λ)-CMAES algorithm
Input: λ, v, s
Initialize: p

(0)
c = 0, p

(0)
s = 0, C = I

Set: cc, cs, cµ, ds, wi,...,λ
while not terminate do

Sample mi=1,...λ in eq. D.2
Update v using eq. D.3
Update pc using eq. D.5
Update ps using eq. D.7
Update C using eq. D.4
Update s using eq. D.6

end while

Let m = [β(σ1), β(σ2), · · · , β(σN)] denotes the vector of model parameters, where

β(·) is a log-based transformation ensuring the positivity of the arguments, σi=1,...,N are

the conductivities of each layer and N is the number of parameters. Users can specify
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the values of λ and µ, and the default values are set as

λ = 4 + b3 logNc, µ = bλ/2c, (D.1)

where b·c is the floor function.

CMAES algorithm starts by initializing a number of parameters, including the evo-

lution path (p) and covariance matrix (C), which are

p(0)
c = p(0)

s = 0,C(0) = I,

where pc is the evolution path and ps is a “conjugate” evolution path, which will be

described later. I is the unity matrix.

Then, the new object parameter vector m
(g+1)
k is generated by sampling a multivariate

normal distribution. The basic equation for sampling the object parameter vector from

generation g to g + 1 reads

m
(g+1)
k = v(g) + s(g) B(g)D(g)z

(g+1)
k︸ ︷︷ ︸

∼N (0,C(g))

, k = 1, ..., λ, (D.2)

where m
(g+1)
k is the object parameter of k-th individual in generation g + 1. v(g) is the

weighted mean of the µ best individuals of the generation g. s(g) is the step size in

generation g. z
(g+1)
k are independent realizations of a (0, I)-normally distributed random

vector. D(g) is a step size matrix. dij = 0 for i 6= j and diagonal elements d(g)ii of D(g) are

square roots of eigenvalues of the covariance matrix C(g). B(g) is a rotation matrix. It

determines the coordinate system, where the scaling with D(g) takes place. Columns of

B(g) are defined as the normalized eigenvectors of the covariance matrix C(g). C(g) is the

covariance matrix of the normally distributed random vector B(g)D(g)N (0, I). N (0,C(g),

a multivariate normal distribution with zero mean and covariance matrix C(g).

To define the complete iteration step, one needs to calculate v(g+1), C(g+1) and s(g+1)

for the next generation g + 1.

The new mean v(g+1) is the weighted average of µ selected object parameters from
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samples m
(g+1)
1,...,λ ,

v(g+1) = v(g) + cm

µ∑
i=1

wi(m
(g+1)
i:λ − v(g)), (D.3)

where cm is a learning rate and wi=1...µ are positive weight coefficients for recombination.

m
(g+1)
i:λ is the i-th best individual out of m

(g+1)
1 , ...,m

(g+1)
λ . Index i : λ represents the i-th

best individual and φ(m
(g+1)
1:λ ) ≤ φ(m

(g+1)
2:λ ) ≤ · · · ≤ φ(m

(g+1)
λ:λ ), where φ is the objective

function to be minimized.

Covariance matrix C(g) is adapted by means of the evolution path p
(g+1)
c , which is

expressed as

C(g+1) = (1− ccov) ·C(g) + ccov · p(g+1)
c (p(g+1)

c )T , (D.4)

where ccov changes the rate of covariance matrix C, p
(g+1)
c is the evolution path at

generation g + 1. For the construction of p
(g+1)
c , the “weighted mean selected mutation

step” B(g)D(g)〈z〉(g+1)
w is used, which reads

p(g+1)
c = (1− cc) · p(g)

c + cuc · cwB(g)D(g)〈z〉(g+1)
w︸ ︷︷ ︸

= cw

s(g)
(v

(g+1)
w −v(g)

w )

, (D.5)

where cc determines the cumulation time for pc. cuc =
√
cc(2− cc) normalizes the vari-

ance of pc. cw =
∑u
i=1 wi√∑u
i=1 w

2
i

is chosen under random selection. 〈z〉(g+1)
w = 1∑µ

i=1 wi

∑µ
i=1wiz

(g+1)
i:λ .

The index i : λ denotes the index of the i-th best individual from m
(g+1)
1 , ...,m

(g+1)
λ .

The global step size s(g+1) is updated by

s(g+1) = s(g) · exp(
1

ds
· ‖p

(g+1)
s − χ̂n‖
χ̂n

), (D.6)

where ds ≥ 1 is the damping parameter, which determines the possible change rate of s(g)

in the generation sequence. χ̂n = E[‖N (0, I)‖] =
√

2 · Γ(n+1
2

)/Γ(n
2
) is the expectation

of the length of a (0, I)-normally distributed random vector. p
(g+1)
s is a “conjugate”

evolution path, which reads

p(g+1)
s = (1− cs) · p(g)

s + cus · cwB(g)〈z〉(g+1)
w︸ ︷︷ ︸

=B(g)(D(g))−1 cw

s(g)
(v(g+1)−v(g))

, (D.7)

where cus =
√
cs(1− cs) and cs determines the cumulation time for p

(g)
s , which is roughly
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1/cs.

Possible termination criteria for the algorithm are: (a) The maximum number of

iterations is reached; (b) The maximum number of forward modeling computations is

reached; (c) The covariance matrix becomes singular; (d) There are no significant changes

in the function value over the last nf iterations; and (e) There are no significant changes

in the mean model over the last nm iterations.
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