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A. Appendix
A.1. Datasets

minilmageNet. minilmageNet contains RGB images of
size 84 x84 from 100 different classes, where each class
has 500 training images and 100 test images. It is a subset
of the much larger ImageNet dataset [41] and was initially
proposed for few-shot learning problems [50]. For the FS-
CIL evaluation, we follow the same procedure as in [48],
dividing the dataset into a base session with 60 classes and
eight novel sessions with a 5-way 5-shot problem each.

CIFAR100. The setup of CIFAR100 [25] is similar to
minilmageNet, whereby CIFAR contains 100 different
classes with 500 training images and 100 testing images per
class. The resolution of the images is lower (32x32). Also
here, we follow the same FSCIL procedure as in [48] with
60 base classes and eight novel sessions with 5-way 5-shot
problems.

Omniglot. The Omniglot dataset [27] has a total of 1623
classes with 20 example images each. It is publicly avail-
able under the MIT license. The images are binary with a
size of 105x105. We resize all the images to 32x32 float-
ing point format in a preprocessing step. As proposed by
Vinyals et al. in [50] for the few-shot learning setting, we
use 1200 base classes for the meta-learning and base session
while the remaining 423 classes are reserved as the novel
classes for the subsequent sessions. However, as there has
been no previous work targeting Omniglot in the FSCIL set-
ting, we consider the following points for the dataset.

First, to accommodate evaluation within the base classes,
we hold out the last 6 samples from the base classes, leav-
ing the first 14 samples for the training dataset. Second,
we demarcate the first 5 samples from the next-in-line 47
novel classes as the incoming support batch during sessions
subsequent to the base session, so that 9 subsequent ses-
sions can be run with 1623 classes in total in the final ses-
sion. Third, we add the first 6 of the remaining 15 examples
from the novel classes for the evaluation query batch, so
that novel and base classes are equally weighted during the
evaluation.

A.2. Ablation study
A.2.1 Reducing Dimension

We analyse the classification accuracy by reducing the di-
mension d € {32,64,128,256,512} of the output of the
fully connected layer and the EM for the three datasets,
whereby the maximum number of classes (|C(*)]) is set
to 100, 100, and 1623 in CIFAR100, minilmageNet, and
Omniglot, respectively. Experimental results are shown in
Table Al, Table A2, and Table A3. All training hyper-
paramters applied in the meta-learning and retraining are
kept the same, irrespective of the dimensionality. Overall,
in Mode 1 and Mode 2, high dimensionality, i.e., d > 256,

leads to better accuracy. This stems from the fact that these
two modes mainly rely on the property of hyperdimen-
sional vectors—where higher dimensionality is preferred—
to achieve quasi-orthogonality between class vectors. How-
ever, the optimization technique employed in Mode 3 is able
to find a better distribution of the prototypes with a lower
dimensionality of d = 128 > |C()| for CIFAR and mini-
ImageNet datasets. Specifically, we see the advantage of
a lower number of dimensions when increasing the num-
ber of novel classes, provided the number of dimensions is
larger than the total number of classes. For example, in the
last session, C-FSCIL with d = 128 achieves the highest
accuracy on both minilmageNet (51.46%) and CIFAR100
(50.74%) in Mode 3. We could not observe this effect in
Omniglot (Table A3), where the highest dimensionality is
lower than the number of classes (i.e., d = 512 < |C(5))).
In fact, d = 512 results in the highest accuracy for all the
modes in Omniglot.

We remark that, compared to the state-of-the-art, the su-
perior_accuracy of C-FSCIL is still maintained even with
d < |Cc¥):

* On minilmageNet, C-FSCIL with d = 64 outper-
forms [5-7, 44,48, 56] in Mode 1 and Mode 3, and
[5-7,44,48] in Mode 2.

e Similarly, on CIFAR100, C-FSCIL with d = 64
outperforms [5-7, 44, 48] in Mode 1 and Mode 2,
and [5-7,44,48,56] in Mode 3.

* Likewise, on Omniglot, C-FSCIL with d = 128 in any
mode outperforms the prototypical network [45] and
CEC [56].

A.2.2 Other Attention Functions

In this section, we provide additional details on the soft
absolute (softabs) attention function applied in our meta-
learning, and compare it to the exponential attention com-
monly used in the softmax.

Softabs attention. Given the cosine similarity score /; for
every class j (see (1) in the main paper), the softabs atten-
tion function is defined as

my) = — W (11)
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where €(-) is the sharpening function:
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The sharpening function includes a stiffness parameter S,

which is set to 10 as in [21]. During meta-learning, the
model is updated based on the negative log-likelihood loss



applied on h(l,). The sharpening function is maximized at
¢ = 1orc= —1, and minimized at ¢ = 0. Hence, it pro-
motes orthogonal prototypes. This notion of orthogonality
is also reflected in the activation function applied in the pro-
totype nudging in Mode 3 (see (8) in the main paper):

olc):=e*“+e ¥ —2,Ve e R, (13)

where o« = 4. This activation function penalizes the proto-
type pairs with large absolute cross-correlations.

Softmax attention. 'We compare the aforementioned soft-
abs attention with the conventional exponential softmax, de-
fined as

eT'lj

e g
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where 7 = 10 is the inverse softmax temperature. When ap-
plying the negative log-likelihood loss on r(l,), we get the
commonly used categorical cross-entropy loss (CEL). The
CEL aims to find anti-correlating prototypes. During proto-
type nudging in Mode 3, we therefore modify the activation
function (13) with the objective of reaching anti-correlation:

r(l;) (14)

o'(c) :=e*°—1,Vc € R, (15)

where oo = 4 as in (13).

Comparison. We compare the classification accuracy
when using either softmax or softabs attention on minilm-
ageNet (Table A4), CIFAR100 (Table A5), and Omniglot
(Table A6). In the case of the softmax attention, we also
applied pretraining of the embedding and optimized the in-
verse softmax temperature with a grid-search. On minilm-
ageNet, the softmax attention starts with marginally higher
accuracy (0.1%) than the softabs attention in the base ses-
sion, but it decays faster than the softabs when new sessions
are added, independent of the mode. As a result, the softabs
attention maintains higher accuracy, as high as 1.36%, dur-
ing the novel sessions (s > 1). Similar results are observed
on CIFARI100, where softabs outperforms softmax (up to
2.66%) in all sessions and all Modes 1-3. Similar results
are also observed by using Mode 2 and Mode 3 on Om-
niglot; however, the softmax attention reaches consistently
higher accuracy than softabs in Mode 1.

Fig. Al illustrates the relations between the prototypes,
either trained with the softabs or the softmax attention.
When comparing the softmax with the softabs in Mode 1
(Fig. Ala vs. Fig. Ald) on the base session, the softabs at-
tention yields cross-correlations that are close to zero (i.e.,
they are quasi-orthogonal), whereas the softmax promotes
anti-correlating prototypes with negative cross-correlations.
When new sessions are added, both attention functions yield
cross-talk in Mode 1. This cross-talk is effectively re-
duced with the prototype nudging and retraining applied

in Mode 3, where the exponential-based nudging in (15)
(Fig. Alc) yields anti-correlating prototypes between the
novel and the base session, whereas the double-exponential
nudging in (13) (Fig. Alf) yields quasi-orthogonal proto-
types. While the cross-talk is reduced on the novel classes
with both activation functions, part of the class discrim-
inability achieved during the base session is sacrificed.
Fig. A2 shows similar trends on the Omniglot dataset.
C-FSCIL using the softabs in Mode 1 (Fig. A2b) yields
lower cross-correlations than softmax in Mode 1 (Fig. A2).
The retraining in Mode 3 further reduces the cross-talk
(Fig. A2c).

A.2.3 Smaller Feature Extractor

Most of the baseline methods [5-7, 44, 48] use a ResNet-
18 backbone with the feature dimensionality dy = 512,
while we use a ResNet-12 as the feature extractor with
dy = 640, motivated by [11,55]. This higher feature dimen-
sionality requires a larger number of trainable parameters'
for ResNet-12 compared ResNet-18 (12.4M vs. 11.2M).
Therefore, to have a fair comparison, we have also im-
plemented a reduced ResNet-12 feature extractor with the
block dimensions [64, 128, 256, d; = 512] containing
8.0 M parameters. We name this smaller feature extractor
as ResNet-12 (small). It results in 1.56x lower number of
trainable parameters than ResNet-18.

Table A7 and Table A8 compare the performance on
minilmageNet and CIFAR100, respectively, applying C-
FSCIL with either the ResNet-12 (small) or the original
ResNet-12 with dy = 640. C-FSCIL using the ResNet-
12 (small) maintains a high accuracy on both datasets and
shows only small drops (<1%) compared to the original
ResNet-12 with dy = 640. Moreover, C-FSCIL with
ResNet-12 (small) outperforms all the baselines [5-7, 44,

, 56] on minilmageNet in all Modes 1-3, while requir-
ing a lower number of trainable parameters. Similarly, on
CIFAR100, C-FSCIL with ResNet-12 (small) outperforms
the majority of baselines [5-7, 44, 48] in Modes 1-3 with
a lower number of trainable parameters. When compar-
ing to CEC [56], C-FSCIL with ResNet-12 (small) achieves
a higher accuracy in Mode 2 and Mode 3. However, we
observe that CEC uses ResNet-20, which requires a lower
number of parameters.

A.3. Compression of the Explicit and GAA Memo-
ries

Here, we present a case where the memory requirements
of our C-FSCIL can be further reduced by doing superpo-
sition of key-value bindings using holographic reduced rep-
resentations [35]. We bind each prototype with a randomly
drawn key and superimpose two key-prototype pairs, which
compresses the memory by 2x. More formally, the first two

!Final fully connected layer excluded.



prototypes, p; and p2, are compressed by
r=p; ®c; +p2® cy, (16)

where c¢; and cy are d-dimensional key-vectors randomly
drawn from a normal distribution with variance 1/d, and ®
is the circular convolution acting as binding operator. The
keys are generated with a pseudorandom number genera-
tor (RG) with seed corresponding to key;. We need to store
only the seed key; instead of the actual key vector. This key;
needs a negligible 32-bit storage per model since c; can be
reproduced from the key by RG. The key-value binding al-
lows to retrieve the individual prototypes using the unbind-
ing operation, e.g., the first prototype is retrieved by:

pr=roc (17)
=p1®ciOc; +p2®caOCy (18)
~p1+n (19)

where ® is the circular correlation and n a noise term,
which decreases with increasing dimension d [35]. The pre-
sented compression can be applied in all modes. In Mode 1,
the prototype vectors in the EM are compressed, whereas in
Mode 3 the globally average activation vectors in the GAA
memory are compressed.

Table A9 compares the accuracy of C-FSCIL with and
without memory compression on minilmageNet. The com-
pressed EM in Mode 1 remains accurate (1.7%-3.5% drop
across the sessions), while the compressed GAA mem-
ory in Mode3 yielded a larger loss (4.7%—8.5% drop).
The superior accuracy of the compressed EM compared to
the compressed GAA memory might stem from its quasi-
orthogonal representation, which is not provided by the
GAA memory.

A 4. Additional Baselines on Omniglot

For further comparison with the Omniglot dataset in the
FSCIL setting, we create two new baselines based on Proto-
typical Networks and Continually Evolved Classifiers. For
an additional comparison on Omniglot, we consider an al-
ternative continual incremental learning setting developed

by [2].

A.4.1 Prototypical Networks

The first baseline adapts the loss function and sharpening
function of C-FSCIL to those used in Prototypical Net-
works [45]. Therefore, we call this baseline as ProtoNet™*.
ProtoNet* adopts the same feature extractor as C-FSCIL
used for the Omniglot dataset. The averaged prototypes
and query vector produced by the feature extractor are com-
pared using the negative Euclidean distance metric, as sug-
gested in [45]. This output attention vector goes through
an exponential sharpening function, as given in (14). Dur-
ing the meta-learning phase, the ProtoNet* feature extractor
is trained by applying the cross-entropy loss (CEL) on the

sharpened attention activations. During the inference phase
for the base session and the subsequent sessions, the aver-
aged prototypes are computed using forward propagation of
support examples through the meta-learned feature extrac-
tor and averaging the resulting output embeddings. For the
prediction, the query vector produced by the feature extrac-
tor is compared against the averaged prototypes using the
negative Euclidean distance metric. To have a fair compar-
ison, we also varied the number of output embedding di-
mensions in ProtoNet*, although the original Prototypical
Networks [45] used a fixed d = 64.

The resulting classification accuracy is presented in Ta-
ble A3. C-FSCIL in any mode significantly outperforms
ProtoNet* with the same d. For instance, with d = 128,
C-FSCIL starts with 17.03% higher accuracy (80.78% vs.
63.75%) in the base session, and ends with 18.06% higher
accuracy in the last session using Mode 1, which is simi-
lar to the prototype averaging applied in ProtoNet*. These
accuracy gaps become larger by using either Mode 2 or
Mode 3.

A.4.2 Continually Evolved Classifiers

The second baseline is the Continually Evolved Classifiers
(CEC) [56], which achieved state-of-the-art accuracy on
minilmageNet and CIFAR100 in FSCIL. After evaluating
the performance of CEC with different feature extractors,
including a ResNet-18, a ResNet-20, and the feature extrac-
tor from our C-FSCIL, we found the ResNet-20 to achieve
the highest accuracy. Table A3 shows the accuracy when
varying the embedding dimension. CEC achieved highest
accuracy when the dimension is set to d = 64, which is in-
deed the default dimension of CEC. Overall, our C-FSCIL
in Mode 3 outperforms the CEC baseline by a large margin
of 8.30% and 9.59% in session 1 and 10, respectively.

A.4.3 Alternative FSCIL setting on Omniglot

We also consider an alternative continual incremental learn-
ing setting developed by [2], that arranges a larger number
of classes in the novel sessions. In this setting, the model
is meta-learned over the entire 964 base classes defined in
the original Omniglot dataset, and tested on the 659 classes
in the test dataset, while incrementally exposing 10 classes
per session starting with 10 classes and finishing with 600
classes.

We compare our work with ANML [2] as the best per-
forming model. The results are shown in Fig. A3: C-FSCIL
consistently performs better than ANML and minimizes the
accuracy degradation, as more novel classes are incremen-
tally added from 10 to 600. ANML incurs a drop of 31.1%
compared to 10.1% in our Mode 3. This indicates the higher
scalability of C-FSCIL to cover a large number of classes in
its lifespan.



Table Al. Dimension ablation on minilmageNet. Classification accuracy (%) of C-FSCIL in the 5-way 5-shot FSCIL setting.

Session (s) 3 1 2 3 4 5 6 7 8 9
No. of classes [C(®)| 60 65 70 75 80 85 90 95 100
Mode d

512 7637 7094 6636 62.64 5931 56.02 53.14 51.04 48.87

256  76.78 71.08 66.37 62.75 59.33 56.39 53.34 51.11 48.94

Mode 1 128 7632 70.72 6593 62.16 58.63 5574 52.83 50.73 48.48
64 7630 70.74 6591 6232 59.00 55.76 5276 50.48 48.30

32 7410 6858 63.86 6023 5695 53.67 50.80 48.44 46.33

512 7645 171.23 66.71 63.01 60.09 5673 5394 52.01 50.08

256 7670 7095 66.19 62.80 59.65 56.80 54.29 52.08 50.58

Mode 2 128 76.23 70.25 6533 6224 5949 5695 5391 51.67 49.65
64 7583 68.54 6257 5859 56.09 5349 50.62 48.66 46.95

32 7338 66.68 6190 5837 5472 51.06 48.69 46.71 44.73

512 7640 71.14 6646 6329 6042 5746 5478 53.11 5141

256  76.75 7117 6650 63.39 60.86 58.05 5530 53.08 5141

Mode 3 128 76.25 70.51 65.80 6329 60.72 58.18 55.63 53.44 51.46
64 7630 70.55 6536 6249 5976 57.01 5400 5151 4941

32 7397 67.82 62.61 5920 56.25 5252 4954 4741 4599

Table A2. Dimension ablation on CIFAR100. Classification accuracy (%) of C-FSCIL in the 5-way 5-shot FSCIL setting.

Session (s) 3 1 2 3 4 5 6 7 8 9
No. of classes [C(®)| 60 65 70 75 80 85 90 95 100
Mode d

512 7747 7220 67.53 63.23 59.58 56.67 53.94 5155 49.36

256 77.10 72.07 6748 6322 59.56 5652 53.87 5131 49.10

Mode 1 128 7695 71.78 67.09 62775 59.08 5635 53.63 5124 48.72
64 7692 7150 6672 62.46 58.74 55.65 52.86 5038 48.23

32 7485 6982 6491 6033 5699 5392 5132 4887 46.75

512 7750 7245 6794 63.80 60.24 5734 54.61 5241 50.23

256 7737 7229 6796 63.57 60.04 57.02 54.63 52.15 50.13

Mode 2 128 7693 7228 6744 63.69 59.83 5755 55.01 5224 4933
64 76.60 70.60 66.23 62.08 5856 5595 53.00 5033 48.06

32 7452 69.09 64.06 59.56 56.00 5295 5026 47.85 4522

512 7747 7240 6747 6325 59.84 5695 5442 5247 5047

256 77.13 72.05 67.66 63.65 60.10 57.27 55.07 52773 50.70

Mode 3 128 77.00 7228 6740 63.45 59.72 57.59 5533 53.01 50.74
64 77.00 7145 6726 63.00 59.75 5694 5441 5192 49.20

32 7492 6898 6420 58.81 5541 5256 50.04 4741 4533




Table A3. Dimension ablation on Omniglot. Classification accuracy (%) on Omniglot in the 47-way 5-shot FSCIL setting.

Session (s) y 1 2 3 4 5 6 7 8 9 10
No. of classes [C(*)| 1200 1247 1294 1341 1388 1435 1482 1529 1576 1623
Mode/ Work d

512 84.16 83.82 83.69 8332 83.22 8278 82.70 8232 81.77 81.56

256 8226 8199 8195 81.73 81.74 81.42 81.42 81.18 80.70 80.39

Mode 1 128 80.78 80.97 80.50 80.24 79.80 79.45 79.01 7841 78.11 78.19
64 7289 7287 7249 7218 7152 70.85 70.73 69.87 69.59 69.30

32 57.07 56.70 56.14 55.72 5497 5436 53.85 53.19 5245 5252

512 86.87 86.77 86.57 86.44 86.40 86.20 86.25 8596 85.63 85.49

256 8432 8435 8423 8394 84.02 8393 8386 83.78 83.44 83.19

Mode 2 128 82.85 83.29 8270 82.65 82.14 8203 8191 &1.31 80.68 8I.15
64 76.07 76.73 76.46 7598 7586 75.17 7520 7431 7443 7428

32 6431 6371 6394 6372 63.04 62.66 62.04 61.58 6135 61.15

512 87.21 87.03 86.89 86.60 86.43 86.32 86.13 8598 85.59 85.70

256 8459 84.57 8439 84.11 8425 83.89 8395 8394 83.62 83.35

Mode 3 128 83.51 83.29 83.14 82.87 8254 8190 82.03 8150 81.29 81.31
64 76.67 7630 7646 7622 7566 7551 7553 74.19 7423 7425

32 6499 6466 64.61 63.72 6334 63.14 6266 6223 61.69 62.17

256  70.61 70.20 70.01 69.68 69.48 68.99 68.74 68.07 67.60 -
128 63.75 6334 63.15 6244 6238 6200 61.61 6129 60.68 60.13
ProtoNet [45] 64 49.69 49.10 48.63 48.13 47.67 4697 46.73 46.11 4547 45.08
32 36,53 36.11 3574 3545 34.87 3437 34.08 3342 3299 3271

512 76.44 76.62 7621 76.10 7537 7492 7460 74.04 73.43 73.19

256 7694 7694 7656 7635 75.62 7520 74.84 7445 7394 73.59

CEC [56] 128 77.10 77.15 7694 76.89 7626 7579 7546 75.05 74.58 74.28
64 7891 79.07 7874 78.60 7794 77.55 7718 76.77 7639 76.11

32 7451 7459 7432 7397 7331 7276 7228 71.84 7T71.55 71.41

Table A4. Attention ablation on minilmageNet. Classification accuracy (%) of C-FSCIL with d = 512 in the 5-way 5-shot FSCIL setting.

Session () . 1 2 3 4 5 6 7 8 9
No. of classes [C(®)| 60 65 70 75 80 85 90 95 100
Mode Attention

Mode 1 softabs 76.37 7094 6636 62.64 59.31 56.02 53.14 51.04 48.87
Mode 1 softmax 76.48 7094 6636 6243 5894 55.67 5256 50.21 4791

Mode2 softabs 7645 7123 66.71 63.01 60.09 56.73 53.94 52.01 50.08
Mode2  softmax 76.48 71.18 66.67 62.80 59.54 56.33 53.04 51.04 49.09

Mode3 softabs 7640 71.14 6646 63.29 6042 5746 5478 53.11 5141
Mode3  softmax 76.47 70.86 6590 62.53 59.72 56.88 54.47 51.83 50.05




Table AS. Attention ablation on CIFAR100. Classification accuracy (%) of C-FSCIL with d = 512 in the 5-way 5-shot FSCIL setting.

Session (s) 1 2 3 4 5 6 7 8 9

No. of classes [C®)| 60 65 70 75 80 85 90 95 100
Mode Attention

Mode 1 softabs 77.47 7220 67.53 63.23 59.58 56.67 5394 51.55 49.36
Mode 1 softmax 7635 7T71.03 6631 62.13 5845 5540 52.69 5020 47.99

Mode2 softabs 7750 7245 6794 63.80 60.24 5734 54.61 5241 50.23
Mode2 softmax 76.33  71.09 6649 62.16 58.8 55.78 53.17 50.75 48.39

Mode3  softabs 7747 7240 6747 6325 59.84 5695 5442 5247 5047
Mode 3  softmax 76.35 70.88 6596 6199 58.17 55.00 5238 49.92 47381

Table A6. Attention ablation on Omniglot. Classification accuracy (%) of C-FSCIL with d = 512 in the 47-way 5-shot FSCIL setting.

Session (s) 1 2 3 4 5 6 7 8 9 10

No. of classes \é(s)| 1200 1247 1294 1341 1388 1435 1482 1529 1576 1623
Mode Attention

Mode 1  softabs 84.16 83.82 83.69 8332 83.22 8278 82.70 8232 81.77 81.56
Mode 1  softmax 8542 85.15 85.05 84.69 84.57 84.22 84.11 8394 83.57 83.54

Mode?2 softabs 86.87 86.77 86.57 86.44 86.40 86.20 86.25 8596 85.63 85.49
Mode2 softmax 86.93 86.69 86.60 8642 86.17 86.00 86.03 85.78 8540 85.36

Mode3 softabs 87.21 87.03 86.89 86.60 86.43 86.32 86.13 8598 85.59 85.70
Mode3  softmax 87.01 86.89 86.80 86.57 86.29 86.08 86.02 8578 8536 85.33

Table A7. Feature extractor ablation on minilmageNet. Classification accuracy (%) in the 5-way 5-shot FSCIL setting.

Session (s) 1 2 3 4 5 6 7 8 9
No. of classes [C(*)| 60 65 70 75 80 85 90 95 100
Mode/ Work Feature extractor

AL-MML [48] ResNet-18 61.31 50.09 45.17 41.16 37.48 3552 3219 2946 24.42
IDLVQ-C [5] ResNet-18 64.77 59.87 5593 52.62 49.88 4755 44.83 43.14 41.84
Semantic KD [6]  ResNet-18 <62 <59 <54 <50 <49 <45 <42 <40 <39
VAE [7] ResNet-18 <62 <60 <54 <52 <50 <49 <46 <44 <43
F2M [44] ResNet-18 67.28 63.80 60.38 57.06 54.08 51.39 48.82 46.58 44.65
CEC [56] ResNet-18 72.00 66.83 6297 5943 56.70 53.73 51.19 4924 47.63
C-FSCIL Mode1 ResNet-12 76.37 7094 66.36 62.64 5931 56.02 53.14 51.04 48.87
C-FSCIL Mode2 ResNet-12 7645 7123 66.71 63.01 60.09 56.73 5394 52.01 50.08
C-FSCIL Mode3 ResNet-12 76.40 71.14 66.46 6329 6042 5746 54778 53.11 51.41

C-FSCIL Mode 1  ResNet-12 (small) 76.08 70.63 66.11 62.23 5891 56.12 53.11 51.02 48.93
C-FSCIL Mode 2 ResNet-12 (small) 7590 70.52 66.01 62.11 5886 56.19 5323 5131 49.53
C-FSCIL Mode 3 ResNet-12 (small) 76.12 70.20 65.29 62.25 5935 56.76 54.18 52.15 5047




Table AS8. Feature extractor ablation on CIFAR100. Classification accuracy (%) in the 5-way 5-shot FSCIL setting.

Session (s) ) 1 2 3 4 5 6 7 8 9
No. of classes |C(¥)| 60 65 70 75 80 85 90 95 100
Mode/ Work Feature extractor
AL-MML [48] ResNet-18 64.10 55.88 47.07 45.16 40.11 36.38 33.96 31.55 29.37
Semantic KD* [6] ResNet-18 <64 <57 <51 <46 <43 <41 <39 <37 <35
VAE* [7] ResNet-18 <62 <58 <57 <52 <51 <49 <46 <45 <42
F2M [44] ResNet-18 64.71 62.05 59.01 55.58 5255 4996 48.08 46.67 44.67
CEC [56] ResNet-20 73.07 68.88 6526 61.19 58.09 5557 5322 5134 49.14
C-FSCIL Mode1  ResNet-12 7747 7220 67.53 6323 5958 56.67 5394 51.55 49.36
C-FSCIL Mode2  ResNet-12 77.50 7245 6794 63.80 6024 5734 5461 5241 5023
C-FSCIL Mode3  ResNet-12 7747 7240 6747 6325 59.84 5695 5442 5247 5047
C-FSCIL Mode1  ResNet-12 (small) 76.58 71.51 66.79 6249 58.8 55.72 5291 50.56 48.39
C-FSCIL Mode2  ResNet-12 (small) 76.57 71.86 67.34 63.05 5946 5642 53.80 5137 49.26
C-FSCIL Mode3  ResNet-12 (small) 76.58 71.74 66.71 6220 5894 5621 53.63 5141 49.50
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Figure A1. Cosine similarities between the prototypes on minilmageNet using different attention functions (softmax vs softabs) across the
three modes. The green cross splits the base session (60 classes) and the novel sessions (40 classes in total).
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Figure A2. Cosine similarities between the prototypes on Omniglot in Mode 1 using different attention functions (softmax vs softabs). It
also compares Mode 1 and Mode 3 when using softabs attention function. The green cross splits the base session (1200 classes) and the
novel sessions (423 classes in total).

Table A9. Memory compression on minilmageNet. Classification accuracy (%) of C-FSCIL in the 5-way 5-shot FSCIL setting.

Session (s) ~ 1 2 3 4 5 6 7 8 9
No. of classes |C(*)| 60 65 70 75 80 85 90 95 100
Mode Compression

Mode1l No compression 76.37 7094 6636 62.64 5931 56.02 53.14 51.04 48.87
Mode1 2x compressing EM 74.65 6931 64.10 6043 56.84 5351 4994 48.05 4534
Mode3 No compression 7640 71.14 6646 6329 6042 5746 5478 53.11 5141

Mode3 2x compressing GAAM 71.72 66.40 6141 57.13 5356 5038 47.74 4528 4291
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Figure A3. Classification accuracy (%) on Omniglot in the alterna-
tive FSCIL setting with c-way 5-shot where c is the number of seen
classes; ANML refers to the best performing model in [2].



