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Abstract

Introduction

Artificial intelligence (AI) has the potential to transform clinical decision-making as we know

it. Powered by sophisticated machine learning algorithms, clinical decision support systems

(CDSS) can generate unprecedented amounts of predictive information about individuals’

health. Yet, despite the potential of these systems to promote proactive decision-making

and improve health outcomes, their utility and impact remain poorly understood due to their

still rare application in clinical practice. Taking the example of AI-powered CDSS in stroke

medicine as a case in point, this paper provides a nuanced account of stroke survivors’, fam-

ily members’, and healthcare professionals’ expectations and attitudes towards medical AI.

Methods

We followed a qualitative research design informed by the sociology of expectations, which

recognizes the generative role of individuals’ expectations in shaping scientific and techno-

logical change. Semi-structured interviews were conducted with stroke survivors, family

members, and healthcare professionals specialized in stroke based in Germany and Swit-

zerland. Data was analyzed using a combination of inductive and deductive thematic

analysis.

Results

Based on the participants’ deliberations, we identified four presumed roles that medical AI

could play in stroke medicine, including an administrative, assistive, advisory, and autono-

mous role AI. While most participants held positive attitudes towards medical AI and its

potential to increase accuracy, speed, and efficiency in medical decision making, they also

cautioned that it is not a stand-alone solution and may even lead to new problems. Partici-

pants particularly emphasized the importance of relational aspects and raised questions
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regarding the impact of AI on roles and responsibilities and patients’ rights to information

and decision-making. These findings shed light on the potential impact of medical AI on pro-

fessional identities, role perceptions, and the doctor-patient relationship.

Conclusion

Our findings highlight the need for a more differentiated approach to identifying and tackling

pertinent ethical and legal issues in the context of medical AI. We advocate for stakeholder

and public involvement in the development of AI and AI governance to ensure that medical

AI offers solutions to the most pressing challenges patients and clinicians face in clinical

care.

Introduction

There is an ever-increasing hype surrounding the use of artificial intelligence (AI) to catalyze

personalized medicine to the next level. Yet to date, there is little concrete evidence on how

medical AI will impact patient care and health outcomes in the long term. A core area of AI

application in medicine is in clinical decision support. Clinical decision-support systems

(CDSS) are interactive software systems designed to help clinicians focus their attention [1]

and support them in decision-making tasks, such as diagnosis or treatment recommendations

[2]. They can be used to improve outcome prediction, prioritize treatment or help in identify-

ing the best course of action for a specific patient [1]. What distinguishes AI-based CDSS from

other types of CDSS is that they are not knowledge based, i.e. they do not rely on a manually

pre-defined given set of rules based on expert medical knowledge but instead leverage AI to

learn from data input to generate predictions or recommendations [3].

Commitment to medical AI has largely been spurred by its promises rather than its actual

contributions to clinical practice. Indeed, evidence suggests that despite their attested perfor-

mance and technical sophistication [4,5], AI-powered CDSS, particularly those based on the

latest deep neural networks, often fail to realize their potential beyond the proof-of-concept

stage [6–8]. This translational gap makes it difficult to determine clinical utility and impact of

medical AI in practice [1,9]. A main reason for this can be seen in the slow uptake and adop-

tion of AI-powered tools due to regulatory uncertainty, organizational challenges, and attitudi-

nal barriers [1,8,10–12]. Moreover, while the scholarly debate on the potential risks and

benefits of medical AI is in full swing [13–17], the views of prospective users and beneficiaries

of these novel technologies are often missing from the picture and consequently disregarded

when it comes to product design and governance structures [11,18–21].

Taking stroke, a highly prevalent and devastating disease, where AI-based CDSS could lead

to significant clinical benefits, as a case in point, we aim to address this gap in the current liter-

ature. The primary aims of this study were to explore the views of stroke survivors, their family

members, and healthcare professionals specialized in stroke regarding the use of stroke related

medical AI. More specifically, we aimed to elicit their expectations and attitudes towards

stroke related medical AI, focusing on the perceived benefits and risks when applied in the

clinical setting. By recognizing that expectations shape how people interact with technology,

and they influence the ways in which it is used, this study goes beyond the question of mere

technology acceptance or rejection. Instead, it tells us something about how medical AI will

likely be applied in practice and which considerations or guidelines are warranted to ensure

the ethical, safe, and efficient use of these technologies. This paper complements existing
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normative guidelines and ethical frameworks [22–26] by empirically probing stakeholders’

views on ethically relevant issues relating to the use of medical AI in a concrete clinical context,

namely, stroke medicine.

Methods

Study design

We adopted a qualitative research design, using the sociology of expectations [27,28] as our

theoretical framework. The sociology of expectations is a widely used framework in the field of

Science and Technology Studies (STS) that recognizes the generative and performative role of

individuals’ expectations in shaping scientific and technological change [27–29]. It postulates

that the successful development and diffusion of novel technologies heavily depends on peo-

ple’s expectations about their future capabilities and potential. For the purpose of this study,

we conceptualized views to encompass attitudes, opinions, beliefs, feelings, understandings,

experiences, and expectations [30]. This paper follows the Consolidated Criteria for Reporting

Qualitative Research (COREQ) reporting guideline for qualitative research studies [31]. The

study was approved by the ETH Ethics Commission (EK 2019-N-88). Written informed con-

sent was obtained from all participants.

Recruitment

Semi-structured interviews were conducted with stroke survivors, family members of stroke survi-

vors, and healthcare professionals specialized in stroke based in Switzerland and Germany. To be

eligible to participate in this study, individuals needed to belong to the study population (stroke

survivor, family member of stroke survivor, healthcare professional specialized in stroke), be

above 18 years of age, and provide written informed consent. We adopted a convenience sampling

approach combined with snowball sampling. Specifically, we relied on our professional network

and contacted medical professional associations and patient associations to support our recruit-

ment efforts by advertising the study through their websites and mailing lists.

Data collection

Semi-structured interviews were chosen as a means of data collection because they allow for

an in-depth exploration of individuals’ personal stories, reflections, and reasoning [32]. The

interview guide (Appendix 1) consisted of three sections and was pre-tested with two health-

care professionals and a family member of a stroke survivor. The first two sections aimed to

explore participants’ experiences with stroke and stroke care and to assess how they conceptu-

alize AI and its application in healthcare. We then provided participants with a short vignette

(Appendix 2), describing how such an AI-based CDSS would be used in practice, using a fic-

tional patient as an example. Immediately after, the third section explored participants’ expec-

tations and attitudes towards AI-powered CDSS for stroke. We were particularly interested in

participants’ views regarding relevant ethical issues and how they might be affected by medical

AI, acknowledging that their responses would primarily stem from personal views and moral

intuitions rather being theoretically founded. In seeking to encourage participants to express

themselves freely, we also did not correct them when we uncovered misunderstandings or mis-

conceptions of what medical AI means (e.g., when participants talked about possible areas of

applications or benefits that would, in fact, not depend on AI-based solutions). If not brought

up by participants themselves, we prompted them with follow-up questions to reflect on these

issues. While AI is used as an umbrella term throughout the manuscript, it is important to

note that the way both the interview questions and the vignette were phrased, AI in this
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context referred to deep learning/neural network with their black box character. The term arti-

ficial intelligence was used to keep the interview language simple.

Interviews were conducted between September 2019 and February 2020 either face-to-face

or on the phone, according to the participants’ preferences. All but two interviews were conducted

by the first author (JA), a health communication researcher, who is a native German speaker

trained in qualitative research methods. Two interviews were conducted in Italian by a native Ital-

ian-speaking research assistant in presence of the first author, who has a working understanding

of Italian. All Interviews were audio-recorded and transcribed verbatim for analysis.

Data analysis

In total, we conducted 34 interviews with 35 participants. Two couples participated in the

study, one of which was interviewed together, and one triad of participants, interviewed sepa-

rately. One stroke survivor interview had to be excluded as the participant diverted strongly

from the questions. The remaining 33 interviews lasted between 22 and 78 minutes, 40 min on

average. A total of 22 hours and 38 minutes of audio material was transcribed for analysis. One

interview was conducted with a patient with mild to moderate aphasia, which rendered tran-

scription of the interview challenging; for this transcript, we thus drew on field notes taken by

the interviewer (JA) during the interview.

All interviews were analyzed in the original language (German/Italian). The analysis was led

by the first author (JA) and involved a research team with expertise in bioethics (AB, EV, KO)

and genetic counseling (KO). Data was analyzed using a combination of inductive and deduc-

tive thematic analysis in MAXQDA [32]. We started by familiarizing ourselves with the data

through an in-depth review of all transcripts accompanied by the respective recordings. One

author (JA) conducted a first round of line-by-line coding and extensive memo-taking both in

written and visual form to engage with the data on a more abstract level [33]. In a next step, two

researchers (JA, AB) merged codes into overarching themes and subthemes in an iterative pro-

cess. Guided by our research objective, we examined the codes and associated data excerpts to

uncover patterns across the data which we merged into candidate themes. The entire research

team then reviewed our candidate themes and all the relevant coded data for each of them to

ensure that themes were meaningful, internally coherent, distinctive and, yet, related to one

another. In the final analytic phase, we named the themes, drafted theme descriptions, and iden-

tified interview excerpts to present. Supporting quotes presented in this paper have been trans-

lated to English and are accompanied by anonymized participant identifiers.

Results

Participant characteristics

Of the 34 individuals who took part in this study, 14 (41%) were healthcare professionals

(HCP), 14 (41%) were stroke survivors (Pat), and 6 (18%) were family members of stroke sur-

vivors (FM), two of whom were also healthcare professionals by training (FM3, FM4). While

none of the participants mentioned having had direct experience with medical AI in their

work/treatment, some mentioned having heard or read about possible applications. Table 1

presents the participants’ characteristics.

Expectations and attitudes towards AI in stroke medicine

We identified three overarching themes and subthemes: 1) presumed roles of AI in the clinical

setting, 2) perceived opportunities and limits of medical AI, 3) perceived challenges, risks, and

open questions (Fig 1).
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Presumed roles of AI in the clinical setting. Our findings suggests that there was no

common understanding of what medical AI is and what it can or cannot do among our study

participants. Based on the interviewees’ deliberations, we identified four presumed roles along

a continuum that medical AI could play in the stroke medicine: a) an administrative assistant;

b) a clinical decision support system; c) the clinician’s right hand (advisory); d) fully autono-

mous medical AI (see Table 2). It should be noted that the boundaries between the presumed

roles we identified are not perfectly distinct but understood on a continuum. HCPs tended to

describe a wider range of roles, with 9 out of 14 describing at least 3 roles. Stroke survivors and

family members, on the other hand, were more likely to describe one or two roles.

AI as an administrative assistant. On the one hand, interviewees considered that AI-pow-

ered systems could assume the role of an administrative assistant, taking over repetitive and

mundane tasks to free up clinicians’ time, leaving them more time for other, more demanding

tasks. These tasks would mainly be administrative in nature and may, for instance, include

patient documentation, data synthesis, or monitoring patient vitals. Participants suggested this

type of AI-powered systems may be able to enhance interprofessional communication and the

flow of information across different settings, including the clinical encounter and doctor-

Table 1. Participants’ characteristics.

Healthcare professionals (HCP)

(N = 14)

Stroke survivor (Pat)

(N = 14)

Family members (FM)

(N = 6)

Professional Role, n (%) Age (mean, range) 62 (47–80) Role, n (%)

Physician 7 (50) Partner 5 (83)

Occupational therapist 1 (7) Child 1 (17)

Physiotherapist 4 (29)

Neuropsychologist 2 (14)

Gender, n (%) Gender, n (%) Gender, n (%)

male 5 (36) male 9 (64) male 1 (17)

female 9 (64) female 5 (36) female 5 (83)

Years in practice, n (%) Time since stroke, n (%) Time since stroke, n (%)

<1 year 4 (29) <1year 4 (29) <1year 0 (0)

1–5 years 5 (36) 1–5 years 2 (14) 1–5 years 1 (17)

6–10 years 0 (0) >5years 8 (57) >5years 5 (83)

>10 years 5 (36)

https://doi.org/10.1371/journal.pone.0279088.t001

Fig 1. Overview of themes and subthemes.

https://doi.org/10.1371/journal.pone.0279088.g001
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patient communication. By making information available at the point of care and freeing up

time, it would allow providers to work at the top of their scope.

AI as a clinical decision support system. Other accounts of AI-powered systems underlined

their role as a clinical decision support system, providing clinicians with a structure or protocol.

Participants suggested that this could help clinicians to adhere to guidelines in a check-list

manner. Perceived benefits would be that the system could point their attention to aspects

they may have overlooked, and to facilitate faster and more accurate diagnosis by analyzing

greater amounts of data in less time. One participant suggested that this could, in fact, also

reassure clinicians because they would be basing their decisions on more robust data. More-

over, participants viewed an AI-based system as a possible source of inspiration on what to try

out, specifically in the rehabilitation context, to provide tailored treatment to patients and to

identify attainable rehabilitation goals (akin to the idea of a digital twin [34]).

AI as the clinician’s right hand. While many participants stressed that clinicians could and

should interpret the system’s output (and should not blindly trust the system’s recommenda-

tions), many considered that AI could expand or complement clinicians’ expertise and capabil-

ities in an advisory function. Such accounts suggest the role of AI as the clinician’s right hand,

or in other words, a complement to or extension of the healthcare professional. This type of

tool could guide clinicians when presented with particularly complex cases (e.g., orphan dis-

eases) or in time sensitive or resource constrained settings, such as the ICU, overnight shifts,

or in case of staff shortage. In this way, it could assist less experienced or well-trained clinicians

in the decision-making process, or even act as a second opinion. These findings suggest it is

unlikely that AI would replace expert clinicians, but rather help to compensate for lack of time

or expertise in resource-constrained settings. Moreover, participants cautioned that if consid-

ered an advisor to the clinician, system recommendations might less likely be challenged by

clinicians.

Table 2. Presumed roles of AI in the clinical setting.

Data collection

& synthesis

(administrative)

Clinical decision support

(assistive)

Clinician’s right hand

(advisory)

Fully autonomous

AI system

(autonomous)

AI system provides comprehensive

patient data and facilitates

communication and data flow

AI system provides protocol-like

structure, as well as options to be

interpreted/weighed by the

clinician

AI system advises clinicians and can

complement their expertise and

provides recommendation that need

to be actively rejected by the clinician

AI system identifies course of

action autonomously and the

clinician can no longer (easily)

intervene, incl. application of AI in

robotics

“I can imagine that in a much more
general way, artificial intelligence
could increase patient health, if done
more comprehensively. For example,

by collecting risk factors and
everything and providing, for example,

a quick tool [with this information]
for the family doctor, I don’t know, or
for the specialist who is faced with a
patient that maybe they know little
about.” (HCP10)

“The lowest level would be alerts,
like decision trees in the emergency
setting. So, [the program prompts
me] the patient has this and this
impairment, have you thought
about this and this, then I respond
to it, and then comes the next
suggestion, the program
recommends this examination,

and of course I can always
intervene.” (HCP1)

“It’s just like getting a second doctor’s
opinion. A second [doctor] perhaps
examines the clinical picture
differently. There [in an AI system] is a
lot of information from many stroke
patients, and that makes it easier for a
doctor to make a decision, I think,

especially perhaps for doctors who
otherwise don’t engage in continuous
training.” (Pat8)

“I could even imagine that in the
distant future robots will perform
surgeries [. . .] There are already
surgical robots that translate th
surgeon’s movements and simply
guarantee more precision. [. . .] I can
imagine that the surgeon will be
replaced by artificial intelligence, at
least to perform less complicated
surgeries, standard procedures.”
(Pat2)

HCP

(N = 14)

10 (71.4%) 10 (71.4%) 11 (78.6%) 9 (64.3%)

Stroke

survivors

(N = 14)

6 (42.9%) 5 (35.7%) 7 (50.0%) 8 (57.1%)

Family

members

(N = 6)

3 (50.0%) 3 (50.0%) 0 (0%) 4 (66.7%)

https://doi.org/10.1371/journal.pone.0279088.t002
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Fully autonomous medical AI-systems. While frequently mentioned as a potential use of AI,

few participants viewed fully autonomous medical AI-systems as realistic in the near future. In

this context, robotics (e.g., care robots, surgery robots or therapy robots) was the most fre-

quently mentioned area of application in the clinical setting. During the interviews, some par-

ticipants occasionally referred to “decisions made by the AI”. However, it is unclear whether

these implicit attributions of decision-making power were intentional or not. One clinician,

for instance, described how an AI system could not only help to exclude differential diagnosis

but could also take on tasks like ordering examinations. From this description it was unclear

whether, in the view of the participant, any intervention from the clinician was foreseen to

approve the AI’s recommendations.

Perceived opportunities and limits of medical AI

The second theme we identified captures participants’ views on the opportunities and potential

benefits of AI-powered CDSS whilst at the same time reflecting skepticism towards AI

solutionism.

Opportunities and potential benefits of medical AI. Most participants had a positive

attitude towards medical AI and echoed the commonly promoted opportunities and potential
benefits of medical AI that are reiterated in the public and academic discourse: accuracy,

speed, and efficiency. Some participants explicitly linked these perceived benefits to an

increase in patient safety and quality of care.

“I think this [medical AI] is good, because it means that data can be collected again for the
future, which can make any programs more precise, which can set the focus more precisely for
an evaluation and then a recommendation as to what is good for the individual in order to
get well again [after suffering a stroke].” (Pat8)

In addition, some participants further suggested or hoped that AI may lead to more accessi-

ble, objective and consequently fair healthcare as it may compensate for human bias, health-

care providers’ preconceptions about certain individuals, or lack of well-trained staff.

"I just hope from something like that, so from computer programs or algorithms actually, that
assumptions that we, I think, always make in everyday life as humans—because someone is
old or somehow looks like that or is old on paper—will be less incorporated [in the decision-
making process], so this subjectivity." (HCP13)

When talking about the potential gains in objectivity AI-based CDSS might offer, a clinician

reflected further on fairness and how it may impact the decision-making process:

" I don’t want to accuse anyone of consciously using more diagnostics or less diagnostics in a
certain way because of sympathies or something like that, or because of some conscious deci-
sion about how vital someone seems, but there is perhaps a danger, and this is where artificial
intelligence could help to make things fairer, so to speak. The question is whether it is always
more humane. [. . .] if we consider justice, we have quite different definitions, which makes it
more difficult again, so when does someone have a right to certain things and when rather
less. So, is it fair, if someone has a genetic risk, he should get more than if someone gets the
stroke maybe because of supposedly self-inflicted things? But there again the question is, with
a nicotine addiction, for example, to what extent is there a free will at all? And to what extent
is not also the addiction determined by some genetic aspects or environmental factors, where
the patient can’t do anything about it?" (HCP5)
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Will AI solve existing problems or create new ones?. Several participants cautioned that

AI should not be hailed as a panacea that will solve all of healthcare’s problems, raising the

question: Will AI solve existing problems or create new ones? Some suggested that AI might, in

fact, not change all the much about current practices as it was just a new tool that would not

impact principles such as patient autonomy, justice, or trust. Others expressed concern that

medical AI might not be able to address some of the existing “most basic” challenges faced in

stroke medicine and healthcare more generally, e.g., economic pressure, existing inequalities,

and changing individual health behaviors:

“We’re not bad at high-tech medicine, but we can’t get a grip on normal medicine. [. . .] The
normal being the care of the population with family doctors, with specialists–it’s a disaster.”
(Pat1)

“I would rather assume that the problem is not that you have the wrong options [provided by
the AI system], but rather that you generally lack the resources to properly implement the
options that are available. So, for example, sufficient physiotherapy in the outpatient area or
something like that. That a computer-aided decision or simulation of different options would
not change anything about the problem that already exists. would not change the problem
that already exists.” (HCP4)

Interviews with stroke survivors and family members were dominated by personal narra-

tives and challenges faced in the aftermath of stroke, ranging from bureaucratic hurdles (e.g.

negotiations with insurers) to interpersonal challenges (e.g. activities of daily living, such as

getting dressed or pursuing a professional career) and mental health problems that they did

not expect medical AI would change.

A priority all three stakeholder groups voiced was the need for access to relevant patient

information at the point of care to improve efficiency, treatment, and patient safety. Having to

provide information repeatedly was described as a particularly frustrating experience by

patients and family members.

“I think it’s completely unnecessary to have to fill out a questionnaire at every new doctor’s
office, I think it’s just redundant, because the data is stored at every doctor’s office anyway, so
you can actually store it right on the card and have it read out there and then.” (FM1)

Finally, some participants expressed concerns that AI may introduce new problems.

“Well, one shouldn’t overestimate AI, I have a feeling. It’s not the solution.. [. . .] Nobody is
thinking, should we really do this? Do we need to do that? And what are the long-term conse-
quences? And that’s where I think we tend to go too far, especially in healthcare, and by [intro-
ducing] potential solutions or improvements often we create new problems, which you can’t
really anticipate.” (HCP0)

AI or not, data is key. Most participants considered comprehensive patient data pivotal

to improving healthcare services in stroke medicine, whether an AI system was involved in the

collection or analysis of such data seemed to be secondary. While some considered that AI-

powered systems could help to collect, synthesize, and manage patient and research data, oth-

ers did not explicitly mention or did not believe that AI would be needed for these types of

tasks.
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“Digitization leads to a more barrier-free flow of data, but that’s not necessarily artificial
intelligence, but it is about the precondition that information is used in such a way that it ben-
efits the individual patient or the doctor or the nurse because it provides more information or
processes it in such a way [. . .].” (HCP1)

Only one of the participants cautioned against what he negatively referred to as data faith,

arguing that generating more data might also lead to insecurities and may in fact not be the

solution to improving healthcare.

“The more data we have, the greater the uncertainty. And I think the big problem we have
now is simply this, too much faith in data, or thinking that if we just collect enough data, we
can improve everything. I think we should just shift down a gear there." (Pat2)

Perceived challenges, risks & open questions

We identified three key areas of perceived challenges, risks, and open questions related to the

adoption of AI in clinical practice, namely a) importance of relational aspects, b) roles and

responsibilities, c) patients’ rights to information and decision making.

Importance of relational aspects in healthcare. Relational aspects in healthcare featured

heavily in our interviews, especially in the context of rehabilitation. Many participants consid-

ered that the importance of trust in clinical care would ultimately shape the impact of AI on

the doctor-patient relationship and medical decision-making. More specifically, most were

convinced that AI would not be able to replace humans in healthcare, because healthcare relies

on human relationships, empathy, and human warmth. Stroke survivors in particularly

highlighted the healing, therapeutic effect of having someone to talk to and feeling

understood.

“There was a phase when I wasn’t doing well psychologically, and I was just happy to be able
to talk to someone. And that is also good for the language, to talk about it in depth. And that
was very important. To withdraw and if you only do that with the AI, I don’t see that.”
(Pat12)

Stroke survivors and clinicians voiced concerns that the adoption of AI in clinical practice

might slowly lead to dehumanizing healthcare, steering healthcare professionals to lose sight of

the person in front of them and having patients worry about becoming just a number in the

system.

“I can imagine that there is a danger that health professionals will rely more on artificial intel-
ligence and perhaps fixate on it and pay less attention to the patients and their wishes.”
(HCP8)

Some participants were also convinced that efficiency gains owed to AI would not directly

benefit patients but instead lead to further streamlining i.e., a reduction in healthcare person-

nel. Sharing his frustration, one of the stroke survivors criticized trends of outsourcing inter-

personal tasks that are central to healthcare to volunteers, painting a grim picture of the future

of healthcare:

“[When volunteering], I see again and again how much this human contact is needed and
desired, and I also see the efforts in healthcare to automate more and more to save personnel
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costs, and to shift this task to volunteers. [. . .] Here everything is being streamlined and I can’t
imagine more time being devoted to the patient because some of the work is being shifted to
artificial intelligence. [. . .] If we think about the developments over twenty or two hundred
years into the future, it’s actually going to be Starship Enterprise, that the patient lies in a ster-
ile room and if he’s lucky he gets to see a human being once a day or once a week.” (Pat2)

Roles and responsibilities. Losely related was the subtheme roles, and responsibilities
which captured participants views on some of the central topics regarding the practical imple-

mentation of AI, including questions of decision autonomy, transparency, responsibility, and

fairness. Underscoring the clinician’s epistemic authority, most of the participants agreed that

decision-making power should rest with clinicians and patients, and that humans should

always be able to intervene, whether to confirm or to correct the AI system’s output.

“I think that as a therapist you should still have the possibility to intervene to be able to correct
certain errors. And that you can take this, which has now been taken out of thousands, that
you can still individually adapt it to the patient, that you can take it as evidence, but then also
incorporate personal experience and intuition, to create and implement the special rehabilita-
tion program for the patient.” (HCP9)

Going a step further, some participants cautioned that AI-powered systems may lead clini-

cians to second-guess themselves, doubt their own intuition, or even blindly trust the system

thus neglecting their medical responsibility. Some also considered that overreliance may lead

to a loss of expertise and competences in future generations of clinicians and, consequently,

dependence.

"Yes, definitely. So, I think you also have to look, of course, that the treatment team then also
does not rely one hundred percent on artificial intelligence, but always questions that again or
also listens to the family." (FM1)

“[A risk is] that it affects the training of physicians in such a way that in the end everybody
relies on it, and nobody dares to stand up and have their own opinion. That is now also gener-
ally the problem, which sometimes strikes me. When we are actually completely sure what the
clinical diagnosis is, we still do an MRI in so many cases where it is not necessary, because we
somehow don’t trust ourselves [. . .]. I can imagine that this would also be a risk that we sell
ourselves short, or at some point also have to, because we really can no longer do it.” (HCP6)

Related to considerations of decision-making power, medical error and responsibility were

discussed. While some participants were hopeful that AI systems could reduce or prevent med-

ical error, others recognized that both humans and AI can err, highlighted potential sources of

error, like biased data sets or errors during data entry.

"And either way, mistakes can happen, so the computer system can also somehow give a rec-
ommendation that is ultimately wrong, because some parameters were entered incorrectly,

because it makes a mistake." (HCP4)

There was wide agreement that the responsibility for medical decisions alongside the deci-

sion-making authority presently rests with the healthcare professional or care team. While

some participants advocated that at least a rudimentary understanding of the AI system would
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be necessary to ensure quality and patient safety, others described the lack of explainability as

not unique to medical AI, providing examples of “black box” tools currently in use.

“One must not relinquish one’s responsibility. At the same time, this is already happening, for
example, with this CT monitoring. I would never check what this program has presented to
me. But I don’t know of any case where there was a problem or the patient had an arrhythmia
after all, and then it turned out afterwards that the program didn’t identify it. But in this
respect, I actually defer my responsibility to the reading of the monitoring. Not responsibility,

because if there is an error, then I still have to take the blame. But I have no way of verifying
that [the output]. Responsibility is definitely on the doctor.” (HCP4)

Yet, some participants also acknowledged that forms of shared or developer responsibility

might be possible in case of a malfunctioning system, for example.

"In my eyes [the doctor bears] the responsibility, yes, who else should it be? Well, we can’t hold
an IT specialist responsible. We can only hold him responsible if he programs a system error
or something." (Pat7)

Patients’ rights to information and decision-making about medical AI. The third sub-

theme we identified captured participants’ views concerning patients’ rights to information and
decision-making, reflecting considerations related to patient autonomy, data protection, and

privacy. Many participants explicitly stated that patients (or their designated proxies) should

have a say when it comes to data collection and medical decision-making, one proposing

organ donation as an analogy.

"I think, there must be very clear information, what the programs can do and where the limits
are and now comes again so the question, I do not know now, what is already discussed there,

I think that must be quite transparent. And then it must be a clear consent, so as I say as a
patient or as a person, okay, I agree to my organs being donated or so, it must also apply to
such a situation that I agree to be tracked and I must also be able to revoke that." (FM6)

In contrast, only few pointed to potential limits of patient autonomy when it comes to the

choice of tools and resources used by clinicians.

"You don’t ask the patient whether the doctor is allowed to use computers or what literature
he reads or is allowed to read. I can’t imagine that, so I think the doctor must be free to decide
which procedures he uses, and the patient shouldn’t be allowed to have a say in that either."
(Pat2)

There was some disagreement on whether patients should be informed if an AI system was

used to guide their care. Some argued that informing patients was a (moral) obligation, like

informing about medication side effects, and could promote trust.

"Probably it does make sense to inform the patients that the prediction that has been made,

how that has been generated so roughly. So, what patient data from how many patients went
in there and normally that would be evaluated yes probably how good the evaluation is, what
it has shown, how reliably the program can predict what, what errors are possible there. It
probably makes sense [to inform the patient] like how you have to inform about side effects of
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a drug, to give a brief information overview, if you give a clear prognosis, so to speak, on what
it is based on." (HCP3)

Others considered disclosure unnecessary or simply challenging, concluding that too much

information might in fact be harmful, confuse and overwhelm patients, or even erode their

trust, especially in the acute setting. Reiterating the importance of trust in the doctor-patient

relationship, one participant emphasized that information should not be overrated.

"Well, I am of the opinion that today this demand for absolute information is a bit stupid. So,

I must say, in such a case or otherwise also in normal life, the word trust is something that is
very, very important." (Pat7)

Several participants voiced concerns regarding data sharing, also independently of AI,

including the risk of surveillance, loss of privacy, and information getting into the wrong

hands, like hackers, banks, employers, or insurance companies. However, there were also a few

participants who either did not attribute much value or concern to data protection and privacy

or simply considered it an illusion. Participants often tended to weigh the risks of data sharing

and subsequent use of data for medical AI against potential personal or public health benefits.

"FM5: There are people in our circle of acquaintances for whom data protection is very impor-
tant. We’re not quite one of them, for us it’s simply more important that the data is processed
in a way so that it can be used for something. We are both no longer in professional life. That
means that this could not be exploited by the employer, who then says, I now know about you,

you have this and that, we’d better separate, so in this respect, I don’t know why I would have
to be afraid. What do you say, [name of partner]?

Pat13: Yes, I feel the same way. Above all, we want to serve the success of the cause."

Discussion

Prior research on medical AI has investigated factors related to technology acceptance and AI

adoption, mostly from the clinicians’ point of view [35–39]. This is, to our knowledge, amongst

the first studies to investigate the ethical, legal, and societal implications of medical AI from

the perspectives of patients, family members, and HCPs. Our findings draw attention to some

currently under-investigated issues, namely: 1) the need for a more nuanced understanding of

what medical AI entails, 2) the implications of medical AI for professional identity, role per-

ceptions, and the doctor-patient relationship, and 3) the need for challenging AI solutionism

and promoting stakeholder engagement. Even though this study was carried out in the field of

stroke medicine, there are some general patterns that are likely transferable to other clinical

settings.

Moving towards a more nuanced understanding of medical AI

In the academic and policy discourse, medical AI is often used as an umbrella term, lumping

together various types of applications irrespective of their envisioned role in the decision-mak-

ing process. In this sense, a range of AI-based CDSS are often treated as equal, rather than dis-

tinguishing between different types and purposes of AI-based applications [40]. In contrast,

we found that AI-based CDSS were understood on a continuum, ranging from the manage-

ment of administrative tasks to fully automated clinical decisions. It is reasonable to assume

that different implementations of AI in healthcare correspond to a more nuanced articulation
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of its social, ethical, and legal implications on the part of stakeholders [27,41]. This, in turn,

highlights the need for a more nuanced approach to identifying and addressing pertinent ethi-

cal and legal issues, like liability, justice, and explainability, as they may vary across the differ-

ent types of medical AI. Taking the prominent topic of explainability as an example, one can

observe that the academic discourse is largely characterized by a debate on whether explainable

AI is important or at all possible, especially in the case of deep neural networks but also sophis-

ticated applications of more classic approaches such as ensemble methods for decision trees

[42–45]. However, such debates revolve around a relatively limited array of uses–mostly AI-

driven diagnosis based on clinical images. Lesser attention is paid to how the issue of explain-

ability plays out in different contexts, including allegedly more trivial ones like administrative

tasks. With real-world examples of AI bias leading to discrimination of vulnerable and disad-

vantaged populations [24,46,47], it is evident that precautionary measures need to be put into

place to ensure that medical AI benefits all of society rather than increasing existing inequities.

Implications for professional identity, role perceptions, and the doctor-

patient relationship

The type of role that clinician and patient assign to the medical AI-system in the decision-mak-

ing process will likely determine not only what they expect from the system but also how they

interact with it and one another [41]. This raises the fundamental question of how medical AI

will impact professional identities, role perception and, ultimately doctor-patient relationships

—issues we believe are currently under investigated [48,49].

Our findings are consistent with earlier work [50–52], suggesting that while many stake-

holders recognize the potential of medical AI, there are concerns that it will lead to overreli-

ance, deskilling, and a dehumanization of care. These considerations have direct implications

for clinicians’ role perceptions. Authors like Verghese and colleagues advocate for a partner-

ship between physicians and AI, postulating that “a well-informed, empathetic clinician armed

with good predictive tools and unburdened from clerical drudgery—can bring physicians

closer to fulfilling Peabody’s maxim that the secret of care is in ‘caring for the patient’”. [53]

But what would this mean for the physician’s professional identity and what might patients

expect from their physicians?.

Our findings highlight the fear of a technology-induced dehumanization of care, emphasiz-

ing the importance of relational aspects and empathy in stroke medicine and healthcare more

generally, mirroring earlier work [54–56]. The role of interpersonal relationships is also dis-

cussed in an emerging body of literature, which suggests that the AI revolution will, in fact,

require a shift towards a more relationship-oriented role of clinicians [49,53,57–59]. Nagy and

colleagues, for instance, argue that even though AI may unburden clinicians from some of the

analytical and administrative demands–as also suggested by findings of our study—it might,

on the other hand, increase the interpersonal demands of patient care [49]. In line with others,

the authors suggest that medical AI may identify a greater number of viable treatment options

than a physician would, leading to an increase in information regarding prognosis and the

potential risks and benefits associated with all those different treatment options. Resultantly,

clinicians would have to dedicate more time to informing the patient and eliciting their values

and preferences, handling areas of uncertainty, balancing competing risks, and finally, sup-

porting patients emotionally.

In addition to highlighting the need and desire for a more relationship-oriented role, our

findings also indicate that clinicians are expected to maintain their responsibilities as epistemic

authority. In other words, according to our participants, clinicians should remain in charge of

interpreting and acting on recommendations generated by AI-powered CDSS and should also
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be the ones held accountable. Contrary to our participants’ views on decision-making power

and responsibility, some authors have argued that in case of its superior performance in clini-

cal tasks, clinicians would have an epistemic obligation to defer to the AI system’s recommen-

dations or align their judgements [41,60]. However, given that clinicians remain the ones

expected to be morally and legally responsible [61,62], it seems unlikely that they will delegate

decision-making power just yet.

A look at the literature suggests that much of the current discourse around AI ethics focuses

on questions of data protection and privacy, liability, and fairness (bias). While these are unde-

niably crucial issues, we argue that they can, at least to a certain extent, be addressed by regula-

tory measures. The impact of medical AI on professional identities and role perceptions, on

the other hand, goes to the core of what it means to be a clinician caring for patients. To date,

only few authors have addressed questions of professional identity beyond the fear of job-loss

and technology acceptance [35,63]. We believe that these humanistic aspects of professional-

ism deserve further attention in research and medical education. When preparing clinicians

for the ethical challenges of medical AI [64], it will be paramount to focus on strengthening

empathy, interpersonal, and communication skills.

The need for challenging AI solutionism and promoting stakeholder

engagement

Our study captured the tension between the perceived benefits and participants’ skepticism

towards AI-powered CDSS. Indeed, we found that even though participants were cognizant of

potential opportunities, like increased efficiency, many opposed the idea of AI solutionism.

Participants identified three areas of concern, which addressed relational aspects, professional

roles and responsibilities, and patients’ rights to information and decision making. We also

observed that participants’ narratives were very much anchored in the real-world challenges

they experienced. Many of the possible applications participants referred to would effectively

not require AI as also pointed out by some of the participants themselves. Instead, these appli-

cations would simply rely on data accessibility and interoperability. Based on what we know

about the fragmented healthcare data system, it was therefore not surprising that a core chal-

lenge participants wanted to see addressed was data availability and accessibility. The recurrent

narrative of challenging AI solutionism we found is in stark contrast to the media and political

hype around medical AI which also dominates the scientific landscape, apart from a few note-

worthy exceptions [65–67]. AI solutionism refers to the assumption that “as long as there is

enough data, any human outcome can be computed based on machine learning algorithms”

[68]. Our findings suggest that instead of relying on cutting-edge technologies to miraculously

solve all of healthcare’s problems, it might be more appropriate to first and foremost under-

stand the needs and perceived priorities of those most directly affected.

A first step towards this goal is involving stakeholders including the wider public both in

the development and in the governance of medical AI [22,69–71]. From an intuitive and nor-

mative stance, involving those most directly affected by medical AI seems reasonable and ade-

quate. But there is also empirical evidence highlighting the advantages of stakeholder

involvement. A recent review, for instance, has shown that stakeholder engagement in devel-

oping AI ethics guidelines led to more comprehensive ethical guidance with greater applicabil-

ity [21]. However, the study also showed that presently only 38% of AI ethics guidelines

reported some form of stakeholder engagement with even fewer of them providing informa-

tion on the engagement process. We support the authors’ call for meaningful and transparent

stakeholder and citizen engagement to devise more sustainable, inclusive, and practical ethical

guidance. While acknowledging the challenges that stakeholder engagement and the
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involvement of vulnerable and socially disadvantaged groups, in particular, can entail, we urge

AI-developers and policymakers to enable an accessible and inclusive dialogue [72].

Strengths and limitations

Findings of this study should be interpreted considering some limitations. We do have to con-

sider the possibility of a selection bias, i.e., that our sample included more technology-savvy

participants who may have had more favorable attitudes towards medical AI in stroke medi-

cine. It is also important to note that we completed data collection just before the Covid-19

pandemic. Given that the pandemic has put public health and medical ethics onto the public

agenda, it is possible that different stakeholder groups may have become more aware of ethical

issues surrounding medical AI. Finally, we prompted participants to reflect on certain ethical

issues if they did not address them on their own. While this may have steered the conversation

in certain ways, we believe that it helped to stimulate participants’ reflections, particularly for

those less familiar with the interview setting or research topic.

Conclusions

This is, to our knowledge, one of the first studies to investigate the ethical, legal, and societal

implications of medical AI from the perspectives of patients, family members, and healthcare

professionals. Our findings highlight the need for a more differentiated approach to identify-

ing and tackling pertinent ethical and legal issues in the context of medical AI. Our work also

sheds light on the implications of medical AI for professional identity and role perceptions

and the need for challenging AI solutionism in healthcare. We advocate for stakeholder and

public involvement in the development of AI and AI governance to ensure that medical AI

offers solutions to the most pressing challenges patients and clinicians face in clinical care.

Here, we urge AI developers and policymakers to pay particular attention to the views of vul-

nerable and socially disadvantaged groups.
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