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Abstract

This thesis aims to push forward the development of diamond particle detectors that could be
used in future high-energy experiments where radiation tolerance without cooling is required.
The detectors are made with polycrystalline chemical vapor deposition (pCVD) diamonds as the
sensor material. This work had two major objectives: The development of a fabrication process
that could be scaled up to mass-produce diamond planar pixel detectors and the understanding
and modeling of the signal characteristics from 3D diamond detectors.

For the first objective, a fabrication process with yields of up to 99.7 % of the pixels was
achieved. All the problems that led to defective pixels were identified and could be solved before
scaling up the fabrication process.

As for the second objective, it was determined that hexagonal cells collect more charge than
cells with rectangular or square shapes for unirradiated detectors. As for irradiated detectors up
to a fluence of 3.5 x 10'° p/cm? 800 MeV/c protons, efficiencies above 99.6 % were achieved
for a threshold similar to the ones available in state-of-the-art readout chips in pixel detectors
(i.e. ~1500e) when the cells had a side length of 50 um. For the irradiated devices with cells
of 50 um and the unirradiated devices with cells of 100 um, it was found that charge collection
efficiencies above 50 % were achieved.

A simulation framework based on the finite element method was used to estimate the
capacitance of the measured devices. For most of the devices, the estimated capacitance was
within 5% of the measured capacitance during the test beams. Only one of the simulations
underestimated the measured capacitance by 39 %. The reason for this disagreement is unknown.

Extending the simulation framework to model, based on first principles, the movement of
the ionized charges inside the diamond, it was possible to reproduce the measure data within
6 % for 3D square cells with a strip readout. The findings support the model proposed by S.
Lagomarsino et al., which is based on two mean free paths for the charge carriers that accounts
for the movement of the charge carriers parallel to the grain boundaries and perpendicular to the
grain boundaries.



Zusammenfassung

Das Ziel dieser Arbeit ist es, die Entwicklung von Teilchendetektoren mit Diamantsensoren
voranzutreiben, die in zukiinftigen Experimenten der Hochenergiephysik, die Strahlungs-
bestindigkeit ohne Kiihlung erfordern, eingesetzt werden konnten. Die Detektoren haben
polykristalline Diamantsensoren, die mit chemischer Gasphasenabscheidung (CVD) synthetisiert
werden. Diese Arbeit hatte zwei Schwerpunkte: die Entwicklung eines Herstellungsprozesses,
der die Massenproduktion von planaren Diamant-Pixel-Detektoren ermdglicht; und das Ver-
stdndnis und die Modellierung der Signaleigenschaften von 3D-Diamant-Detektoren.

Fiir den ersten Schwerpunkt wurde ein Herstellungsprozess mit Pixelausbeuten von bis zu
99.7 % entwickelt. Alle Probleme, die zu fehlerhaften Pixeln fithrten, wurden identifiziert und
konnten gelost werden, bevor der Fertigungsprozess hochskaliert wurde.

Hinsichtlich des zweiten Schwerpunktes wurde festgestellt, dass unbestrahlte 3D Detektoren
mit hexagonalen Zellen mehr Ladung sammeln als Detektoren mit rechteckigen Zellen. Bei De-
tektoren mit einer Zellengrosse von 50 um, die mit einer maximalen Fluenz von 3.5 x 10° p/cm?
800 MeV/c Protonen bestrahlt wurden, konnten Wirkungsgrade von iiber 99.6 % erreicht werden,
wenn die Auslesechips Schwellenwerte hatten, die vergleichbar mit den Schwellenwerten ak-
tueller Pixeldetektoren sind (d.h. ~ 1500€). Sowohl fiir bestrahlte Detektoren mit 50 um Zellen
als auch fiir unbestrahlte Detektoren mit 100 um Zellen wurden Ladungssammeleffizienzen von
tiber 50 % erreicht.

Um die Kapazitit der untersuchten Detektoren abzuschitzen, wurde ein Simulationsframe-
work verwendet, das auf der Finite-Elemente-Methode basiert. Bei den meisten Detektoren
lag die abgeschitzte Kapazitit innerhalb von 5% der wihrend der Teststrahlen gemessenen
Kapazitit. Nur eine der Schitzungen verfehlte die gemessene Kapazitit um 39 %, wobei die
Ursache dieser Abweichung nicht gefunden werden konnte.

Die Erweiterung des Simulationsframeworks mit der Modellierung der Bewegung von
ionisierten Ladungen im Inneren des Diamanten basierend auf grundlegenden Prinzipien er-
moglichte es, die Messdaten von quadratische 3D-Zellen mit einer Streifenauslese mit einer
Genauigkeit von 6 % zu reproduzieren. Die Ergebnisse untermauern das von S. Lagomarsino
et al. vorgeschlagene Modell, das auf zwei mittleren freien Weglidngen fiir die Ladungstriger
basiert, um die Bewegung der Ladungstriager sowohl parallel als auch senkrecht zu den Korn-
grenzen zu beriicksichtigen.
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Introduction



Chapter 1

Motivation

Since the 1940s, when it was found that silver chloride crystals with an applied voltage could
detect radiation particles[1], several crystals have been studied to function as radiation counters.
Diamonds were one of such crystals and had advantages over other crystals in that they could
work at ambient temperature[2, 3] and were more radiation resistant than other materials [4].
Although there were many improvements in understanding how to use diamonds as particle
detectors in the following decades[2, 3, 4, 5], the lack of a process to produce reliable samples
and the small yield of good sample candidates[2] hindered the development of radiation detectors
made with diamonds.

It wasn’t until the development and improvement of the fabrication of artificial diamonds via
chemical vapor deposition (CVD) in the 1980s and 90s [6, 7, 8, 9] that samples could be produced
with the quality suitable for particle detectors. During the 1990s, various proposals were made
to research and implement diamond detectors in large particle accelerator experiments[10, 11].
One of these proposals led to the formation of the RD42 collaboration[12]. The research that
arose from the growing interest in using diamonds in large particle accelerator experiments led to
improving diamond sensor charge collection distance (CCD) by three orders of magnitude (from
O(0.1pm) to O(100um)) during the first half of the 1990s[11]. In response to the improvement
of diamond detectors in the 1990s, several diamond detectors have been installed as beam
monitors for different experiments to detect beam instabilities that could harm the experiments’
components and to perform relative luminosity measurements[13, 14, 15, 16, 17]. The Compact
Muon Solenoid (CMS)[18] and the A Toroidal LHC ApparatuS (ATLAS)[19] experiments
are among the experiments that benefit from the beam monitors fabricated with diamond
detectors. These experiments are located in the Large Hadron Collider (LHC) in the Organization
Européenne pour la Recherche (CERN)[20] particle accelerator complex.

In the LHC, bunches of particles are accelerated to almost the speed of light in vacuum,
and bunches of these particles traveling in opposite directions collide in the center of the main
experiments (CMS, ATLAS, LHCb, and ALICE). These collisions led to the discovery of the
Higgs boson in 2012 by the CMS and ATLAS collaborations[21, 22]. To attempt to answer the
open questions in particle physics, it is required to accumulate a large number of collisions to
observe the rare events under study. To achieve this, the number of collisions in the LHC will be
increased within this decade by upgrading the accelerator. The project of this upgrade is the
High Luminoisity LHC (HL-LHC)[23] which expects to increase the number of interactions



per collision of the bunches by 7.5 times as its nominal luminosity up to a luminosity of
75 Hz/nb[24]. Consequently, the experiments have to be upgraded to cope with the amount of
data that will be delivered and to withstand the increased radiation their detectors will face[25].

Different options are under study for upgrading the inner tracker detectors of the LHC
experiments, among which 3D silicon sensors are of interest for their high radiation tolerance[25,
26]. A proof of concept on single-crystalline chemical vapor deposition (scCVD) diamond
was done by Oh et al.[27], which led to the fabrication and testing of a 3D detector made with
scCVD diamond[28]. Ever since, the RD42 Collaboration has been researching the development
of 3D diamond detectors to exploit the combination of the high radiation tolerance of diamonds
with the high radiation tolerance of the 3D detectors, which could be used in future upgrades
beyond the Phase-II upgrade of the HL-LHC’s experiments[28]. Several challenges must be met
before a tracking detector made out of diamond sensors is suitable for future particle physics
experiments. One of the challenges is the absence of a fabrication process to mass produce
diamond pixel sensors compatible with current pixel readout chips. In the past, a full module
was fabricated[29, 30] with the help of the company IZM[31]. An institute from the RD42
collaboration did the metallization process, but no details were documented for the fabrication
process. Another method developed to bond diamond detectors with readout chips, described in
the thesis of Michael Reichmann[32], has the problem that the sensors tend to detach from the
readout chips, making the process unreliable. Another challenge in making diamond sensors
suitable for future particle physics experiments is determining the advantages and weaknesses
of 3D diamond detectors with the design constraints needed for the tracking detectors.

This thesis aims to tackle these two challenges by setting the following objectives: The first
is to develop a fabrication process that could be scaled up to mass-produce diamond planar pixel
detectors, starting by fabricating the sensor to be compatible with the current state-of-the-art
pixel readout chips. The second one is to understand and model the signal characteristics from
3D diamond detectors using experimental data collected during this thesis. To achieve the first
objective, the equipment and installations of the Binnig and Rohrer Nanotechnology Center
(BRNC)[33] were used. Also, the installations and support from the CMS Pixel group at the
Paul Scherrer Institute (PSI)[34] were crucial for this first objective. As for the second objective,
the samples, detectors and beam time to perform the experiments were provided by the RD42
Collaboration. The experimental tests were performed using the test beam facilities at CERN
for the 3D detectors and PSI for the planar pixel detectors.

After this chapter, in chapter 2, an overview of the theory behind the concepts mentioned in
the rest of the thesis is given. Afterwards, a description of the used diamond samples is given in
chapters 3 and 4, for the pixel and 3D detectors, respectively. The following chapter, chapter 5,
briefly describes the fabrication processes employed by the RD42 collaboration to produce the
3D diamond detectors. Chapter 6 describes in detail the fabrication process developed in this
thesis to produce the planar pixel detectors as part of one of the main objectives of this thesis,
mentioned above. For the other objective of this thesis regarding 3D detectors, a simulation
framework was developed, based on first principles, to understand the signals produced by the
3D detectors fabricated by the RD42 collaboration. This simulation framework is described in
chapters 7 and 8. Afterwards, the experimental setups using particle beams in test beams made
during the progress of this thesis are described in chapter 9, for measuring the 3D detectors, and
in chapter 10, for testing the planar pixel detectors fabricated in the scope of this thesis. The
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analysis procedures are described in chapter 11 for the data acquired with the 3D detectors, and
chapter 12 for the data acquired with the planar pixel detectors. Finally, the results from both
analyses are presented in chapters 13 and 14 for the planar pixel detectors and the 3D detectors,
respectively.



Chapter 2

Theory

This chapter will present the theory behind the concepts that will be addressed throughout this
thesis. The characteristics of diamonds, the material of interest in this thesis, will be given,
describing their fabrication and features that make them suitable for the task of particle detection.
Then a description of particle detection using solid-state detectors such as the ones studied
during this thesis will be done. At the end of the chapter, the basic concepts of the electronics
used to process the signals coming from the detector are given.

2.1 Diamond Characteristics

Diamonds are one of the crystal allotropes of carbon among graphite, graphene, or fullerenes,
among which the most common ones on Earth are graphite and diamonds. The characteristic
that separates diamonds from graphite is the sp> and sp? hybrid orbitals, respectively. While
the sp? hybrid orbitals are formed under standard conditions, the sp> hybrid orbitals require
high pressure and high temperature to form in nature[35]. A diagram showing the splitting and
hybridization of the orbitals can be seen in Figure 2.1.

With the sp3 hybrid orbitals, the carbon atoms arrange in a tetrahedral configuration with
covalent bonds with the other carbon atoms. The angle between these bonds is 109.5°. This
configuration is referred to as diamond cubic, and it can be reproduced by intersecting two Face
Centered Cubic cells of side length a, one of which is displaced by an amount (1/4, 1/4, 1/4)a.
The result from the intersection can be seen in Figure 2.1b. Other elements that can form the
diamond cubic configuration are silicon and germanium, which are semiconductors[36].

Standard solid-state detectors for particle detection are made of silicon for their low cost and
wide technology base[38]. Nevertheless, diamonds are better suited in environments with high
radiation and limited cooling capabilities despite their smaller signals[39]. Table 2.1 summarizes
the properties of diamond and silicon and emphasizes the implications of using diamond as a
Sensor.

The large bandgap of diamonds allows their use as ionization chambers without creating
a pn-junction as is required with silicon sensors. This property, along with Diamond’s high
intrinsic resistivity and high breakdown field, limits the sensor’s leakage current, allowing the
sensor to operate at high voltages and have low electronic noise when coupled with electronic
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(a) Graphite crystal structure and electron orbitals. (b) Diamond crystal structure and electron orbitals.

Figure 2.1: Differences in the crystal configuration of the carbon atoms, as well as the electron
orbitals hybridization for graphite (a) and diamond (b). The internuclear distance in diamond is
1.54 A[37].

devices such as amplifiers. Another property that contributes to the low noise of diamond
sensors when coupled with electronic devices is their low capacitance due to their low dielectric
constant.

The mentioned properties of diamond correspond to top-quality crystals, as imperfections
and impurities would affect the mentioned values. For reasons discussed in the following
sections, it is desired that the diamonds used as sensors have the least amount of impurities and
crystallographic defects. CVD is a method to fabricate synthetic diamonds with the highest
purity. For this work, all the samples used were fabricated using this method. The following
section will discuss the CVD process to fabricate synthetic diamonds.

2.2 CVD Diamonds Fabrication

Besides the natural growth of diamonds in nature under high temperatures and high pressures,
synthetic diamonds can be produced with the High-Pressure High-Temperature (HPHT) process
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Property Diamond Silicon Ref. Diamond Implications

Element C Si

Atomic Number 6 14

Lattice constant [A] 3.567 5.431 [40]

Atomic weight 12.011 28.085 [40]

Mass density [g/ cm?] 3.515 2.329 [40]

Thermal 22.22 1.3 [41, 40] Heat spreader

conductivity [WK/cm]

Dielectric constant 5.7 11.7 [42, 40] Small capacitance

Band gap [eV] 5.47 1.12 [43, 40] Insulator,
high temperatures

Resistivity [Qm)] 1014 3.2x10° [36, 40] Small currents

Electron Mobility [cm?/Vs] 1714 1440 [44, 45] Fast carrier velocities

Hole Mobility [cm?/Vs] 2064 474 [44, 45] Fast carrier velocities

Electron saturation 9.6x10% | 10.54 x 10° [44, 45] Fast carrier velocities

velocity [cm/s]

Hole saturation 14.1 x10% | 9.40 x 108 [44, 45] Fast carrier velocities

velocity [cm/s]

Breakdown field [V/pm] 1000 30 [43, 46, 40] High electric fields

Displacement energy 37.5-47.6 12.9-21 [47, 48, 49] High radiation

per atom [eV] tolerance

Radiation length [cm] 12.13 9.37 [50] Thick sensors

eh-pair production 13.3 3.68 [51,52] Small signals

energy [eV]

eh-pairs per pm 36 80 [53] Small signals

for MIP [1/um)]

Table 2.1: Comparison table of diamond and silicon properties, as found in previous works. The
horizontal line between the properties Thermal conductivity and Dielectric constant emphasizes
the more relevant properties of using diamond as the sensing material. The Diamond Implications
column describes the way these quantities affect the performance of a sensor made with diamond.

or with the CVD process. In the HPHT process, the environmental conditions in nature to
transform the sp? orbitals of carbon into sp> orbitals are replicated using anvils and catalyst
metals. The graphite carbon is dissolved by the catalysts, and under pressures of O(100kbar)
and temperatures of O(2000°C), the conversion takes place. [37, 35]. This technique was the
first one implemented to produce synthetic diamonds in 1955[54]. The fabricated diamonds
with this method have high nitrogen and metal impurities and many crystal defects. For these
reasons, they are not suitable for sensor fabrication or other semiconducting applications[36].

On the other hand, growing diamonds via CVD can be achieved at lower pressures. In CVD,
each carbon is bonded tetrahedrally, forming the sp® orbitals layer by layer. The process consists
of the injection of a gas mixture that contains carbon, which is activated to react with a substrate
where the diamond layers are grown, followed by the extraction of the by-products[37].
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There are many ways to activate the gas mixture, which gives the different processes for
CVD growth of diamonds. These techniques can be divided into Thermal decomposition and
Plasma-aided deposition. Hot Filament CVD (HFCVD) and Oxy-Acetylene Torch Method are
among the Thermal decomposition methods. As for the Plasma-aided deposition techniques,
there are methods such as Microwave Plasma-Enhanced CVD (MWCVD), DC Plasma CVD,
and RF Plasma CVDI[37]. Figure 2.2 shows a diagram of an MWCVD chamber.

Waveguide Antenna

\‘ |

Magneton Plasma
microwave P Substrate
generator L Substrate holder

Gasin——* | —— Gas out

| ——— Vacuum pump

Water
— — — — - Temperature sensor
Figure 2.2: Schematic view of a Microwave-CVD chamber used for growing diamonds[55]. A
controlled mixture of gases enters from the left of the chamber, where the pressure is controlled
by a vacuum pump and the inlet and outlet speeds of the gases. Using microwaves, the injected
gas is ionized to form a plasma which is placed on top of the substrate to grow the synthetic
diamond.

In CVD growth, the gas mixture is mostly hydrogen (H>) and a fraction of methane (C Hy).
In some cases, oxygen in the form of CO or O, is implemented as it lowers the temperature for
the formation of the diamond[37]. By any of the techniques mentioned above, the molecular
hydrogen is dissociated into atomic hydrogen, while the ionized hydrocarbon is incorporated
into the substrate lattice. Afterwards, the atomic hydrogen strips a hydrogen atom from the
hydrocarbon by hydrogen abstraction, leaving an activated carbon ready to form an sp® bond
with another hydrocarbon in the gas[36]. If graphitic bonds are formed in the process, the atomic
hydrogen etches the graphite as it is more reactive to graphite than to diamond[37]. A sketch of
this process is shown in Figure 2.3.

Among the synthetic diamonds that can be produced, the ones referenced in this thesis
are scCVD and pCVD diamonds. The difference between these two types of diamonds starts
from the selection of the substrate for the growth of the diamond. If the substrate is another
single-crystalline diamond, the lattice of the single-crystal diamond is reproduced throughout
the growth of the synthetic diamond, resulting in an scCVD diamond[55]. Although scCVD
diamonds have the highest quality among the synthetic diamonds, they are the most expensive,
and they also are limited to sizes smaller than 8 mm x 8 mm/[56].

On the other hand, pCVD diamonds can be grown on non-diamond substrates like single-
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Figure 2.3: Diagram showing the process in which atomic hydrogen captures a hydrogen atom
in the deposited hydrocarbon, forming molecular hydrogen and leaving the carbon activated to
make an sp® bond with another hydrocarbon[36].

crystalline silicon or carbide-forming metals like molybdenum (hetero-epitaxial) or in a non-
diamond substrate covered with diamond powder[36]. With each layer of grown diamond, some
grains become more prominent, while others disappear[57]. Figure 2.4 depicts the evolution
of the grains from the substrate up to the final thickness of the diamond film. Because of their
nature, pCVD diamonds have more crystallographic defects than scCVD diamonds, but in
contrast, they can be grown to diameters of O(10cm)[56]. The most common crystallographic
defect present in pCVD diamonds is grain boundaries. In the following section, this and other
defects will be discussed.

9182 25kV 1@8un

(a) Cross-section of a 100 um thick pCVD diamond[58]. (b) Sketch of a pCVD diamond film growth[59].

Figure 2.4: Picture (a) and sketch (b) of the grains in the growth of a pCVD diamond starting
from randomly oriented crystals as substrate.
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2.3 Crystallographic Defects

Natural and synthetic diamonds present crystallographic defects during the diamond’s fabrication
process. These defects can be categorized according to their dimensionality, which are zero-
dimensional (OD), one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D).
Figure 2.5 depicts in a 2D representation of the lattice some of these defects.

The OD defects can be split into intrinsic and extrinsic defects. Intrinsic 0D defects are the
ones that involve carbon, while extrinsic OD defects involve other atoms, which are considered
impurities. Among the intrinsic 0D defects are interstitial defects, where an atom is not
occupying a position valid for the periodicity of the lattice, such as two carbon atoms occupying
the same lattice site (self-interstitial), or when an atom from an impurity, like hydrogen, occupies
a place between lattice sites (extrinsic interstitial). Other 0D defects are vacancies, an intrinsic
defect where a carbon atom is missing from the lattice. When an impurity atom, such as nitrogen,
occupies the lattice site instead of a carbon atom, it is an extrinsic substitution[60].
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Figure 2.5: Schematic of some OD and 1D defects in diamond. (a) represents a self-interstitial
defect (0D), (b) is an intrinsic vacancy (0D), (c) is an edge dislocation (1D), (d) are extrinsic
substitutional atoms (0D), and (e) is an extrinsic interstitial atom[60].
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Some of the OD defects are stable in the lattice (extrinsic substitution), while others are
mobile (vacancies, interstitial)[36]. Sometimes mobile defects combine with stable ones to form
a new type of defect, such as nitrogen-vacancy (combination of substitutional nitrogen and a
vacancy) or Frenkel pair (combination of a self-interstitial and a vacancy)[61]. Frenkel pairs are
one of the defects caused by radiation which will be discussed in the next section.

One-dimensional defects include edge and screw dislocations, 2D defects include grain
boundaries, stacking faults, and phase boundaries and 3D defects include voidities, cracks,
and inclusions. Among these defects, grain boundaries are predominant in pCVD diamonds,
as mentioned in the previous section. It has been seen that point defects and strains tend to
concentrate at grain boundaries[36].
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Defects such as interstitial and substitution introduce deep energy levels in the forbidden
energy band between the diamond crystal’s valence and conduction band, which serve as
recombination centers and radiative transitions. These deep traps affect the charge carriers’
lifetime, affecting their mobilities[36].

2.4 Radiation Damage

When particles pass through a material, they deposit energy in the material by ionization, where
electrons are ionized, or by Non-ionising energy loss (NIEL) processes. Ionization is a reversible
process, while NIEL effects can permanently affect the material causing radiation damage. As
seen in Figure 2.6, the fraction of NIEL with respect to the total energy lost in the interaction
of an incident particle with the material strongly depends on the incident energy. For energies
above 10 MeV, the fraction of energy lost via NIEL in diamond is negligible, although the total
amount is not negligible[39].

——— Si(E&=20eV)
——  C(E40eV) erszanes

-
]

ionization loss / total loss
o
(4]
|

T T T T T T T T
I I2 |4 I |6 [ IS

10 10
Recoil Energy [eV]

Figure 2.6: Fraction of ionization energy loss as a function of the recoil energy. The displacement
energy for carbon is assumed to be 40 eV and 20 eV for silicon[39].

NIEL scatterings can create dislocations if the transfer energy is larger than the displacement
energy of the material (see Table 2.1), which can create a domino effect and knock out of
position other carbon atoms, leaving behind vacancies and self-interstitial defects. As mentioned
before, Frenkel pairs are a common defect created by radiation damage which are formed by
the combination of a self-interstitial and a vacancy when the knocked carbon atom assumes
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an interstitial position in the lattice leaving a vacancy behind. Another NIEL effect is the
fragmentation of the carbon into a lighter nucleus, creating extrinsic interstitials or substitutions.

Table 2.2[39], estimates the number of fragments created and the percentage of the total
NIEL caused by inelastic collisions from 10* incident protons with a momentum of 10 GeV/c in
silicon and diamond. As silicon has a higher atomic number, it can produce a larger variety of
fragments than diamond, and more than half of its NIEL produces fragmentations. On the other
hand, for diamonds, only a small fraction of the NIEL creates fragments, and most of the NIEL
creates displacements in the diamond lattice.

Z; | #Sip  NIELg% | #Cyp NIELc%

14 417 4.2 0 0
13 910 9.1 0 0
12 1384 12.5 0 0
11 1021 8.9 0 0
10 1225 8.5 0 0
9 265 1.4 0 0
8 493 2.1 0 0
7 398 1.3 0 0
6 909 24 698 0.8
5 270 0.6 869 0.8
4 383 0.7 584 0.4
3 662 0.7 1133 0.6
2 11152 4.4 10625 2.0
1 46107 0.9 30465 0.24
Total | 65590 57.4 44374 4.8

Table 2.2: Number of fragments of different atomic numbers produced by 10* incident protons
with a momentum of 10 GeV/c in silicon and diamond. The contribution to the total NIEL for
each fragmentation is also shown[39]

As previously stated, the crystal lattice defects affect the charge carriers’ mean free time and,
therefore, the mean free path (MFP). The RD42 collaboration has modeled the effects of the
radiation damage on the MFP of the charge carriers[62]. In this model, the number of defects
Ny is inversely proportional to the MFP of electrons and holes A, j,:

| 1
N; Ny+k-¢
, where the parameter N, includes the number of defects Ny from the growth of the diamond
sample and a component proportional to the total fluence ¢ the samples have been irradiated
with. The proportionality constant k depends on the irradiation type and momentum.
Following the work from Hecht[63], the average separation distance between electrons and
holes under a uniform electric field, the schubweg A, would be equal under these circumstances
to the sum of the MFP of the electrons A, with the MFP of the holes A,,.
The model from the RD42 collaboration assumes a linear relationship between the reciprocal
of the schubweg with the radiation fluence ¢:

Aeh X 2.1
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1 1
A_}Lo+k-<p (2.2)

, where the parameter A represents the initial schubweg in the sensor before irradiation,
which is inversely proportional to the initial defects Ny from the sample’s fabrication process.
The proportionality constant k is referred to as the “damage constant” for a specific irradiation
type and its momentum.

In practice, the radiation effects on the sensor are measured by the amount of charge they
collect after different irradiations. Using ionizing particles, a certain amount of ionized charge
Qion 1s produced in the sensor, and employing a uniform electric field, a charge Q.,;; is collected.
In the following sections, the process in which the charge is ionized in the diamond and the
process of collecting the charge will be discussed in detail. The ratio between the collected
charge Q.,;; and the ionized charge Q;,;, gives the charge collection efficiency (CCE):

Qcol l
Qion

The RD42 collaboration uses an equivalent measure called the CCD, which, in sensors that
are homogeneous across their thickness T h, has the following relatioship with the CCE:

CCE=

(2.3)

CCD=Th-CCE (2.4)

Based on the work from Hecht[63] on the CCE as a function of the schubweg A, the following
relationship is obtained:

CCD Ai Ai ( _T_h))

Ede A = ——= Y L (1-ZL[1-e & 2.
CCE(Ae, Ap) o igh ™ ( ™ e (2.5a)

An
= 2.5b
r y (2.5b)
A=A+ s (2.5¢)
1 1 r (l—e_(%%))+1—e_(%(l+r))

CCE, D) = — [1- = 2.5d
D= r+1)2 (2.5)

, where the parameter r is the ratio between the MFP of the holes 15, and the MFP of the
electrons A,, and, as mentioned before, the schubweg A is the sum of the electrons’ MFP and
the holes” MFP. Figure 2.7 shows the plot for the relation in Equation 2.5d when r = 1.

From the relation in Equation 2.5d, the schubweg can be derived from a measurement of the
CCD. Figure 2.8 shows the results obtained by the RD42 collaboration for scCVD and pCVD
diamonds under 800 MeV/c proton irradiation at different fluences. Except for the scCVD point
at the highest irradiation, the linearity supports the model introduced in Equation 2.2. In Table
2.3, the different damage constants for different types of irradiations are shown in terms of the
damage constant for 24 GeV/c protons.
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Figure 2.7: Charge collection efficiency as a function of the ratio between the schubweg A and
thickness of the sensor Th when the MFP of electrons and holes are equal.

o
N

Particle species k
24 GeV/c protons k24Gevp
800 MeV/c protons | 1.67(9) kasgevp
70 MeV/c protons | 2.60(29) koagevp
25 MeV/c protons 4.4(12) koagevp
Fast neutrons 4.3(4) ka4 Gevp
200 MeV/c pions 3.2(8) kaaGevp

Table 2.3: Damage constants in terms of kp4gevp = 0.62 x 10718 cmz/(p-pm) for different
irradiations[65, 64].

2.5 Particle Detection

In the previous sections, diamonds were discussed as a suitable material for particle detection
based on the mobilities of its charge carriers and other characteristics shown in Table 2.1 and
the effect of radiation on their performance as a sensor. This section will discuss the processes
by which a sensor senses the passage of particles.

2.5.1 Particle Matter Interactions

The interaction between the incident particle and the sensor material depends on the charac-
teristics of the incident particle. Each interaction that results in energy loss occurs in single
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Figure 2.8: Derived schubweg reciprocals from charge collection measurements for different
irradiations fluences of 800 MeV/c protons[64]. The open markers are for the data points
measured with a negative bias, while solid markers are for a positive bias.

collisions. Charged and neutral particles can scatter via close-range elastic scattering, while
only charged particles can scatter through the electromagnetic fields at long ranges. In this
section, the interaction of charged particles (excluding electrons and positrons) will be discussed,
followed by the corrections needed for the cases of electrons and positrons. Then the effects of
multiple scattering of the particles while traversing the material will be addressed, followed by a
discussion of the interaction between photons and matter.
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Interactions By Charged Particles

As mentioned before, charged particles can interact through electromagnetic fields by exchanging
photons with the electrons in the sensor’s atoms. If the imparted energy is large enough, the
atom’s affected electron can become ionized, creating an electron-hole pair (eh-pair). If the
energy is large enough, then the ionized electron can ionize more electrons until its energy is
below the ionization energy. These electrons are referred to as delta rays. Each interaction is
a stochastic process that, over the total path length of the sensor, contributes to quantities that
can be measured. Although Bohr tried to calculate the energy loss due to ionization classically,
it wasn’t until Bethe and Bloch considered the necessary quantum mechanical effects that the
energy loss through ionization at medium energies was accurately described[66]. This regime is
seen in Figure 2.9, where the mass stopping power over nine orders of magnitude for incident
w1t in copper is shown.
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Figure 2.9: Mass stopping power for u* in Cu as a function of Sy = p/ Mc. The vertical bands
delimit different approximation regimes[50].

The formula that describes the regime denoted as “Bethe” in Figure 2.9 is the following[50]:

dE. _ ,Z 1 (1 (2mec®BPY* Wiax\ .o 06(By) (C
R e R

, Where:

Me is the electron’s mass
P is the density

X is the mass per unit area (distance in the absorber times the absorber’s density)
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M is the incident particle mass
E is the incident particle energy

Wiax 1s the maximum kinetic energy that can be transferred to a free electron per collision

(see Equation 2.7)
z is the charge number of the incident particle
Z is the atomic number of the absorber
A is the atomic mass of the absorber
K is the constant coefficient: 41 Nr2m,c?

I is the mean excitation energy
5 (By) is the density effect correction to ionization energy loss

C is the shell correction only applicable for Sy < 0.1 in the Bethe regime.

2mec? B2y

W, =
max — 1+2,yme+(n1\1/[e)

5 2.7)

The mean excitation energies, I, can be estimated using the empirical formula by Barkas
and Berger[67]. The value of I for carbon has been measured to be 78 eV[68].

The curve described by Equation 2.6 fails to describe the energy losses by electrons and
positrons traversing a material. For electrons, there are considerable interactions between the
incident electron and the electrons in the material’s atoms via the Mgller effect. In the case of
positrons, the scattering between the incident positron and the electrons in the material’s atoms,
described by the Bhabha scattering, must be included. These results are shown in Equation 2.8
for electrons and Equation 2.9 for positrons.

dE _Kz Z 1 mec? B2y*(mec?(y — 1)) 2
= Tm(ln( e Jra-p
C2y-1 1 y—1)2 (ZC))
g (—Y 5 (By) - 2.8)

2322 200 _
dE Kz Z1 (n(mec By (mec(y 1)))+21n2

d 2 ApB? 212
B? 14 10 4 (ZC)
-— -0 —|— 2.9
12 +Y+1+(Y+1)2+(Y+1)3) (ﬁ,)/) 7 ( )

The Bethe-Bloch formula calculates accurately within a few percent in the ranges between
0.1 < By =1000. For By < 0.05, the curve in Figure 2.9 relies on the phenomenological fitting
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formula developed by Andersen and Ziegler[69]. As for fy < 0.01, the theory of Lindhard,
where the stopping power is proportional to [, has been successful to describe the mass stopping
power of charged particles[70].

For the correction for low energies (0.05 < fy < 0.1), the term C/Z in Equation 2.6 is
included to account for the case in which the speed of the incident particle is comparable to the
speed of the electrons in the orbitals of the absorber.

For By < 1, the term 1/5? is most significant and causes the curve to decrease. At Sy ~ 1,
the term In 82 starts to be meaningful, and the curve begins to flatten. At By ~ [3 — 4], the curve
reaches its minimum. Particles with a Sy close to this minimum are called minimum-ionizing
particle (MIP). Figure 2.10 shows the region around the minimum for different absorbers, where
it is clear that the minimum value depends on the material (it decreases with Z). The minimum
for carbon occurs at By = 3.9[68].

(- dE/dx) MeV g—lem?)
w
\
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0.1 1.0 10
By=p/Mc
0.1 1.0 10 100 1000
Muon momentum (GeV/c)
0.1 1.0 10 100 1000
Pion momentum (GeV/c)
0.1 1.0 10 100 1000 10000

Proton momentum (GeV/c)

Figure 2.10: Mean energy loss rate for different materials near the minimum([50]. In general, the
minimum is reached for By ~ [3 —4]. For carbon, the minimum is reached for Sy = 3.9[68].

At By larger than 4, f is almost constant, with a range between (0.97, 1); therefore, the
curve starts to increase by the logarithm of y. In this region of the logarithmic increase, the
density effect correction by the parameter 6 becomes important. Figure 2.9 shows the effect of
not applying the § correction to the curve, which makes the mass stopping power grow faster
than when the 6 correction is applied. The density effect correction accounts for the fact that the
media becomes polarized and limits the extension of the electric field contributions to distant

collisions[50].
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2(In10)log, (By)-C if logy (By) = x1
5(By) = 2(In10)log,, (By) - C+a(x1-log,, (ﬁ?’))k if xo <logyo (By)<x1
0 if log,, (By) <xo (nonconductors)
50102010810 (By)~x0) if log;, (By) <xo (conductors)
(2.10)
Table 2.4 shows the values for the parameters in Equation 2.10 for diamond and silicon.

Material | I(eV) a k Xo X1 C do

C 78  0.26142 2.8697 -0.1135 2.2458 2.4271 0.12

Si 173 0.14921 3.2546 0.2015 2.8716 4.4355 0.14

Table 2.4: Relevant parameters to calculate the Bethe-Bloch formula for carbon and silicon[68,
71].

Equation 2.6 and the curve shown in Figure 2.9 suppose that the target material is infinitely
thick, far from real sensors, usually of O(100um) in thickness. Infinitely thick materials allow
the energy deposition of rare high energetic electrons (delta rays) that would escape the material
in thin sensors. A method to limit the energy deposition of rare delta rays is to restrict the energy
transfer with the parameter W,,;, such that T < W,,,; < W, 4. With this change, Equation 2.6
becomes:

dE . Zéi(lln(zmeczﬁZYZW”””)—ﬁ—z(1+ Wcut)_5(ﬁﬂ _(C)) .11

=Kz — —
dx T<Weus AﬁZ 2 I2 2 Whax 2 Z

In the limit when W,,,; approaches W, the standard Bethe-Bloch formula is recovered.
Figure 2.11 shows different cases, including the ones when W,,; is equal to twice the kinetic
energy for MIP (546 MeV) and to ten times the kinetic energy for MIP in silicon ( 2730 MeV)[71].

The restricted formula is useful for studying ionization behavior at high kinetic energies.
As shown in Figure 2.11, the curve approaches a constant value referred to as the “Fermi
plateau”. As the most probable vlaue (MPV) and the average energy loss for thin absorbers
(modeled with Wcut) reach the Fermi plateau, all particles within the plateau are treated as MIPs.
A Wy, = 7.5keV has been estimated for 500 um diamonds[53], which predicts 36 eh — pair
production for MIPs[72, 73].

Another useful approach is given by Landau-Vavilov-Bichsel, where the MPV of the energy
loss probability distributions is the center of study instead of the mean. The formula for the
MPYV of the distribution is the following:

Ap :f(m(mjﬁzyz) +1n(§) +j-B*-5(By) (2.12)

, Where:

A, 1s the MPV of the energy loss probability distribution
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Figure 2.11: Comparison between the Bethe-Bloch curve with all the corrections, the restricted
energy loss cases for twice the MIP energy and 10 times the MIP energy, and the MPV for three
different sensor’s thicknesses for silicon. The radiative losses are excluded in this plot. The term
T,y 1s the same W, [50].

¢ is the Landau parameter: & = (K/2){Z/ Az (x/ ,62)MeV
x is the thickness of the material times the material’s density in g/cm?

j 1s a constant which Bichsel estimates to 0.2[52]

The results for different values of thickness of silicon sensors are shown in Figure 2.11. As
in the case of the restricted energy loss with the parameter W¢,, the MPV A,, also reaches a
Fermi plateau at high values of By.

The distributions for the energy losses of fast-charged particles in a material with a finite
thickness are called straggling functions. Figure 2.12 shows the straggling functions for different
thicknesses of silicon.

Although the straggling functions given by Landau and Vavilov correctly estimate the
MPV, they fail to estimate the width, usually provided by the full width at half-maximum
(FWHM), giving an estimate that is smaller than experimental data. Bichsel studied this issue
and introduced a better approximation to the straggling functions[74, 52].

Another approximation to the empirical straggling functions is given by the convolution
of the theoretical Landau function with a Gaussian distribution. This method, which has been
widely used for analysis by the RD42 collaboration and in this work, can be traced back to the
work of Blunck and Leisegang in 1950[75].
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Figure 2.12: Straggling functions in silicon of different thickness for 500 MeV pions normalized
to unity at the MPV A/x. The skewness of the functions decreases with the thickness of the
material but never approaches a Gaussian. The width w of the functions is the full width at
half-maximum[50]. Even though these curves are for silicon, the same behavior of the MPV
and the mean shown in the figure apply to carbon.

Scattering of Incident Particles

One way in which incident particles deposit energy in the material is by multiple scattering
by small angles. These scatterings are primarily due to Coulomb scattering described by the
Rutherford cross-section, but they can include contributions from strong interactions if the
incident particle has a color charge. Consequently, as a charged particle traverses a material, it
will be deflected by small angles. When the particle exits the material, as depicted in Figure
2.13, the 98.9 % of the net deflection and displacement caused by many small-angle scatters
follow Gaussian distributions due to the central limit theorem[50].

The theory of Moliere describes the scattering angle distributions caused by Coulomb
scattering[76]. Using experimental data from Bichsel[77] and Shen et al.[78], Lynch and Dahl
approximated the root mean square (RMS) for the central 98 % of the angular distribution of the
particles scattering with the following formula[79]:

13.6 MeV X
RMS _ 2

xz?
plane = ﬁcp YO (1+008810g10 (W)) (2.13)

, Where:
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Figure 2.13: Diagram showing the small scatterings inside a material of thickness x. The net
deflection is shown as 6;4,.[50].

z is the charge number of the incident particle
p is the momentum of the incident particle

x/ Xy is the thickness of the scattering medium in radiation lengths

Interactions By Photons

Besides charged particles, photons also deposit energy in diamonds; therefore, diamonds can
also be used to detect the passage of photons through them. There are different mechanisms by
which photons interact with matter: Through coherent scattering (Rayleigh scattering), atomic
photoelectric effect, incoherent scattering (Compton scattering), and pair production. Figure
2.14 shows the cross sections for different energies of the incident photons with diamond.

Rayleigh scattering is the predominant elastic scattering mechanism in which light scatters
with particles smaller than the photon’s wavelength. As seen in Figure 2.14, the contribution of
Rayleigh scattering in the energy ranges shown is negligible, as the atomic photoelectric effect
cross section is larger in the low energy ranges.

In the atomic photoelectric effect, the incident photon is absorbed by a core electron which
is excited into the conduction band. This excited electron would return to the unexcited state by
emitting X-rays or by an Auger electron (which is the process in which the excess energy that
would have been released as an X-ray is absorbed by an electron, releasing it from the atom)
with lower energy[61].

At medium energies (above ~ 10keV), such as X-rays from the K-alpha lines of metals such
as Sn (25.7 keV), the main cross section is due to the Compton scattering, where the incident
photon is scattered by a valence band electron. In the scattering process, the photon’s energy
is lowered, deflected from its original trajectory, and the valence band electron is ejected. If
enough energy is transferred to the ejected electron, the electron can ionize more electrons or
even cause lattice damage[61].
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Figure 2.14: Total cross sections as a function of the incident photon energy in carbon.

At energies higher than a couple of MeV (at least twice the electron’s mass), the predominant
interaction of the photon is the pair production of an electron and a positron. This process occurs
mainly through the interaction of the photon with the atom’s nucleus and, to a lesser extent, with
the atom’s electrons. The created electron can ionize more electrons in the material or cause
lattice damage in the crystal. The created positrons can ionize electrons in the material and
annihilate with an electron to produce lower energy photons[61].

2.5.2 Charge Collection And Signal Formation

The previous section discussed how radiation interacts with a material to generate ionized
charges. This section will discuss how these ionized charges inside the sensor generate a signal
representing the charge collected by a detector using the sensor.

Diamonds At Room Temperature

Signal formation inside the diamond can be described from a semiconductor perspective. In a
semiconductor, the charge transport is carried by electrons in the conduction band and holes in
the valence band. These charge carriers are subject to diffusion caused by thermal effects and
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are susceptible to electromagnetic fields. As they are not free charge carriers but bound to the
crystal’s energy bands, effective masses can be attributed to electrons and holes for calculating
their transport inside the crystal due to thermal and electromagnetic effects.

Even without the creation of electron holes through ionization, semiconductors have charge
carriers thermally excited at room temperature. For this reason, detectors made from silicon must
be depleted of the thermally generated charges by creating a pn-junction and reverse-biasing the
junction. Thermally generated charge carriers are not a problem in diamond sensors because
of their large band gap. The density of electrons thermally excited at room temperature in the
conduction band 1s[80]

_ B (27xmPOSkeT\Y? _ B
no = Nye 2T :2(”}1—23) ¢ 25T (2.14)

, where N, is the effective density of states available in the conduction band, mgos I
the effective density-of-states mass for electrons (which in diamonds is 0.52m¢[36]), kg is
Boltzmann’s constant, T is the temperature, h is Planck’s constant, and Eg is the bandgap
(5.47 eV in diamonds).

In the case of holes, the density of thermally excited holes at room temperature in the valence

band is[80]

__ g

b (2mmDOSKyT) M2
————| e 2kBT (2.15)

po = Nye 2T =2 7z

, where N, is the effective density of states available in the valence band, and m,)°® is the
effective density-of-states mass for holes ( 0.69m¢[36] in diamonds).

In intrinsic materials (without dopants), as is the case of the CVD diamonds used as sensors
for particle detection, ng and pg are created in pairs such that the amount of electrons and holes
is the same. The intrinsic concentration n; is defined as shown in Equation 2.16.

_Ls
n;= ,/nop = \/NU-NCe 2kpT ~ 10_27 /Cl’n3 (216)

Equation 2.16 shows that at room temperature, essentially, no electrons or holes are expected
to be in the conduction band or the valence band, respectively. Therefore, any electron in the
conduction band or hole in the valence band is likely to come from the interaction of charged
particles or photons with the diamond sensor. For this reason, diamond particle detectors are
considered solid-state ionization chambers.

Excited Charge Carriers In An Electric Field

Excited charge carriers (electrons in the conduction band or holes in the valence band) accelerate
in the presence of an external electric field until they scatter with other charge carriers or
impurities in the lattice. The scattering occurs in random directions, but overall, the charge
carriers move parallel to the external electric field at a constant drift velocity. At low electric
fields, the speed of the drift velocity is proportional to the electric field’s magnitude and the
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average time between collisions, and is inversely proportional to the charge carrier’s effective
transport mass[80]:

- 4T =

va(7)=—ZE(T) 2.17)

, where v, is the speed of the drift velocity, 7 is the spatial position of the charge carrier

inside the lattice, g is the elementary charge, 7 is the average time between collisions of the

charge carrier, m* is the charge carrier’s effective transport mass and E is the magnitude of

the external electric field. The quantity proportional to the magnitude of the electric field in
Equation 2.17 is called the mobility:

qr
m*
The net movement of charges inside the crystal gives, as a result, a current that is proportional
to the number of charge carriers, their charge, and their speed[80]:

(2.18)

—

Tain(T)=q(n(T)n+p(7)up) E(T)=0E (T) (2.19a)
o=q(n(T)un+p(7)up) (2.19b)

, Where _fdriﬁ is the current density produced by the movement of the charge carriers, n is
the density of the electrons in the conduction band, p, is the electrons’ mobility in the crystal,
p is the density of holes in the valence band, y,, is the holes’ mobility in the crystal and o is
the conductivity of the crystal. This relation is also known as Ohm’s law, where a current is
proportional to the applied electric field.

At higher electric fields, the drift speed becomes comparable to the thermal velocity of the
charge carriers in the lattice. When this happens, an increase in the electric field’s magnitude
transfers energy thermally into the lattice instead of increasing the drift speed of the charge
carrier[80]. This process is not abrupt and has been modeled empirically by Caughey and
Thomas|[81]:

Epo

B\ 5
(1 + (2] )

, where i is the mobility at low electric fields, vy, is the saturation velocity, and S is the
transition parameter which is fitted from empirical data. For scCVD diamond, Pernegger et
al.[44] found the above-mentioned parameters which are shown in Table 2.5. These parameters
are used as reference in this thesis, although other authors have found other values for other
samples[82].

Charge carriers are produced in a localized region near where the ionizing particle passes.
Even without an electric field, thermal effects would move the excited charge carriers in the
lattice, diffusing them. For this reason, a complete picture of the transport of excited charges
must include the diffusion effects caused by random thermal motions in the crystal. This process
creates a current from regions with a larger concentration of carriers to regions with a lower
concentration of carriers according to Fick’s law of diffusion:

vy = (2.20)

—
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Charge carrier | po(cm?/Vs) vgq(cm/s) B
e 1714 9.6x10° 1
h 2064 14.1 1

Table 2.5: Low field drift mobilities and saturation velocities for diamond. The transition
parameter used was § = 1.

T aier () = - (Dﬁn (F)+D,Vp (7)) (2.21)

, where D, and D), are the electrons’ and holes’ diffusion constants, respectively. These
constants are related to the mobilities by the Einstein relation:

_ ,LL]CBT
q

D

(2.22)

Combining Equations 2.19a and 2.21, gives the total current density of the excited charge
carriers inside the sensor:

T(7) = Taniee(7) + T aise (T) (2.23)

Induced Current And Shockley-Ramo Theorem

The previous section discussed how excited charge carriers move inside a sensor due to an
electric field in the sensor and by thermal diffusion. This section discusses the effects the excited
charge carriers have on the space charge near the electrodes.

The electric field generated by a charge inside the sensor will generate a surface charge on
each of the electrodes on the sensor. Assuming the electrodes on the sensor’s surface are perfect
conductors, then the parallel component to the conductor’s surface of the electric field on each
of the conductors must be zero, which means that all the field lines are perpendicular to the
conductors’ surfaces. Any Gaussian surface containing any of the conductors would contain a
net charge inside their volume. The total sum of the induced charges on all conductors equals
the charge inside the sensor with the opposite sign. Figure 2.15 shows an example of this effect.
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Figure 2.15: In (a), the model of an electron in the conduction band inside a diamond. The
diamond has a metal electrode at the bottom, connected to the ground, and three metal electrodes
on the top connected to a positive bias voltage +HV. In (b), the electric field of the model
presented in (a) is shown. The color scale in (b) depicts the electric field strength in a logarithmic
scale. In (c), the induced charge by the electron at that instant, fy, is shown in each of the
electrodes. As the electron moves upwards due to the electric potential difference across the
diamond, the induced charge on the electrodes would change, as is shown an instant later, t;,
in (d). The color scale in (c) and (d) depicts the amount of charge per unit area induced on the
electrodes in arbitrary units. The gray lines inside the diamond, depict the electric field lines

caused only by the electron.
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In the example, a diamond sensor has biased electrodes on the top and bottom, generating
an electric field across the sensor. An excited electron inside the sensor at a time f, generates
surface charges on each of the electrodes on the sensor by means of its electric field. At a later
time, f;, the excited electron will be in a different position, changing the electric field and the
induced charge on each sensor’s electrodes. The change in time of the surface charge on each of
the electrodes generates a current.

Instead of calculating the electric field of each charge carrier and the induced charge on each
electrode for every instant of the trajectory of the charge carrier’s motion, Shockley[83] and
Ramo[84] independently developed a simpler method to calculate the induced charge on each of
the electrodes. Although the method was initially applied to vacuum tubes, it was later proven
that it could also be used for semiconductor detectors[85, 86]. Nowadays, the method is known
as the Shockley-Ramo theorem.

The method splits the problem into two parts. The first one treats the kinematics of the
charge carrier due to the transport mechanisms discussed in the previous section. The second
part treats the coupling of the charge carrier with the electrode under study. In the example in
Figure 2.15, the kinematics of the electron is determined by the electrodes’ configuration. With
the biasing shown in Figure 2.15a, the electrodes would generate an almost uniform vertical
electric field in the sensor, as shown in Figure 2.15b. Then, ignoring the diffusion effects for
simplicity, the electron in the example would move upwards with a constant velocity determined
by the electric field’s strength.

The second part, which is the coupling of one of the electrodes with the charge carrier,
is mostly a geometric problem and is determined by calculating the “weighting field” of the
electrode in question. This field is generated by setting the electrode of interest at a potential of
1V, grounding the rest of the electrodes, and removing any charge carriers from the sensor[87].
A detailed demonstration of this method can be found in the reference [87].

Continuing with the example introduced above in Figure 2.15, selecting the upper-left
electrode as the electrode of interest, the weighting field of the electrode is calculated as shown
in Figure 2.16. In these figures, the instantaneous velocity of the electron is depicted with a blue
arrow, and the weighting field vector at the electron’s position is depicted with a black arrow.

Knowing the weighting field of the electrode and the velocity of the particle, the induced
current in the electrode can be calculated following Equation 2.24[87]:

NOE —liVTz’ (E(F ) E;(F ) (2.24)

, where at a time 7, i; is the instantaneous current induced in the electrode j, g is the charge
of the particle, 7 is the position of the particle, ¥ is the velocity of the particle due to the
sensor’s electric field, E is the electric field inside the sensor at the particle’s position, and E j
is the weighting field of electrode j at the particle’s position.

For each electrode, integrating the induced charge over time gives the charge collected by
that electrode:

Qcollj :fij(t)dt (2.25)

The charge collection was previously mentioned in the definition of the CCE in Equation 2.3.
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Figure 2.16: Snapshots of the electron inside the diamond sensor at two different times, % in (a)
and f; in (b). The color maps and the field lines depict the weighting field intensity when the
electrode on the top highlighted in bright red is at 1V, while the other electrodes highlighted in
gray are at OV. The color scale is in logarithmic scale. The colored lines depict the direction of
the weighting field. The blue vector pointing upwards from the electron represents its velocity
in each instance, while the black vector pointing slightly downwards (always in the direction
of the weighting field lines) represents the direction and strength of the weighting field in the
electron’s position.

Applying the Shockley-Ramo theorem on a parallel plate particle detector, where the sensor’s
charge carriers have MFPs A, and A, for electrons and holes, respectively, gives:

Ai A _Th
Qcot1 = Qion Z _1(1__1(1—9 Ai)) (2.26)
i=eh Th

, where “Q;,,” 1s the number of ionized eh-pairs multiplied by the elementary charge, and
“Th” is the thickness of the sensor which is also the distance between the electrode plates. In the
limit, when Ay — 00, Qo1 — Qion

2.6 Particle Detector Electronics

In the previous section, it was seen that the induced current on an electrode must be integrated
to collect the total induced charge on the electrode. For this, a preamplifier in a charge-sensitive
configuration can be used.
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2.6.1 Signal Preamplifier
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Figure 2.17: Preamplifier in a charge-sensitive configuration. The feedback capacitance inte-
grates the input current.

Figure 2.17 shows a preamplifier in a charge-sensitive configuration. In this configuration, in an

ideal operational amplifier with an infinite gain, the input current I is integrated through the
feedback capacitor Cy.

The output voltage from the amplifier, Vo, is equal to:

t
Vo(r) = —— f I;(n)dT (2.27)
Cf 0

For example, suppose the input current I is a square pulse with a width of 1 ns. Then, the
resulting output voltage from the preamplifier Vo would behave like the one shown in Figure
2.18.
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Figure 2.18: Preamplified signal from a square pulse with a width of 1 ns
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A problem arises with the configuration shown in Figure 2.17 when more than one particle

is incident on the detector. When this happens, a pileup effect, as shown in Figure 2.19, occurs.
After several particles, the amplifier would reach saturation.

0 100 200 300 400 500
t[ns]

Figure 2.19: Two pulses piling up with each other. The pileup will continue until the amplifier
reaches saturation.

A solution to this problem is to discharge the capacitor before the expected time of arrival of
a second particle. This can be achieved by placing a large resistor Ry in parallel to the feedback
capacitor Cr as shown in Figure 2.20, such that the capacitor discharges with a time constant

given by R¢Cy. This constant has to be large enough to allow the next stage, the shaping circuit,
to process the signal.

T vss VO
%77_'_ WDD

N
N

Figure 2.20: Preamplifier in a charge-sensitive configuration with a feedback resistor to discharge
the capacitor between the input current pulses.

With the addition of the resistor, the resulting output voltage would be:

Vo(t) = —— Id(r)e RfoU(t 7)dr (2.28)
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, where U is the step function. For large RyCy values, the current integration is unaffected,
and the capacitor would discharge after the current pulse has finished, as shown in Figure 2.21.

0 100 200 300 400 500
t[ns]

Figure 2.21: Preamplified signal of two current pulses with a small pileup. The capacitor’s
discharge must be fast enough to avoid large pileups leading to amplifier saturation.

2.6.2 Signal Shaper

The main objective of the shaping circuit is to limit noise by reducing the bandwidth. A common
way to achieve this is by applying a high-pass filter, followed by one or several stages of low-pass
filters. This shaper configuration is known as a CR-(RC)" shaper, where n is the number of
consecutive RC stages. Another objective of the shaping circuit is to establish the signal gain
and to define the signal’s peaking time, which is essential to set a predictable sampling time to

measure the amplitude of the shaped signal[87]. Figure 2.22 shows a schematic of a CR-RC
shaping circuit.

Vo °. b BTN S

& Ratl b

Figure 2.22: Schematic circuit of a CR-RC shaper which has the same time constant for the CR
part as for the RC part. The time constants are set by the capacitors C, and the resistors Rs. The
resistors Rg1 and Rg» set the gain of the shaped signal.
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Each part of the shaping circuit could have different values for the cutoff frequencies, but the
one that reduces the noise the most is when the cutoff frequency for the high-pass filter is the
same as for the low-pass filters[87, 88]. The transfer function in the s-plane of a shaper circuit
of the form CR-(RC)" with the same cutoff frequencies for the high-pass and low-pass filters is
the following:

A n
H(s)= —20 . ( ) (2.29a)
1+s79 \1+5s79
R
=81 (2.29b)
7o = RC; (2.29¢)

, where 7¢ is the time constant that determines the cutoff frequency of the filters, A is the
gain of the shaping circuit set by the resistors Rg1 and Rg», and n is the number of (RC) stages
in the circuit.

Ideally, the output from the preamplifier is a step function with an amplitude equal to the
collected charge Q.,; divided by the feedback capacitor of the preamplifier C¢. Using the
transfer function of the shaper, the shaped signal can be calculated:

Vs(s)=Vol(s)-H(s) (2.30a)
vs =t L g (2.30b)
Cf S
n,— n
Vs(p = Qoo A€ © (i) (2.30¢)
Cr n! To
Qcoll ) Altn"

VsMax=Vs(t=ntg) = (2.30d)

Cf e'n!

The shaped signal reaches its maximum value at time T), = nto, which is the peaking time of
the shaper. The peak value of the shaped signal at time T), is V sMax which is proportional to
the collected charge Qq;;. Figure 2.23 shows different shaped signals scaled to their maximum
value.

The duration of the shaped signal (which is the time it takes for the signal to be less than
0.1 % of the amplitude VsMax) is ~ 10y/nt. The duration of the shaped pulse has to be shorter
than the estimated time of arrival between particles; otherwise, the shaped signals would pile
up. Also, in practice, the input signal is not a step function, as it has a rise time that depends
on the duration of the current pulse from the detector. To avoid “ballistic deficit” (when the
shaping time is comparable to the integration time of the current) which leads to a deficit in
the shaped signal, the peaking time T}, must be at least three times the current pulse duration
from the detector. These and power limitations are the considerations that need to be taken into
account when choosing or designing the electronics to read out the detector’s signals.
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Figure 2.23: Shaped signals for different number of (RC) stages. The more RC stages, the more
symmetric the output signal becomes.



Part 11

Tested Diamond Devices



Chapter 3

Pixelated Planar Diamond Samples

The following section describes the electronics used to read out the diamond sensors, as well as
a description of the geometry used for the sensors’ pixels and the characteristics of the diamonds
used for the sensors, which were tested during test beams at the PSI in 2018 and 2019.

The readout chip (ROC) used to couple with the sensors was the psi46digV2.1-respin, which
could be tuned to a low threshold, which is convenient to read the small signals produced by
500 um thick pCVD diamond sensors. Additionally, there was abundant familiarity with the
ROC as the institute participated in the phase I commissioning of the CMS experiment, which
included handling and testing the psi46digV2.1-respin ROC.

3.1 Readout Chip Characteristics

As mentioned above, the ROC used for the hybrid detectors was the psi46digV2.1-respin
developed at the PSI. This chip consists of a two-dimensional array of pixel unit cells (PUC)
distributed in 80 rows and 52 columns (see Figure 3.1). Each PUC is 150 umx100 pm and
has analog and digital domains. The total active area for the 4160 PUCs in the ROC is
7.8mmx8 mm. At the bottom of the ROC lies the periphery, which contains the buffers,
analog-to-digital converter (ADC), and the wire bond connections used to communicate with
the ROC.

Figure 3.2 shows a diagram of a PUC in the ROC. The analog domain of the PUC consists
of a bump pad, a charge-sensitive preamplifier, a shaper, a threshold comparator, and a sample
and hold circuit. The bump pad is the interface between the sensor and the rest of the PUC
that transmits the signal created by the sensor when an ionizing particle passes through it. This
signal is integrated by a charge-sensitive preamplifier. The preamplified signal is then shaped by
the shaper circuit such that the peak of the shaped signal is proportional to the charge integrated
by the preamplifier.
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Figure 3.1: The geometry of the psi46digV2.1-respin. The chip consists of 4160 PUCs arranged
in 80 rows and 52 columns. Each PUC is 150 umx100 um [89]

To limit the amount of transmitted data, a comparator is used to discriminate the signals
from the noise through an adjustable threshold which is adjusted using the digital-to-analog
converters (DAC) VTHRCOMP, trim bits, and VTRIM. Signals that surpass the threshold are
stored by the Sample and Hold circuit, which is activated after a delay to store the peak of the
signal coming from the shaper in the Sample and Hold capacitor.

The digital domain is responsible for communicating with the periphery to notify when a
signal is above the threshold. When this happens, the PUC is set to a state where it cannot
receive further hits before the periphery reads out the signal’s pulse height stored in the Sample
and Hold capacitor. Up to this point, the signal processing has been asynchronous, and it is the
task of the digital domain of the PUC to synchronize the data with the periphery that operates at
40 MHz. The last task of the digital domain before releasing the PUC for further data-taking
is to transfer the pixel address and the pulse height to the periphery, where the pulse height is
digitized.

To read out individual ROCs, the samples were mounted on a printed circuit board (PCB)
that interfaced with an adapter plane that communicated with the digital test board (DTB).
The DTB was designed at PSI to provide the ROC with a 40 MHz clock signal, configuration
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Figure 3.2: Simplified schematic of the PUC of the psi46digV2.1-respin ROC. Signals from
ionization particles are transferred to the preamplifier by the bump pad. The integrated charge
is then transferred to the shaper circuit and later to the sample and hold circuit before being
transferred to the periphery.[90]

commands, and to supply high voltage (HV) if it was not delivered directly to the sensor. The
DTB communicated with a computer via USB to store the data read from the ROC and to send
the configuration commands to configure the ROC. Figure 3.3 shows how the ROC mounted on
the PCB interfaces with the adapter plane and the DTB.

3.2 Pixelated Diamond Detector Characteristics

To make the diamond sensor compatible with the ROC, it was required to process the diamond
to have a pixelated structure that matched the two-dimensional array of PUCs of the ROC. For
this task, metal pads with a size 10 um smaller than the size of the PUC (i.e., metal pads of
140 umx90 um) were placed on the top surface of the sensor, while a square back-plane of
8.1 mm was placed on the bottom surface of the sensor. The side that was defined as top or
bottom depended on the characteristics of the diamond when they were first tested, such that the
best I'V-relation and charge collection were obtained from the diamond.

This arrangement achieved a uniform electric field across most of the sensor, except in the
regions between the pixels and the sensor edges. The designs for the metallization patterns for
the top and the bottom of the sensor can be seen in Figure 3.4. A section surrounding one pixel
traversed by an ionizing particle is shown in Figure 3.5, showing how the ionized charge carriers
drift due to the almost uniform electric field generated by the metalized electrodes.

To couple the sensor with the psi46digV?2.1-respin ROC, it was necessary to place conductive
bumps on each pixel that could connect the pixelated metallization pattern on the top surface
of the sensor with the bonding pads present on the surface of the ROC’s PUCs. Chapter 6 will
discuss the fabrication process developed to achieve this and the conditioning of the diamond to
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Figure 3.3: Diamond detector mounted on a PCB that connects with an adapter plane. The plane
communicates with the DTB using a flat cable.

I

pattern

(a) Top side - pixels side. (b) Back side - HV side.

Figure 3.4: Layouts of the metallization implemented to produce a uniform field through the
sensor. A zoom into the top-right corner is shown.

make it a suitable sensor.

3.3 Sensors Characteristics

The samples used to make the pixelated sensors had already been processed by the manufac-
turer[91]. The samples had a size of ~1cm x 1cm and a thickness of ~ 500 um, except for one
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(a) Section of a pixel in a pixelated planar detec- (b) Electric field inside the detector and the trans-
tor. port of ionized charges.

Figure 3.5: Diagram showing a section of a pixel in a planar detector being transversed by a
ionizing particle. In (a), the metallizations on the top and bottom of the sensor are shown in
gold and the trajectory of the ionizing particle is represented by the traversing line. In (b), the
uniform electric field by applying an electric potential across the top and bottom metallizations
is shown with the color pallet and the colored lines depicting the field lines. The red and blue
dots and lines, depict the movement of ionized holes and electrons respectively in the detector
towards the electrodes (metallization).

sample that was ~ 750 um thick. The larger faces of the sample were mechanically polished by
the manufacturer[91] to homogenize the surfaces and facilitate the fabrication processes.
Table 3.1 summarizes the characteristics of the diamond samples that were processed to
make planar pixelated sensors with the fabrication process developed, which will be discussed in
Chapter 6. The samples were tested and characterized at Ohio State University by Harris Kagan.

Sample | Identification | Irradiation Type | Fluence | Thickness (um) | CCD (um)
CMS04 | 02A08725 None None 540* 229*
CMSO1 | 02A08722 None None 530" 206"
CMSO02 | 02A08723 None None 540* 201*
116-93 02A09273 None None 460* 248*
116-750 02A09220 None None 695* 232*
Notes:

* Measured by the RD42 collaboration

Table 3.1: Information of the samples that were made into planar pixel detectors.



Chapter 4

3D Diamond Samples

The following section describes the electronics used to read the information from the diamond
sensors, as well as a description of the geometry used for the sensors strips and the characteristics
of the diamonds used for the sensors, which were tested during test beams at CERN in 2016,
2017 and 2018. These detectors were part of the effort of the RD42 collaboration to research 3D
detectors made with diamonds.

The detectors tested at CERN were strip detectors coupled to the experimental setup for data
taking used by the RD42 collaboration. The setup will be described in more detail in section 9.2.
The following section describes the chip used to read out the strips on the sensors. Afterwards, a
description of the sensors will be given.

4.1 Charge Sensitive Amplifiers Based On VA ASICs

The electronics used to read each strip of the sensors were the VA2.2 Application-specific
integrated circuits (ASIC) from IDEAS[92]. The VA2 and VA2.2 ASICs consist of 128 low-
noise and low-power channels with charge-sensitive preamplifier, shaper, and sample and hold
circuits. The sample and hold (S&H) circuit’s analog output is multiplexed with a maximum
read-out speed of 10 MHz. The clock signals to each VA chip are supplied by the VME’s! data
acquisition (DAQ) system. Figure 4.1 shows the internal architecture of the VA chip and the
connection via wire bonds of the strips on the detector with the channels in the VA chip. The
detectors were biased with a DC HV source through a series resistor and a parallel capacitor
to the ground to limit the current delivered to the VA chip and shunt the noise from the source,
respectively.

'Versa Module Europa bus standard



42 4. 3D Diamond Samples

_in_b

test_on
C;

—
|

1 AR -
al s T S&H

| 4-—-—1—5 |
preamp  shaper S&H ........

ls| 3 —5—'—»#—-—1—5 4
E_‘ E preamp  shaper S&H E E_ - B B B B B BB
g Eo EG g
TR Y N A
S0 1 1 1 ERRE DUT
RN I |77
s Al
preaop  shaper i3 ——1
: ~ 5 ot
Pad | freammp  shap N T
. _L shift_out_b
_cl— 1 ‘ hald —L»—’ Eflemm'alt <
Analogue bias& fon O O
adjustments outp.onta)
(a) VA2 and VA2.2 architecture (b) DUT connection to the bias and to the VA2.2 chip

Figure 4.1: Each of the 128 detector strips was wire bonded to a pad just before the preamplifier.
As shown in (a), for each channel, the signal was preamplified, shaped, and then sampled and
held. An analog multiplexer selected the sampled and held signal one channel at a time, and
the analog signal was sent to the outside via a differential analog buffer. In (b), the diagram
shows how each of the channels is wire-bonded to the VA chip on one side, while the other side
is biased with a HV source through a resistor Rj and a capacitor Cj, to filter the noise from the
HYV source.[93]

4.1.1 Electronic Noise Sensed By The VA Chip

The Equivalent Noise Charges (ENC) for each channel of the VA chip results from the preampli-
fier’s internal series and parallel noise, plus other noise sources due to the components connected
to the VA chip’s channel. The noise from the VA was modeled as a series noise voltage source
(Vas) connected to one of the amplifier’s inputs and as a parallel current noise source (I4p)
connected between the amplifier’s inputs. Figure 4.2 shows the schematic representation of the
setup with the mentioned noise sources and their representations as voltage sources for series
noise or current sources for parallel noise. In general, most of the series noise of the preamplifier
comes from the internal input field-effect transistor (FET)[87], whose noise is proportional to
the total capacitance connected to the preamplifier’s input. In contrast, the parallel noise of the
preamplifier is driven by the leakage current flowing into the amplifier[94]. These quantities
were characterized by the manufacturer IDEAS[92] and are given as the intrinsic noise of the
VA chip for different peaking times (T}).

In terms of the electron charge g, the internal noise of the VA2 chips used for the telescope’s
silicon planes is shown in Table 4.1, and the noise for the VA2.2 chips used for the devices
under test (DUT) is shown in Table 4.2 as specified by the manufacturer IDEAS[92]. The RD42
collaboration set the peaking time for the VA2.2 chip to 1.8 us for all measurements presented in
this work[95]. This peaking time gives an interpolating noise to first order of 64 q + 11.8 q/pF.
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Peaking Time (us) VA2 Noise
1.5 125q + 14.4q/pF
2 135q + 12.3 q/pF

Table 4.1: Characterized noise of the VA2 chips according to the manufacturer IDEAS.[94]

Peaking Time (us) VAZ2.2 Noise
1 80q+ 15q/pF
2 60q + 11 q/pF
1.8* 64q+ 11.8q/pF
Notes:

* Interpolated value using the values
given by the manufacturer for 1 pus and
2 us peaking times.

Table 4.2: Characterized noise of the VA2.2 chips according to the manufacturer IDEAS.[93]

The other sources of ENC for each channel of the VA2.2 chip, besides the internal ENC of
the preamplifier, were the leakage current contribution (parallel noise) and the biasing resistor
contribution (series noise). The following equations show the three main noise contributions:
(See Appendix A for a detailed explanation of how these results were obtained.)

11.8

ENCyaZ64q+——3c, (4.12)
e

ENCy, =2, /alaTy (4.1b)

ENCp, = e=2, 2522 4.1

Ry er 2Ry, (4.1c)

€ 9

, where “q” is the charge of the electron, “C;” is the total capacitance from the sensor
strip connected to the preamplifier input, “e” is Euler’s number, “I;” is the leakage current
from the sensor strip, “T),” is the peaking time of the preamplifier, “R),” is the biasing resistor,
“Cyp” is the shunting capacitance for the HV, “kg” is Boltzmann’s constant and “7T” is the
temperature. As the ENC assumed the 1.8 ps interpolation for the peaking time mentioned above,
then T, = 1.8us. A typical value used for the HV shunting capacitor during the test beams was
Cp = 2.2nF. Assuming the values mentioned above, a temperature of 20 °C, the leakage current
in nA, the load capacitance in pF, and the bias resistor in M(, the noise from Equations 4.1 can
be expressed as:

ENCy4=64q+11.8qCy[pF] (4.22)

ENCy, =144.1qy/IgInA] (4.2b)
CalpF

ENCg, = 05—t (4.2¢)

vV Rp[MQ]
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Figure 4.2: Schematic for the noise calculations. Only the noise sources are shown. The
preamplifier had a series noise source Vs and a parallel noise source I;,. The DUT’s noise
came from the leakage current, modeled as a parallel current source I;. The biasing resistor Ry,
introduced thermal noise, modeled as a series voltage source V. Before being shaped, these
noise sources would be preamplified through the feedback resistor and capacitor Ry and Cy,
respectively.

The total noise, which manifested itself as fluctuations of the channel’s baseline voltage
(pedestal), is then:

ENCroral = \/ (ENCy )2+ (ENCp,)? + (ENCg,)? (4.3)

To illustrate the different ENC expected while measuring diamond strip detectors, two
examples were considered: a planar strip detector and a 3D strip detector. For the planar strip
detector, if the total leakage current for 64 channels is 2.5 nA (a current per channel of ~0.04 nA
per channel), a strip capacitance of ~0.27 pF, and a biasing resistor of 100 MQ, the expected
noise is ENC = 73.1q. For the 3D strip detector, if the total leakage current for 36 strips is
14 nA (a current per channel of ~0.39 nA), a strip capacitance of ~1.3 pF, and a bias resistor of
100 MQ, the expected noise is ENC = 120.04.

4.2 3D Diamond Strip Detector Characteristics

To reduce the drift distances between the generated charges by ionization, in 1997, Parker et
al.[96] proposed the fabrication of electrodes that penetrated the bulk of the detector. This
measure reduces the collection distances and times by one order of magnitude compared with
the equivalent planar counterpart.

A 3D detector consists of 3D cells, which have a central electrode referred to as the sense
electrode. It is surrounded by other electrodes that set the geometry of the 3D cell and are
referred to as the bias or HV electrodes. The distances between the central electrode and the
surrounding electrodes are smaller than the thickness of the sensor. In 3D diamond detectors,
as will be seen in chapter 5, the electrodes are made of 3D graphitic conductors (“3D wires”)
generated by a femtosecond laser. Figure 4.3 shows a 3D cell in a square pattern traversed
by an ionizing particle. The central electrode in the Figure is connected to ground, while the
four surrounding electrodes that give the square shape are held at a HV potential, creating a



4.2 3D Diamond Strip Detector Characteristics 45

non-uniform electric field inside the sensor. The non-uniform electric field has regions with
a low electric field strength, where the main mechanism of transport is diffusion, and regions
with high electric field strength. As seen in Figure 4.3, the particles would drift to the nearest
electrode, following, in general, the electric field lines. By reducing the distance between the
electrodes, more charges would be collected before being trapped by crystal defects.

Vium

= N

(a) Section of a 3D detector showing one 3D square cell. (b) Electric field inside the 3D square cell and the trans-
port of ionized charges.

Figure 4.3: Diagram showing a section of a square 3D cell of a 3D detector. In (a), the
3D electrodes are depicted in dark gray. The distance between the central electrode and the
electrodes in the vertices of the cell is smaller than the thickness of the sensor. The black line
depicts the passage of an ionizing particle through the 3D cell. In (b), the non-uniform electric
field magnitude is depicted with a color scale for different cross-sections of the 3D cell. The blue
and red particles and lines represent the transport of the ionized electron and holes generated by
the passage of the ionizing particle through the 3D cell.

The 3D diamond samples studied in this thesis were configured with a strip readout to be
compatible with the VA2.2 chip. The readout electrodes of several 3D cells were interconnected
by strips. Each of the strips is connected to a channel of the VA chip to read out the signals
from the 3D cells. Figure 4.4 depicts a section of nine square 3D cells. The mesh pattern on
the bottom of the sensor (used to avoid the readout electrodes in the center of the 3D cells)
distributes the bias voltage to the biasing electrodes in the corners of each of the 3D cells. The
mesh pattern follows the geometry of the cell, which means that for hexagonal 3D cells, the
pattern would be hexagonal instead of square.
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Figure 4.4: A section of 9 square 3D cells shows the conductive HV wires in dark red, the
conductive sense wires in gray, and the metallization patterns on the top and bottom surfaces
in gold. The bottom metallization is in a grid pattern to deliver the HV to each 3D cell. The
top metallization gangs together 3D cells into the read-out channel. This diagram shows three
read-out channels, each containing three ganged 3D cells.

4.3 Diamond Samples

The diamond samples with the VA2.2 chips were mounted on a PCB card with passive compo-
nents to adjust the voltages in the VA2.2 for its correct functioning. The card was placed inside
a metallic casing that had a @~ 2cm opening for the DUT, which was covered with aluminum
foil and black tape to make it light-tight, as can be seen in Figure 4.5.

Table 4.3 shows the four samples made into 3D strip detectors and studied at CERN during
test beams in 2015, 2016, and 2018.
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Sample Irradiation Type | Fluence (10" p/cm?) | Thickness (um) | CCD (um)
Poly-3D[97] None None 525 234
Full-3D None None 500* 275
Multi-3D None None 500* 245
Irrad-3D[98] | 800 MeV/c protons 3.5(4) 510 136.7(106)

Notes:

* Estimated values

(a) DUT wirebonded to a VA2.2 on a hybrid PCB.

Table 4.3: Information of the samples that were made into 3D detectors.

(b) DUT inside metal box mounted in the telescope.

Figure 4.5: In (a), the PCB, where the DUT and the VA2.2 chip are placed, is shown with the
passive components for the correct functioning of the VA2.2 chip. In (b), the PCB with the DUT
is inside a metallic box that has an opening for the DUT. The opening is covered with black tape

to make it

light-tight.
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4.3.1 Poly-3D
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Figure 4.6: Layout of the metallization deposited on the top layer of the Poly-3D after the
conductive wires were made. From left to right, the detector consists of three sections: a
planar strip detector made with 25 um strips with a pitch of 50 um between them, a section with
interdigital metallization with a separation between the digits of 75 um without 3D wires (no
3D cells), and a section with the same interdigital metallization with 3D wires which made 3D
square cells of 150 um side length.

Poly-3D was a detector made with a ~5mm x 5mm non-irradiated pCVD diamond that had
a different metallization pattern than the other devices in the sense that for the 3D cells, the
metallization pattern ganging together the sensing 3D wires of each cell and the metallization
to deliver the HV to the biasing 3D wires were on the same side (see Figure 4.6), although the
metallization was duplicated on the opposite side for redundancy. The 3D cells in this device
were square and had a side length of 150 um, which made the pitch between the strips equal
150 pm.
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4.3.2 Full-3D

(a) Photograph of the Full-3D detector wire bonded
to a VA2.2 chip.

5 P o

(b) Layout for the HV metallization on the bottom (c) Layout for the readout metallization on the top
side of the sensor. side of the sensor.

Figure 4.7: Picture of the Full-3D detector in (a). In (b) and (c), the layouts of the metallization
made on each of the faces of the Full-3D, after the conductive wires were made, are shown. One
of the sides had a mesh-like pattern to deliver the high voltage, while the other one had strips to
read out several 3D sense wires of the 3D cells.

The Full-3D device was the first attempt by RD42 to fabricate a 3D detector with more than
1000 3D cells. Since then, more devices with more than 1000 3D cells have been fabricated.
An approximately square non-irradiated pCVD diamond of 5 mm side was used for this device.
A total of 36 strip channels and 32 rows of square 3D cells, each with a size of 100 um, were
fabricated, which gave a total of 1152 3D cells. Each strip connecting 32 3D cells had a width of
10 um of chrome-gold metallization. A photograph from the device connected via wire bonds to
the VA2.2 chip, along with the metallization layouts for both sides of the diamond, is shown in
Figure 4.7.
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4.3.3 Multi-3D

(a) Photograph of the Multi-3D device wire bonded
with a VA2.2 chip.
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(b) Layout of the HV metallization on the bottom side (c) Layout of the readout metallization on the top side
of the sensor. of the sensor.

Figure 4.8: Picture of the Multi-3D in (a). In (b) and (c), the layouts of the metallization on
each of the top and bottom sides of the Multi-3D, after the conductive wires were made, are
shown. The pitch between the channels of the 3D cells was of 100 um and the width of the
metallization was of 10 um. This prototype had different geometries for the 3D cells which
were square, rectangular, and hexagonal. It also had a planar strip detector with a pitch between
channels of 50 um

The Multi-3D device was fabricated to study the performances of 3D cells fabricated with
different geometries and compare them with a planar detector. It had three sections, as shown in
Figure 4.8. From left to right, the first one was where the 3D cells with different geometries
were fabricated, the second one had the same metallization pattern as the first one but without
the fabrication of the 3D wires, which made it a planar detector, and the last one was an strip
planar detector.
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The pitch between the channels of the first and second sections was 100 um, while for the
third section, a planar strip detector, it was 50 um. The metallization width for the first and
second sections was 10 um, and for the third section, it was 25 um.

The first and second sections were biased with the same voltage, while the third required a
different biasing voltage. A picture of the device wire bonded to a VA2.2 chip, along with the
layouts for the metallization on both sides of the diamond, can be seen in Figure 4.8.

4.3.4 Irrad-3D

(a) Photograph of the Irrad-3D device wire bonded
with a VA2.2 chip.
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(b) Layout for the HV metallization in the bottom side (c) Layout for the readout metallization in the top side
of the sensor. of the sensor.

Figure 4.9: Picture of the Irrad-3D in (a). In (b) and (c), the layouts of the metallization made
on each of the faces of the Irradiated-3D, after the conductive wires were made, are shown. This
prototype was irradiated before the drilling was done to a fluence of 3.5 x 10'® protons

The pCVD diamond sensor for the Irrad-3D was irradiated with 800 MeV/c protons to a fluence
of 3.5 x 10! p/cm?[64] before the 3D wires were fabricated. This device aimed to test the
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advantages of 3D cells in highly irradiated sensors. As seen in Figure 4.9, there were two
sections in this device. From left to right, the first section consisted of 13 channels, each
with 24 3D square cells with a pitch between channels of 100 um, and the second section had
27 channels, each with 27 3D square cells with a pitch between channels of 50 um. Both
sections operated in the test beams at the same biasing voltages. A picture of the device wire
bonded to a VA2.2 chip is shown in Figure 4.9
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Chapter 5

Fabrication Of 3D Detectors

The following sections describe the fabrication process used by the RD42 collaboration to make
the 3D samples described in section 4.3.

5.1 Fabrication

5.1.1 Samples Preparation

Diamonds that had shown good performance as planar detectors during previous test beams or
bench tests, i.e., good charge collection and good current response for different biasing voltages,
were selected as substrates for the 3D detector prototypes. The diamonds were first cleaned with
hot acids to remove any surface impurities and later dry etched using reactive ion etching (RIE)
to remove 1-2 um of material from the surface removing any contamination present in the top
layers of the diamond during its processing. The acids and dry etching process were similar to
the ones that will be discussed in section 6.1.

5.1.2 3D Wires Formation

Conductive wires were formed using a 100 fs pulsed laser with 790 nm wavelength and a
repetition rate of 1 kHz[100], which converted the crystalline structure of the diamond in the
focal point into resistive carbon phases, with a resistivity of 0(0.5Qcm)[99, 100], which were
several orders of magnitude more electrically conductive than the bulk of the diamond (see
Figure 5.1). The laser processing was done by the University of Oxford’s scientist Patrick Salter.
Measurements showed an average diameter of O(2um) for the conductive wires[100].

5.1.3 Surface Metallization

After the conductive wires had been formed, metallization was deposited to create readout
channels by ganging together 3D cells on one side of the sensor. On the other side, the
metallization was deposited in a mesh-like pattern to distribute the HV. The metallization
deposition was achieved with electron beam evaporation and lift-off photolithography. Figure
4.4 depicts the metallization patterns used for square 3D cells in all the prototypes. The metals
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Figure 5.1: Sketch of the process used to fabricate the conductive 3D wires. The laser was
focused on the bottom side of the diamond to start the inscription, and it was raised until it
reached the opposite top side of the diamond. This process was done twice. Afterwards, the
diamond was flipped, and the laser inscription started on the now top side, lowered until the
middle of the diamond, and returned to the top.[99]

used for the deposition were Cr for the contact layer, followed by Au for oxidation protection
and compatibility with the wire-bonding process. The samples were then annealed at 400 °C for
4 min in an N3 to promote the Cr-carbide formation for good ohmic contacts[36].



Chapter 6

Fabrication Pixelated Planar Detectors

Unlike pixelated silicon detectors that can be fabricated in many Very large-scale integration
(VLSI) foundries, the fabrication of diamond detectors has been more craftmanship work than a
scalable industrial process. This motivated the development of a fabrication process that could
be scaled to mass-produce pixelated diamond detectors.

Producing a planar pixelated sensor involved various steps in different laboratories. Before
developing a successful procedure, other attempts were tried that won’t be covered in this work
for brevity. The following are the steps from the successful procedure required to produce a
functional planar pixelated detector. Most of the processes were performed at IBM’s BRNC
cleanroom. Processes performed in other labs are shown in parentheses. The “*” means that
a solvent-clean procedure was performed before the process. In the following sections, these
processes will be discussed in more detail.

* Surface preparation

— Boiling acid cleaning (Lab: Toxlab)

— *Surface removal via ICP-RIE

*Sample gluing onto a carrier wafer

Back-plane contact metallization

— Lift-off contact metal photolithography
— Contact metallization deposition

— Lift-off - sample removal from the carrier wafer

*Carbide formation via annealing

*Sample gluing onto a carrier wafer

Front-plane contact metallization

— Lift-off contact metal photolighography

— Contact metallization deposition
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— Lift-off - sample removal from the carrier wafer
*Carbide formation via annealing
*Passivation layer growth via PECVD
*Sample gluing onto a carrier wafer
Passivation layer etching via RIE

— RIE photolithography
— RIE through the passivation layer

— Strip remaining photoresist
*Sample gluing onto a carrier wafer
under-bump-metallization (UBM)

— Lift-off UBM photolithography
— UBM deposition

— Lift-off - sample removal from the carrier wafer
*Sample gluing onto a carrier wafer
Indium bumps metallization

— Lift-off In bumps metallization

— In bumps deposition (Lab: PSI)

— Lift-off - sample removal from carrier wafer (Lab: PSI)

In bumps formation via reflow (Lab: PSI)

Flip-chip between the sensor and the psi46digV?2.1-respin ROC

Homogenization via 2nd reflow (Lab: PSI)

As mentioned, processes with a preceding * had a solvent-clean procedure which is the
following:

Acetone clean in an ultrasound (u.s.) bath
Isopropanol clean in u.s. bath
Deionized water clean in u.s. bath

Dehydration on hotplate @ 150 °C
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6.1 Sensor’s Surface Preparation

In the processing of the samples to have adequate mechanical characteristics for the fabrication
of the sensors, it is possible that contamination was involuntarily introduced into the samples
during the processing. Moreover, some of the samples had already been processed as sensors
and the previously fabricated metallizations needed to be removed. For these reasons, the first
step was to prepare the surfaces of the samples to remove any contamination that would interfere
with the successful fabrication of sensors.

The diamond substrates were first cleaned using a series of hot acids to remove different
types of impurities on the surface of the diamond. The following boiling acids were used several
times. Between each acid treatment, deionized (DI) water was used to rinse the samples. (See
Appendix B for more details on the acid cleaning procedure)

¢ To remove carbides from the surface of the diamond:
— Chromium(III) acid (Crp, O3 - H,SOy)
¢ To remove other non-carbide contaminants:

— Aqua Regia
— Nitrating acid

— Piranha solution (especially carbohydrates)

After the acid treatment, the removal of ~ O(1 um) from the top and bottom surfaces of the
diamond using inductively coupled plasma reactive ion etching (ICP-RIE) was found to improve
the voltage-current characteristics of the diamond sensors.[101]

For this task, a recipe was developed using different plasma mixtures, which would etch the
diamond at different rates and have different effects on the surface. Table 6.1 shows the different
plasma mixtures used to etch the diamond, the etch rates, and the different reasons for its usage.
For more details on the ICP-RIE process, see Appendix C.

Plasma | Estimated rate (nm/min) | time (min) Reason
SFs/0, 100[102] 1 Remove leftover contaminants
Ar/Cl 90[103] 3 Smoothen the diamond’s surface
0, 150[104] 7 Deep etch the diamond

Table 6.1: Plasmas used for ICP-RIE on the diamond surfaces.

With the removal of ~ O(1 um) from the surfaces of the diamond, the surface preparation of
the diamond samples was finalized. Since the samples were placed under highly oxidizing acids
and then under oxygen plasma, the surface of the diamond was oxygen-terminated, which was
desired to have electrically insulating surfaces, unlike hydrogen-terminated diamonds, which
would have electrically conductive surfaces.[35]

A process often performed during the fabrication was gluing the diamond onto a carrier
wafer. A carrier wafer allowed the indirect manipulation of the diamond, which was convenient
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due to the size of the diamond, and also to avoid contamination of the diamond’s surface caused
by direct manipulation.

For this process, Crystalbond 509 mounting adhesive from SPI Supplies[105] was used. The
carrier was placed on top of a hot plate at 90 °C. Then, a small amount of Crystalbond was
placed on top of the approximate center of the carrier, such that a thin layer with an area of
~ O(7mm?) of the Crystalbond melted over the carrier wafer. Finally, the diamond was placed
with plastic tweezers on top of the melted Crystalbond on the carrier wafer, so that the surface
where the processing would be applied would be opposite to the surface against the carrier wafer.
In the end, the corners of the sample were pressed with plastic tweezers to spread the adhesive
under the diamond, and the carrier wafer was removed from the hotplate to let the Crystalbond
solidify.

6.2 Metallization

In this and the following sections, the figures will have the thickness of the layers on top of the
diamond scaled up by a factor of 10 to emphasize the details that would otherwise be difficult
to notice. At the end of the process, the vertical scaling on the images will be set to 1 for the
processes involving the formation of the bumps.

The metallization patterns were deposited in the desired regions shown in Figure 3.4 using
the lift-off technique, in which a layer of photoresist was used to mask the regions where no
metal was desired. This technique allowed the patterning of multi-layer metallization with
only one process, which would otherwise require several steps of etching techniques. For more
information regarding photoresists and photolithography, refer to Appendix D. Then, metal was
deposited over all of the sample’s surface, followed by the photoresist removal. This cleared the
metal from the unwanted regions on the sample’s surface. Figures 6.1, 6.2, and 6.3 show the
application of this process on a section of four pixels.

Two methods of physical metal deposition were tested: Electron beam evaporation, and
Sputtering. Both methods are physical vapor deposition methods with different means of
generating the material to be deposited.

In electron beam evaporation, an electron beam is used to heat and melt the metal to be
deposited. The chamber where the process is done is kept in a vacuum. The vapors from the
metal rise where the samples are held and condense over the samples at thermal energies of
O(meV).

On the other hand, sputtering uses the phenomenon where a plasma, typically made of Ar,
impacts energetically the metal to be deposited, and particles from the metal are ejected with
higher energies than in the evaporation method (O(eV)). The ejected particles condense over the
samples covering the sample with a layer of the desired material.
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(a) Four pixels with photoresist mask (b) Side view of the cross-section of
(translucent yellow). (a).

(c) Four pixels with photoresist mask (d) Side view of the cross-section of
after metal deposition (dark gray). (©).

Figure 6.1: Diagrams of four pixels, showing the deposition of metal (dark gray) over the
surface of the diamond with a photoresist mask on top (yellow). The photoresist pattern allowed
the metallization to be deposited on the desired regions of the diamond. The thickness of the
photoresist layer was ~ 1 um and the metal deposition was made of 10 nm of Ti as the contact
metal with the diamond, and 300 nm of Al on top of the Ti.

In both methods, the metals stuck to the sample’s surfaces and were successfully patterned
via lift-off. Ultimately, the evaporation method was chosen over the sputtering method due to its
simplicity and fast processing times which saved a couple of hours per process.

The chosen metallization on the diamond was a two-layer metallization, where the contact
metal was Ti. The requisite for the contact metal in radiation detectors is that it should form
good ohmic contacts[35]. It has been shown that Ti contacts on diamond form good ohmic
contacts when carbide is produced after annealing[36, 106, 107]. The second metallic layer was
Al for its good conductivity and compatibility with aluminum wire-bonding machines. Another
metallization that was tried was Cr/Ni/Au, based on the standard metallization used in the RD42
collaboration (Cr/Au) for prototype devices. In this attempt, the Cr layer would serve as the
contact layer[107], the Ni layer would perform as a barrier between the Cr and the Au, and the
Au layer would prevent oxidation besides being a good conductor and being compatible with
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(a) Four pixels with the desired metal- (b) Side view of the cross-section of
lization pattern after lift-off. (a).

Figure 6.2: Resulting metallization pattern after the lift-off process, where the photoresist with
metal on top was stripped away.

Figure 6.3: Microscope photograph showing the Ti/Al pixels left on the surface of the diamond
after lift-off.

aluminum wire-bonding machines. For reasons discussed in section 6.4, the Ti/Al metallization
was chosen over the Cr/Ni/Au metallization. The amount of the Ti layer deposited over the
samples was 10 nm, followed by the deposition of 300 nm of Al.

6.2.1 Different Metallization Study

To compare the compatibility of the RD42 traditional Cr/Au metallization with the implemented
Ti/Al layer, a diamond pad detector was made with the two metallizations in a checkered pattern
to study if one of the metallizations was consistently better than the other. The metallization
pattern can be seen in Figure 6.4. The metallization deposited over quadrants 1 and 3 was the
Cr/Au metallization. In contrast, the metallization deposited over quadrants 2 and 4 was based
on the Ti/Al metallization with the addition of Pt/Au layers on top so that the four quadrants
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were protected from oxidation. In this case, the Pt layer worked as a diffusion barrier between
the Al and Au layers[108]. The sample was connected to a Cividec[109] C6 fast charge amplifier
and tested at a test beam at PSI, as will be described in section 10.2.

AN AN §§
o = o) S ‘
(a) Layout for the top metallization. (b) Picture of CMSO01 with two different metallizations.

Figure 6.4: (a) Layout of the different metallizations on the top side of the diamond. The
numbering of the quadrants shows that quadrants 1 and 3 have the same metallization, which
is different from the metallization of quadrants 2 and 4. The back side (not shown) has a big
square pad that covers the four quadrants. In (b), the picture of the diamond CMSO01 with the
two different metallizations on the four quadrants is shown. The same amplifier reads all the
quadrants.

The sample was measured at different rates and different voltages. More details regarding
these tests will be discussed in section 10.2.2. For each measurement, the difference between
the signals in different quadrants with the same type of metallization was used as a systematic
uncertainty. An example of this is shown in Figure 6.5, where the two signal distributions for
quadrants 1 and 3 are compared.

Figure 6.6 shows the ratio between the signal obtained with quadrants 1 and 3 with respect
to quadrants 2 and 4 for different voltages and rates, respectively. As seen in Figure 6.6, either
metallization has no consistent superiority in the collected signal (the ratios are not always
consistently above or below unity). The variations from unity among the tests lie mostly within
the systematic uncertainties or not far from them. These variations could be caused by intrinsic
differences in the diamond, which were not accounted for. As no clear, consistent superiority
of the signal collected with either metallization was seen in the performed experiments, it was
concluded that either metallization would produce comparable signals.
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Figure 6.5: Comparison of the pulse height distributions for the signal collected by the same
metallization but located in different quadrants. The variation of the mean of the distributions
was used to estimate the systematic uncertainty caused by the different regions of the diamond.
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(b) Ratio of the signals with different metallizations for different rates of incident particles.

Figure 6.6: Ratios of the signals collected by quadrants 1 and 3 (Cr/Au metallization) with
respect to the signals collected by quadrants 2 and 4 (Ti/Al/Pt/Au metallization). The red error
bars represent the systematic uncertainty from the variations between the quadrants with the
same metallization.

6.3 Passivation Layer

To separate the pixel metallization from the indium used to form the bump bonding spheroids,
different passivation layers with a thickness of 600 nm were tested. The passivation layer was
deposited over the whole surface of the diamond such that it covered both metal and diamond
(see Figures 6.7 and 6.8). The first passivation layer tested was silicon nitride (SiNy), and the
second was silicon oxynitride (S§iOxNy). Afterwards, dry etching with RIE was used to create an
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opening between pixel metallization and the indium bumps. In the end, silicon oxynitride was
preferred over silicon nitride, as discussed in section 6.4.

(a) Four pixels covered with the passi- (b) Side view of the cross-section of
vation layer. (a).

Figure 6.7: The result after the deposition of 600 nm of a passivation layer of SiOxNy (light
blue).

Figure 6.8: Four diamonds after the growth of SiOxNy via PECVD. The diamonds are on top of
a carrier wafer, and pieces of silicon wafer surround the diamonds to prevent them from sliding
away inside the PECVD chamber. The colors seen on top of the silicon pieces are caused by
thin-film interference from the thin layer of SiOxNy.

The deposition of either passivation layer was done by plasma-enhanced chemical vapor
deposition (PECVD). Chemical vapor deposition methods require a mixture of different gases
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that react under certain conditions, such as temperature and pressure, to form a layer of the
desired substance. With PECVD, as the gases are ionized in a plasma, the temperature for the
reaction can be lowered, which is convenient when working with metals as the reaction can
happen at temperatures below the melting point of the metals.[110] A PECVD recipe for SiOxNy
was developed to form the passivation layer. Details of the developed recipe can be found in
Appendix E.

As mentioned above, to make a direct connection between the metallic layers below the
passivation layer and the indium bumps, openings had to be made through the passivation layer.
RIE was performed to etch holes of @10 um for each pixel. The position of the holes was such
that it matched the bump pads of the PUCs on the ROC. A positive photoresist with a thickness
of 1.2 um was placed over the passivation layer and developed with the pattern for the RIE
process, as shown in Figure 6.9. For more information about the photolithography process used
before the RIE process, see Appendix D.1.

(a) Four pixels with photoresist mask (b) Side view of the cross-section of
(translucent yellow) before RIE. (a).

(c) Four pixels with photoresist mask (d) Side view of the cross-section of
after RIE. (©).

Figure 6.9: Photoresist before and after RIE, which covered all the surface except for 10 um
holes on top of each pixel.

RIE based on CHF3 was used to etch through the SiOxNy 600 nm layer. As the layer below
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the SiOxNy was Al (and Al O3 due to the presence of air after evaporation), over-etching was
not a problem, because C HF3 is a good etchant for silicon oxides and silicon nitrides but not a
good etchant for aluminum or aluminum alloys[111]. See Appendix F for more details on the
RIE recipe. After the etching, stripping away the remnant photoresist with solvents revealed the
structure shown in Figure 6.10.

(a) Four pixels after the stripping of (b) Side view of the cross-section of
the photoresist. (a).

Figure 6.10: Surface of the diamond covered with SiOxNy except for the openings.

6.4 Bump Bonds Formation

The general process to form indium bumps consists of depositing a thick layer of In, followed by
a reflow process to form the bumps. The correct formation of the In bumps on top of the holes
made by RIE through the passivation layer became challenging. The formation of In bumps
failed in most attempts in two ways: No bump formation or the formation in the wrong position
of the bumps. Figure 6.11 shows pictures of these features for different attempts.
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(a) Cr/Ni/Au with SiNy andno  (b) Ti/Al with SiNy and (c) Cr/Ni/Au with SiOxNy and
UBM Ti/Ni/Au UBM Cr/Ni/Au UBM

Figure 6.11: Images from three different attempts to form the indium bumps. The captions are
tags for the variations of the attempts that correspond to the image (see Table 6.2). In (a), the
green-pink coloration appeared on the pixels where no bumps were formed. Most bumps in
(b) were formed correctly but not in the correct position. There was still the presence of green
coloration located where the bumps were not formed correctly. In (c), all the bumps were formed
correctly but not in the correct position.

When no bumps were formed, there was a change of coloration on the surface of the pixel.
This suggested that a reaction of the indium during the bump formation had taken place. To
control the bump formation process, a silicon sensor designed for the pixel tracker detector of
the CMS experiment was placed alongside the diamond prototypes inside the reflow chamber for
every attempt. All the attempts were successful in the In bump formation for the silicon sensors,
which meant that the problem was in the diamond fabrication process. Table 6.2 summarizes the
relevant procedures tried and the bump formation results.

Processes Bump results
Pixel Passivation =~ UBM Visible reaction Correct position
None SiNy None Yes No
None SiOxNy None Yes No
Cr/Ni/Au* SiNy None No No
Cr/Ni/Au SiOxNy None No No
Cr/Ni/Au* SiOxNy Cr/Ni/Au Yes No
Ti/Al* SiNy Ti/Ni/Au Yes No
Ti/Al SiOxNy Ti/Ni/Au No Yes

* The images from these attempts can be seen in Figure 6.11.

Table 6.2: Relevant processes tried and their results. The only process combination that resulted
in a correct formation of In bumps (no visible reaction) in the correct place was the one with a
pixel metallization of Ti/Al, a passivation layer of SiOxNy, and a UBM of Ti/Ni/Au.

As shown in the successful result in Table 6.2, for the correct formation of the In bumps, it
was necessary to deposit a layer of under-bump-metallization (UBM). For this task, a lift-off
mask of 1 pm thick photoresist was deposited, such that a circular area with a diameter of 20 um
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was left open on top of the openings through the SiOxNy, as seen in Figure 6.12. For more
information on the photolithography process used, see Appendix D.2. Afterwards, a multi-layer
metallization of 10 nm of Ti, 100 nm of Ni, and 10 nm of Au was evaporated to form the UBM
over the openings for each pixel. In this three-layer metallization, the Ti acts as the contact layer
with the Al, the Ni is the barrier metal between Ti and Au, and Au is the wetting metal that
would stick with the In bump.

(a) Four pixels with photoresist mask (b) Side view of the cross-section of
(translucent yellow) before the UBM (a).
deposition.

(c) Four pixels with photoresist mask (d) Side view of the cross-section of
after the UBM deposition (solid (©).
golden-brown).

Figure 6.12: Photoresist mask before and after the evaporation of the UBM (solid golden-brown)
covering the opening holes for each pixel. The UBM consisted of 10 nm of Ti, 100 nm of Ni
and 10 nm of gold.

Using solvents to remove the excess metallization deposited on top of the lift-off photoresist
mask, the structure seen in Figures 6.13 and 6.14 was revealed, where UBM was placed on top
of each of the opening holes, which promoted the sticking of the In bumps in the correct place
for each pixel.

To form the In bumps, a thick layer of In was deposited. Each bump was designed to have
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(a) Four pixels with UBM after (solid (b) Side view of the cross-section of
golden-brown) lift-off with solvents. (a).

Figure 6.13: Deposited UBM over each pixel’s opening hole.

Figure 6.14: Surface of the diamond after the deposition and lift-off of the UBM. Two concentric
circles are appreciated on each pixel. The innermost corresponds to the opening hole, while the
outermost corresponds to the UBM covering the hole.

@~ 25um, which meant that a volume of ~ 8200um?® of In was required for each bump on
each pixel. This volume was achieved by depositing ~ 2.55um of In over a circular area of
270 um on top of each of the pixel’s UBM. The mask for the lift-off needed to be thicker than
the deposited indium; therefore, a ~ 3.5um layer of photoresist was used (see Appendix D.3 for
more information on the photolithography process). Figure 6.15 depicts the photoresist mask
before and after the deposition.

The deposition of the indium was achieved with a thermal evaporator at PSI: Inside a vacuum
chamber, a resistive container held the indium to evaporate. A high current was passed through
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the resistive container, heating it and melting the material to evaporate. The vapors from the
material rose where the samples were held upside down to receive the evaporated indium. The
amount of indium to evaporate was previously calibrated by the CMS Pixel group at PSI, and it
was estimated that a quantity of 3 g of indium would deposit a ~ 2.55um layer of indium over
the samples’ surface.

(a) Four pixels with the photoresist (b) Side view of the cross-section of
mask (translucent yellow) before the (a).
indium evaporation.

(c) Four pixels with the photoresist (d) Side view of the cross-section of
mask and the evaporated layer of in- (©).
dium (dark gray).

Figure 6.15: A thick layer of indium was evaporated over the whole surface of the diamond
which had a lift-off photoresist mask. The thickness of the photoresist mask was of 3.5 um and
the estimated thickness of the evaporated indium was 2.55 um.

After evaporation, the excess of the evaporated indium was removed using solvents to strip
away the photoresist mask. Figures 6.16 and 6.17 show the resulting indium “pancakes” left
over each pixel.
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(a) Four pixels with the In “pancakes”. (b) Side view of the cross-section of

(a).

(c) Four pixels with the In “pancakes” (d) Side view of the cross-section of
with the actual thickness (vertical scal- (©).
ing setto 1).

Figure 6.16: Resulting indium “pancakes” on top of each pixel after the lift-off process.

Figure 6.17: Microscope photograph of the diamond’s surface after evaporation and lift-off of
the indium. On top of each pixel, the indium “pancakes” can be seen. The inner circles inside

each “pancake” correspond to a change in thickness due to the opening holes made through the
passivation layer.
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For the flat indium “pancakes” to take the form of bumps, the samples were placed inside
a chamber for reflow. During the reflow process, the chamber’s temperature and atmosphere
were controlled, such that the samples were heated in an atmosphere without any free oxygen.
Under these conditions, the indium melted without oxidizing, and due to surface tension, the In
“pancakes” formed bumps. The chamber then cooled down, and the indium solidified, keeping
the shape of the bumps (see Figures 6.18 and 6.19).

) )

(a) Four pixels with the indium bumps (b) Side view of the cross-section of
after reflow. (a).

Figure 6.18: Diagram showing the result after the reflow process, where the deposited indium
was melted to form bumps. After cooling, the indium solidified keeping the bump shape.

(a) Surface after reflow. (b) Surface after reflow viewd at 50° with a column of
bumps on focus.

Figure 6.19: After the reflow, the indium bumps were formed. The size of each bump was
&~ 26um.
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6.5 Bump Bonding

Using the position of the bumps, a flip-chip machine located at PSI aligned each ROC with the
bump pattern on the sensor. The device exerted a force equivalent to ~ 4kg x 9.8m/s? which
pressed on each bump with a force of ~9.4mN. As seen in Figure 6.20, this caused the bumps to
deform. The sensor and chip were placed again inside the reflow chamber, where a second reflow
process was performed to reshape the bumps according to surface tension and homogenize the
distance between the sensor and the ROC.

I -

(a) Chip pressed against the sensor. (b) Side view of (a). (c) Side view after second reflow.

Figure 6.20: By pressing the ROC against the sensor, each pixel of the sensor connects with
a PUC on the ROC through the indium bumps. The bumps reshaped after a second reflow
which homogenized the distance between the sensor and the ROC, and corrected for small
misalignments between the ROC and the sensor during the flip-chip process.



Part IV

Strip Detectors Simulations



Chapter 7

Steady State Simulations

When dealing with 3D sensors, design features such as the internal electric field inside the sensor
become more complex than for planar sensors. For this reason, accurate methods to predict
the electrical characteristics are needed. The use of Finite Elements Method (FEM) allows to
estimate the electrical characteristics such as the capacitance in the complex geometries of the
3D sensors, as well as to model the charge transport needed to understand the charge collection
of the detectors.

As seen in section 4.1.1, the electronic noise registered by the VA chip’s electronics depends
on the amount of capacitance connected to the readout channel. There were several sources of
capacitance in the detector: The first was the capacitance due to the metallization mentioned
in section 5.1.3, the second was caused by the 3D conductive wires inside the sensor, and the
third one is the stray capacitance from the wire bonds. In this chapter, the first two sources are
estimated using FEM available in the software COMSOL Multiphysics V6.0[112].

7.1 Capacitance In Planar Strip Detectors

Due to computing resources constraints, it was desired to know how much of the detector needed
to be modeled and how much could be approximated to make accurate estimations for the
capacitance. In planar strip detectors, most of the capacitance comes from the neighboring strips.
Instead of simulating all the strips and calculating individual capacitances, the first task was to
find how many neighboring strips significantly affected the capacitance of the central strip in the
model.

For this task, the capacitance of a middle strip surrounded by a variable number of conductive
strips was simulated in a 500 um thick diamond inside an infinite air box, which had a pad
metallization on the bottom side of the diamond which was opposite to the side that contained
the strips as it is shown in Figure 7.1a. The width of the strips was 25 um, the pitch of the strips
was 50 um, and the strips were 4 mm long.

From the results shown in Figure 7.1b, it was found that for a high number of strips (of the
order of at least ten or more total strips), the six closest neighboring strips and the backplane
contributed to 99.78 % of the total capacitance seen by the middle strip. Considering this, the
following simulations containing surface metallization only included seven strips.
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(a) Electric potential in a planar detector. (b) Capacitance of the middle strip as a function of the
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Figure 7.1: Simulation results obtained for strip planar detectors. In (a), a total of 30 strips were
simulated and the electric potential inside and outside the diamond is shown with the color scale,
while the lines depict the electric field. The detector was biased with 1000V and was simulated
inside an infinite air box. In (b) the total capacitance felt by the middle strip is shown, where the
capacitance plateaus at a total of 7 strips (six neighboring strips) where it reaches 99.78 % of the
total capacitance.

7.2 Capacitance Of Square Cells 3D Strip Detectors

7.2.1 Surface Metallization Capacitance

As shown in Figure 4.4, the metallizations for 3D square detectors have two features: On the top
side of the sensor, the 3D sensing wires of the cells are ganged together by strip metallization to
form a sensing strip that would be connected to a channel of the VA chip. On the bottom side,
the HV 3D wires are ganged together by a mesh pattern of surface metallization to deliver the
HV to all of the HV wires of all the 3D cells in the sensor.

To estimate the capacitance of the surface metallization in the 3D detectors, a 3D model
with seven channels was built that included the planar strips on the top, the mesh pattern on the
bottom, the bonding pads, and other surface metallization such as the guard ring (which was
present in the measured 3D strip detectors) as it is shown in Figure 7.2. As the objective of this
model was to estimate the capacitance due to the metallization, no 3D wires were present in the
model. The length of the strips was the same as the mesh pattern on the bottom of the sensor,
which depended on the number of simulated rows in the grid, and the width of the strips was
10 um. A linear relation was obtained for the total capacitance seen by the central channel as
a function of the number of rows of square cells in the mesh pattern on the bottom side of the
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sensor. This relationship, which is linear, is shown in Equations 7.1 for cells with a side length
of 50 um, 100 um, and 150 um. The crossing of the lines in Figure 7.2 is a consequence of the
initial capacitance for one row of 3D cells, which is larger for smaller cells, and the proportional
factor with the number of rows of 3D cells, which is larger for larger 3D cells.
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(a) Top view of the model with the surface metalliza- (b) Bottom view of the model with the surface metal-
tion. lization.
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Figure 7.2: Model used to simulate the capacitance seen by the middle strip as a function of
the number of rows present in the mesh pattern on the bottom of the sensor ((a) and (b)). In (c),

the linear relationship for the capacitance as a function of the number of grid rows per strip is
shown.
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CMsg,lm(nrows) =42.69fF + nyows - 2.63F (7.1a)
CMigoun (rows) = 30.10F + 1yo05 - 4.321F (7.1b)
CMlSOpm(nrOWS) =25.90fF + nrows'6-01fF (71C)

The general form for the expressions in Equations 7.1 is a first-order polynomial, as seen
in Equation 7.2. Each polynomial factor can be parametrized according to the pitch between
the strips, “pitch,” equal to the side of the 3D squares. The parametrization and the empirical
models that fit the parameters are shown in Figure 7.3, and the fitted parameters are shown in
Table 7.1. From the parametrization, it is clear that the constant independent term Cy, decreases
with increasing pitch down to the value given by Cyy,, when the pitch tends to infinity. On the
other hand, the term proportional to the number of rows Cy, increases linearly with the pitch.

CMP (P, Nrows) = CMO (p)+ CMn (P) Nrows (7.2)
L 44F ™ E
Fe & °F Car. = Caga + s, - pitch
S ok 555 Chn = Obino + Cu,, - pitch[pum]
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(a) Offset parameter. (b) Proportional parameter to 7,¢ys.

Figure 7.3: Empirical models that fit the linear parameters shown in Equation 7.2 to the data.

CMOO CMOp CMnO Can
17.6 fF | 1255.8fF | 0.94fF | 0.04 {F

Table 7.1: Fitted parameters for the data shown in Figure 7.3.

7.2.2 Capacitance Of 3D Wires In Square Cells

To estimate the capacitance caused by the conductive 3D wires traversing the sensor, models
similar to the one shown in Figure 7.4a were simulated.

Inside the diamond, when considering the electric field due to the 3D electrodes, the electric
field component parallel to the 3D electrodes is negligible in most of the volume and can be
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Figure 7.4: Simulation results for 50 um square 3D cells. In (a) the color scale depicts the
strength of the electric field in decades of V/um when the sense wires of the middle channel
were at 45V and the rest of the 3D wires were connected to ground. The black curves represent
the field lines, and the white circles are the 3D wires. In (b), the relation between the total
capacitance and the number of total channels is shown, while (c) shows the relation between the
total capacitance and the number of connected 3D cells in a channel.

ignored for simplicity. As a result, a 2D model can be used. The 2D model consisted of a grid
of 3D cells arranged in columns and rows. The 3D wires had a length of 500 um and 2.6 um
diameter[113]. The sense 3D wires for each of the rows in the same strip were connected such
that they were all connected to the same electrical terminal for the simulation.

As before, due to computing resources constraints, before determining the relationship
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between the capacitance of the central strip as a function of the number of connected rows in
each strip, it was desired to determine how many strips should be modeled to account for more
than 99 % of the total capacitance seen by the central strip.

The results for this simulation can be seen in Figure 7.4b. Unlike with the planar strips,
where most of the capacitance came from the six closest neighboring strips, for the 3D cells,
the wires of the nearest two adjacent strips already contributed to more than 99 % of the total
capacitance seen by the central channel (which includes the central strip).

The obtained linear relationship for 50 um square 3D cells can be seen in Figure 7.4c.
Equations 7.3 show the capacitance of a strip as a function of the ganged rows per strip
for 50 ym, 100 pm, and 150 um 3D square cells. As expected, the 3D wires introduce more
capacitance to the detector channel than the surface metallization.

C3DCols50pm (Mrows) = Nrows - 38.93fF (7.3a)
C3DC013100pm (Nrows) = Nrows*32.07fF (7.3b)
CSDColslsopm(nrows) = Nyows - 29.12fF (7.3¢)

As above, the linear parameters can be parameterized as a function of the “pitch”, as shown
in Equation 7.4. In this case, an empirical model that fits the data for the parameter Csp is shown
in Figure 7.5, and the fitted parameters of the model are shown in Table 7.2. From the fit, it
is seen that the proportional term C3p decreases with increasing pitch, and in the limit when
the cells are infinitely large, the term Csp tends to 0. At the same time, the model suggests, as
expected, that the proportionality term Csp blows to infinity when the logarithm of the pitch in
um approaches 0.65 (for a pitch of ~2um), which is comparable to the size of the 3D wires.

CSDColsp (P, Nrows) = C3p(P) * Rrows (7.4)
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Figure 7.5: Empirical model that fits the parameter shown in Equation 7.4 to the data.

a CgDp
—0.65 | 126.8fF

Table 7.2: Fitted parameters for the data shown in Figure 7.5
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7.2.3 Total Capacitance Of 3D Strips Detectors

The full 3D model shown in Figures 7.6a and 7.6b was simulated to calculate the total capacitance
that the VA chip’s channel connected to the central strip would see as a consequence of the
surface metallization present on both sides of the sensor, as well as the 3D wires of each of the
3D cells that traverse the sensor.

z z
Yix <

(a) Top view of the model with the strip metallization (b) Bottom view of the model with the mesh metal-
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(c) Relationship between the total capacitance and the number
of 3D cells per channel.

Figure 7.6: In (a) and (b) are shown the top and bottom views respectively of the surface
metallization of the modeled detector. Inside the diamond, the 3D wires can be seen. In (c), the
linear relationship obtained from the simulation is shown for the 50 um square 3D cells.

The simulation results showed that the total capacitance, seen by a channel in the VA chip
connected to the central strip, scales linearly with the number of 3D cells connected in each strip.
The obtained linear relation for the 50 um, 100 um, and 150 um are displayed in Equation 7.5.
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Variations of the resistivity of the 3D wires, within the range [0.1 — 10] Qcm (which includes
the measurements reported in[99]), did not affect the simulated electric fields for the capacitance
calculations, as the resistivities of air and diamond are orders of magnitude larger than the
resistivity of the 3D wires.

CSDStripsmum(nrows) =48.8fF + nyous - 40.81F (7.5a)
C3DStripswU“m (Nrows) = 34.41F + 1oy - 35.41F (7.5b)
CSDStripslsopm (Mrows) = 30.71F + nyoys - 33.41F (7.5¢)

The empirical models that describe the linear parameters in Equation 7.6 can be seen in
Figure 7.7. Unlike the metallization capacitance, in which one of the parameters increased with
the pitch, both parameters decrease. The fitted parameters of the empirical models can be seen
in Table 7.3.

rips y Rrows) = 0 n *Nrows .
Cspstrips, (P, Nrows) = C3pst, (P) + Cspse, (p) - n (7.6)
L 50 o F
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Figure 7.7: Empirical models that fit the linear parameters shown in Equation 7.6 to the data.

Cspsiw | C3Dsty, | C3DSt,0 | C3Dst, B
24.1fF | 4808.0fF | 27.4fF | 363.3fF | -0.69

Table 7.3: Fitted parameters to the data shown in Figure 7.7.

The results from Equation 7.5 were compared with the approach of adding arithmetically
the contributions from the surface metallization shown in Equation 7.1a with the contribution
from the 3D wires shown in Equation 7.3a. This approach of adding the metallization and the
3D wires’ capacitance contributions was needed for estimating the capacitance of a channel in
the Multi-3D device because the computing resources did not allow the full detector simulation
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with its different parts. The resulting estimated capacitances, following the approach of adding
the metallization and the capacitance of the 3D wires, are shown in Equation 7.7.

CsDStripssopm(nrows) ~ 42.69f.F + nrows * 41.56fF (7.73)
CsDStripsmO”m(nrows) = 30.10fF + nrows * 36.39fF (7.7b)
C3DStrip5150um(nrows) = 25.90fF + nrows * 35.13fF (7.7C)

Figure 7.8 shows the relative error between estimating the capacitance using Equations 7.7
instead of Equations 7.5. The relative error for the approach of estimating the capacitance by
adding the metallization capacitance with the 3D wires capacitances is an overestimation of the
total capacitance. The red dots in Figure 7.8 correspond to the relevant pitches and number of
rows per strip from Irrad-3D, Full-3D, and Poly-3D detectors. A maximum error of 4.7 % was
obtained for the Poly-3D. With this in mind, the estimation of the capacitance for the Multi-3D
detector, which consists of square, rectangular, and hexagonal cells, was estimated using the
approach of adding the metallization capacitance with the capacitance of the 3D wires due to
the complexity of the detector. An error of less than 5 % was expected for the capacitance in the
Multi-3D estimated in this way.
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Figure 7.8: Relative error between the full estimation of the capacitance using Equations 7.5
and the estimation of the capacitance by adding the metallization and the 3D wires capacitance
using Equations 7.7. From left to right, the red dots represent the Irrad-3D-50 um, Full-3D, and
Poly-3D detectors.
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7.3 Capacitance Of Long Rectangular And Hexagonal 3D
Strip Detectors

The Multi-3D device had a section that consisted of long rectangular 3D cells with dimensions
of 100 um x200 um, and another section with regular hexagonal cells with a pitch between the
strips of 100 um, which gave them a side length of 66.67 um. The 3D wires had a length of
500 um and 2.6 um diameter. The simulation of the electric field for the capacitance calculations
in these types of 3D detectors can be seen in Figure 7.9. The obtained estimations for the total
capacitance for the long rectangular and hexagonal cells are shown in Equations 7.8a and 7.8b,
respectively.
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(a) Long rectangular cells. (b) Hexagonal cells.

Figure 7.9: Simulation result rectangular cells (a) and hexagonal cells (b), when the central strip
was biased with 90V and the rest of the 3D wires were connected to the ground. The color scale
shows the magnitude of the electric field in decades of V/um, and the black curves depict the
field lines.

CSDStriprect(nrows) = 29.84fF + nrows * 39.52fF (7.83.)
Capsiripye, Mrows) = 32.31EF + 1y gy - 34.53 fF (7.8b)

In the Multi-3D, where the square, rectangular and hexagonal cells were present in each
detector channel, the capacitance per row of cells was largest for the rectangles, while it was
smallest for the hexagons. The simulations in this section will be used to estimate the expected
noise measured by the different detectors tested during the test beams at CERN.
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7.4 Electric Field Inside 3D Cells

The final use of steady-state simulations for this thesis was to calculate the average electric
field inside a 3D cell in a 3D detector (the 3D cell would be surrounded by other 3D cells, as
is the case for most 3D cells in a 3D detector). For this task, the bias 3D wires in the corners
of the 3D cell were held at a constant voltage potential, while the middle sense 3D wire was
set to ground. The simulations calculated the electric field inside the 3D cell, and the field
magnitude average was calculated. Figure 7.10 shows the simulation results for 100 um square
3D cell biased with 90V and 50 um square 3D cell biased with 45V. The average electric field
magnitude for the 100 um cell biased with 90 V was 0.62 V/um, while the 50 um cell biased with
45V was 0.76 V/um. Even though the applied potential scaled proportionally with the distance
between the 3D wires in the cell, it can be seen that for a larger ratio between the square cell
length and the 3D wire’s radius, the electric field near the wires is larger, but the average electric
field magnitude over the whole cell is smaller.
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Figure 7.10: Electric field magnitude inside the square 3D cells with the same 3D wires’ radius
but different cell length. The color scale represents the electric field magnitude, while the color
lines depict the electric field lines.



Chapter 8

Dynamic Simulations

To estimate the effects of different geometries and the impact of fabrication defects in the 3D
wires on the performance of the detectors in terms of collected charge, a dynamic model that
would predict the charge collected by a channel and its adjacent channels was elaborated from
first principles. The model was implemented using COMSOL Multiphysics V6.0[112].

8.1 Finite Element Modelling Of Shockley—-Ramo Theorem

As the number of electron-hole pairs generated by the passage of MIP in diamond is usually
below O(10° eh-pairs) for 500 um thick sensors, which is low enough so that the generated
charges do not significantly affect the fields', it was decided to divide the modeling into two
parts to increase the speed of the simulations. The first would be a stationary model to calculate
the electric and weighting fields” in the sensing strip and its neighbors without the effects of
the ionized charges. The second would use the resulting electric and weighting fields to make a
transient Monte Carlo simulation that incorporated the drift and the diffusion of the carriers to
calculate in each time step the induced currents i.j(¢) in each of the strips. The integral of the
induced current on a strip until a certain time would give the induced charge g, for the strip at
that time (as shown in Equation 8.1). In practice, this is achieved by the use of a charge-sensitive
amplifier.

t
Gon() = fo ion(D)d7 &.1)

8.1.1 Planar Detector Modelling

The transport of the charge carriers inside the detectors is driven mainly by diffusion and drift
due to an electric field. Studies have been performed in characterizing these parameters for
scCVD diamonds[44, 82] but not for pCVD diamonds. One of the reasons why this is the case
is the inhomogeneity of pCVD diamonds. Unlike good quality scCVD diamonds that show

IThe generated charge carriers are three orders of magnitude smaller than the charge stored in the capacitance
of a 3D cell or of a pixel in a planar detector.
2See section 2.5.2 for a description of the weighting fields.
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low variability in parameters such as their CCD or the low field mobility for electrons and
holes, the variability is much more significant in pCVD diamonds, making it difficult to make
generalizations[114, 115].

As an approach to set the pCVD parameters for the simulations, the measured parameters
on a scCVD diamond by Pernegger et al.[44] were used unless specified otherwise. These
parameters are shown in Table 8.1.

Carrier | po (cm?/Vs) | vsq:(cm/s)
e 1714 9.6 x 10°
h 2064 14.1 x 108

Table 8.1: Low-field drift mobilities and saturation velocities used for the dynamic simula-
tions[44].

Characterization Of Diffusion Parameters

The diffusion was modeled as a Brownian motion with discrete time steps that followed the
Maxwell-Boltzmann distribution for the velocity in each of the three spatial directions. To find
the diffusion coefficients, the Einstein relation was used:

M{e}kBT
Dig=—_ (8.2)
i q

, where “kp” is Boltzmann’s constant, “T” is the temperature in K, and “q” is the elementary
charge. Using the mobilities in Table 8.1, the diffusion coefficients for electrons and holes shown
in Table 8.2 were obtained. These coefficients are in agreement with experimental measurements
for CVD diamonds that are in the range (10,100) cm?/s[116].

Carrier | D (cm?/s)
e 44.3
h 53.4

Table 8.2: Calculated diffusion coefficients at 300 K, assuming the mobilities in Table 8.1.

To correctly model the Brownian motion so that the particles diffused according to the
diffusion coefficients in Table 8.2, it was necessary to find the length of the time steps in which
the particles have a certain velocity determined by Monte Carlo methods.

For a given direction (e.g. x), due to diffusion, the charge carriers spread obeying the
following relation:

(x(H%y =2Dt (8.3)

The mathematical second moment of the position shown in Equation 8.3 can be estimated to
first order by dividing the total time ¢ into N discrete time steps 7. Within these steps, the particle
is assumed to move with a constant random velocity v; that follows the Maxwell-Boltzmann
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distribution for a given temperature, which is determined using Monte Carlo methods. The
temperature used for all calculations was 300 K. The process is shown in Equations 8.4:

N
x(t=N1)=) vT (8.4a)
i=1
N
(x*y=12)_(v5) (8.4b)
i=1
(%) = kT (8.4¢)
Meff
(x%y = 12N ks T (8.4d)
Meff

Equating Equations 8.3 and 8.4, an equation for the time step 7 is obtained in terms of the
temperature T, the diffusion coefficient D, and the effective mass m,:

B 2Dmeyr

T= isT (8.5)

The effective mass (mfr) considers the characteristics of the energy bands of the crystallo-
graphic lattice to model the inertia of the charge carriers in the valence and conduction bands. To
calculate m,y ¢, the parameters obtained by Naka et al.[117] were used. The calculated effective

conduction masses for electrons and holes in terms of the electron mass 71 are shown in Table
8.3:

Carrier Meff
e 0.386 my
h 0.520 myg

Table 8.3: Effective conduction masses for charge carriers in CVD diamond.

Using these masses in Equation 8.5, the discrete time steps needed for the Brownian motion
for the charge carriers used in the simulations are shown in Table 8.4.

Carrier | 7 (ps)
e 0.75
h 1.20

Table 8.4: Discrete time steps for each charge carrier to model the Brownian motion in each
direction.

The model was tested with 10000 eh — pairs, and the simulated Brownian motion of the
charge carriers spread according to the diffusion coefficients in Table 8.2.
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Charge Carriers Trapping Modelling

In this modeling, the effects of charge carrier traps due to crystallographic defects or NIEL
radiation defects in the sensor were represented as charge carrier traps with lifetimes much
larger than the simulations’ time scales (>O(10ns)). In previous works, trapping effects in the
simulation of diamond detectors with crystallographic defects have been modeled based on the
lifetime 7, 1,; of the charge carriers before being trapped[118, 119]. This approach of modeling
with the lifetime follows the relationship between the MFP before trapping A, ;; and the drift
velocity vg,

Aleny = Vdyg py ey (8.6)

In uniform electric fields and attributing the charge transport mainly to drift and not diffusion,
the “schubweg” can be defined as A = A, + A},, which would be the mean separation of electrons
and holes inside a uniform electric field before being trapped. In 3D cells, the electric field is
non-uniform throughout the cell, and there are low-field regions where diffusion is the leading
cause of charge carrier transport. For this reason, it was decided to model a life-path variable
“A,” that takes into account the total distance traveled by the charge carriers by means of the
electric field and diffusion. It was assumed that electrons and holes in diamonds had the same
value of 1. If the electric field was uniform, diffusion was ignored and the MFP before trapping
of electrons and holes were equal, which means that the schubweg was equivalent to twice the
MEFEP before trapping, then the life-path would be equal to the MFP before trapping.

The idea behind the life-path variable was that crystallographic defects in pCVD diamonds
are uniformly distributed throughout the sensor. When irradiated, the radiation damage has
no preference and introduces charge traps uniformly in the bulk of the sensor. Therefore the
trapping probability for a charge carrier moving through the lattice through drift and diffusion
would follow an exponential distribution with the following probability density function:

~UIAp
Ap

, where [ is the total length of the distance traveled by a particle inside the bulk of the sensor.

ftmp(l; /1p) =

(8.7)

8.2 Validation Of The Dynamic Simulation With Planar De-
tectors

8.2.1 Hecht Theory Validation

To validate the equivalence of the modeling with life-path A, and the schubweg, the Hecht
relation[63] for charge carriers in a uniform field without diffusion was tested. The test was on a
planar 500 pm thick diamond detector with a potential difference of 1000 V. A perpendicular
line of 10* eh-pairs traversing the sensor was generated (simulating the passage of an ionizing
particle), and the charge carriers were allowed to drift until they were trapped. This procedure
was repeated for different life-paths. The results of the simulation against the Hecht theory are
shown in Figure 8.1.
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Figure 8.1: Theoretic curve for the CCD as a function of the schubweg. The plot is overlaid
with the simulation results. The theory curve was introduced in Equation 2.5d in section 2.4.

8.2.2 Transient Currents Validations

To corroborate the transient capabilities of the simulation, data from Edge transient-current
technique (e-TCT) was used. Christian Dorfer, in his Ph.D. thesis, developed an e-TCT setup
based on a 25fs laser pulse from the Ultrafast Laser Physics group at ETH Zurich[120] to
focus the laser pulses with a wavelength of 400 nm inside diamond pad detectors generating
via 2-photon absorption O(10° eh — pairs). The eh-pairs drifted to the pad electrodes, and the
transient current generated by the transport of the charge carriers was amplified with a broadband
amplifier[119]. Figure 8.2 shows results shared by Christian Dorfer for different measurements
at different positions in the Y-direction.

The data from the measurement labeled as “340 um” in Figure 8.2 was used to test the
simulation. For the simulation, the parameters for the diamond obtained by Christian Dorfer
were used[82], and 10° eh — pairs® were generated at the same position as the measurement”.
The measurement system of the e-TCT used for the data is based on a broadband amplifier with a
40 dB gain and a 50 Q termination. To compare the simulation results in yA with the data in mV,
the induced current had to be multiplied by the 50 Q of the termination and then multiplied by
100 to account for the 40 dB gain of the amplifier. As only 10° eh-pairs were simulated instead
of the ~ 4.8 x 10° eh-pairs generated in the measurement, the previous result was multiplied by
4.8. This gives a total scaling of the simulated current by 24 kQ. Additionally, the broadband
amplifier frequency range of operation is from 1 MHz to 2 GHz. Passing the simulated data
through that band-pass filter did not accurately reproduce the measured data. Instead, the
simulated data were required to pass through a band-pass filter with cutoff frequencies from

3Simulating 10° eh-pairs was the limit in terms of computational resources in the machine used for that
simulation.
4At 340 um in the Y direction from the GND plane in Figure 8.2.
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Figure 8.2: e-TCT measurements inside the diamond pad detector biased with —1400V at
different heights from the bottom face where the ground was placed.[119]

1 MHz to 1 GHz to reproduce the measured data accurately. This suggests that a parasitic
effective electronic filter was present in the setup, which narrowed the frequency range to
~1GHz. The simulation results compared with the measurement data can be seen in Figure 8.3.
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Figure 8.3: Comparison between e-TCT data (open red circles) and the simulation (solid blue
dots). In (a) the simulated data is shown with only a scaling factor of 24 kQ. In (b) the simulated
data is passed through a band-pass filter from 1 MHz to 1 GHz which is more restrictive than
typical for the broadband amplifier used to take the data.

The qualitative agreement between the simulation and the measured data in terms of the
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signal amplitudes and the time between the signal transitions corroborate the transient capabilities
of the simulation model for planar devices.

8.3 Simulations of Square 3D Strip Detectors

For the simulations of square 3D strip detectors, three 500 um thick samples were chosen
as follows: A non-irradiated pCVD diamond (Poly), an irradiated sample with a fluence of
O(3 x 10°p/cm?) with 800 MeV/c protons, and a highly irradiated sample with a fluence of
0(10'%p/cm?) with 800 MeV/c protons. The damage curve shown in Figure 2.8 for pCVD
diamonds in section 2.4 was used to obtain the schubweg, which was used to estimate the
CCD from Hecht’s theory. The characteristics of the samples in terms of their CCD and their
schubweg can be seen in Table 8.5, where the fifth column is the MFP before trapping of the
charge carriers, A j,; (assuming that the ratio between the MFP before trapping of electrons
and holes is 1), and the last column is the life-path of the charge carriers. These were tuned in
the simulations for agreement with the target CCD. The obtained life-paths are expected to be
larger than the MFP before trapping because they include the distance traveled by diffusion. The
similarity between the life-paths and the schubweg” suggests that at 300 K and electric fields of
2 V/um, the charge carriers travel a similar distance by diffusion as they travel by drift due to
the electric field.

Sensor type Alias CCD | Schubweg Afent Life-path (1,)
Non-irradiated pCVD Poly 230um | 339um | 169.5um 350 um
Irradiated pCVD I-Poly | 124pym | 145um 72.5 um 145 uym
Highly irradiated pCVD | HI-Poly | 50 um 53 um 26.5 um 55 um

Table 8.5: Simulated detectors and their respective parameters for the collected charge (CCD)
and for the trapping of the charge carriers (schubweg, MFP, and life-path). The CCD was
calculated in a 500 pm diamond under a uniform electric field of 2 V/um.

8.3.1 Simulation Methodology

A total of nine strips, each with seven cells ganged together by having the same potential in the
sense 3D wire, were simulated, as shown in Figure 8.4. The same transport of the charges used
to model the planar detectors in section 8.1 was used for the 3D detectors. As the transport of
the charge carriers occurs inside the bulk of the sensor, where the 3D wires’ contribution to the
internal electric field overshadows the contribution of the surface metallization to the internal
electric field, no surface metallization was included in the simulations. As no metallization is
present, and no strips are visible in any of the following images, from now on the strips are
referred to as channels as if they were the channels of the preamplifier connected to the strips.
This will be useful to compare the simulation results with the data of the 3D detectors that will
be analyzed in the chapters 11 and 14.

>The schubweg is the addition of A, and Aj. In this case, the schubweg is twice the distance traveled by a
charge carrier by means of the electric field before being trapped (i.e. neglecting the distance traveled by diffusion).
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Figure 8.4: Model used in (a) to simulate the induced charges in square 3D strip detectors. The
highlighted square corresponds to the middle cell of the middle strip Ch. M. In (b), the electric
field’s magnitude in color scale in decades of V/um is shown when the bias wires are at 90V,
and the sense wires are at 0 V. The middle cell is delimited with a dashed black line.

The middle cell in the model was divided into 256 units in a square grid. The electric field
and the weighting field for the channels Ch. M, M-1, and M+1 were calculated (see Figures
8.4 and 8.5). These channels would be equivalent to the channel strips in a transparent cluster
predicted by the telescope (three channels for 3D strip detectors). As will be seen in chapter 11,
a transparent cluster is made by a fixed number of channels around the predicted hit position in
the detector under study. For each of the units in the grid of the middle cell, 10* eh-pairs were
generated at random positions inside the grid unit. For each particle, a maximum distance of
travel was randomly assigned from the exponential distribution defined by the life-path (1)), as
shown in Equation 8.7.

The generated electrons and holes moved according to their drift velocity set by the simulated
electric field and the diffusion in the three spatial directions. With the velocity of each particle
and the calculated weighting fields, the induced currents in channels Ch. M, M-1, and M+1
were calculated.

In the three-channel transparent cluster for 3D strip detectors, for a convention, the channels
were named according to their distance to the predicted hit position. The channel where the
ionizing particle was predicted to hit is called Ch0. The next channel closest to the predicted hit
position is Chl. The remaining channel in contact with ChO that was not Chl1 is called Ch2.

For each time step, the total distance traveled by each particle was updated. When a particle
reached its maximum travel distance, which was set at the beginning, the particle was trapped
and stopped moving. The particles would continue to move with each time step, as described in
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Figure 8.5: Weighting fields of the middle channel Ch. M (a) and its channel to the right, Ch.
M+1 (b). The magnitude of the fields is shown in the color scale in decades of V/um. The
middle cell in channel Ch. M is delimited with a dashed black line.

section 8.1, until they were trapped or reached a 3D wire where they would be collected. The
simulation would stop when all the particles stopped moving.

8.3.2 Charge Collection Definition Discussion

Unlike planar strip detectors, in which the charge sharing among channels is always positive (i.e.
an excess of charge from their baseline), in 3D detectors, this is not always the case due to the
complex weighting field, as seen in Figure 8.5. While Ch0 always presents an excess of charge,
Chl and Ch2 sometimes present a deficit of charge (read out as a negative charge) depending on
the position inside the cell where the ionization occurred. In the simulations, this can be seen
in Figure 8.6, where the collected charge by each channel in the transparent cluster is plotted
against the hit position in the “hit” channel. It can be seen in Figure 8.6 that the induced charges
in Chl and Ch2 are negative when the ionizing particle hits near the center of the strip and
slightly positive near the edges. The collected charge by ChO (the “hit” channel) is always the
highest collected charge from the three channels in the transparent cluster, as expected.

In the case of 3D pixel detectors, if the ROC® attached to the 3D sensor has zero-suppression
and the dimensions of the 3D cells match precisely the dimensions of the pixels in the ROC, then
the detector would only sense the excess charge and not the deficit of charge of the surrounding
3D cells. On the other hand, if the 3D cells in the sensor are small enough, such that multiple

7

6Readout chip.
"It only registers signals above a threshold.
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Figure 8.6: Collected charge by each of the channels in the transparent cluster depending on the
hit position in the strip of Ch0. For each entry, a total of 10* eh-pairs were simulated.

3D cells are ganged together for each pixel in the ROC, then the detector would sense the excess
and deficit of charge.

In the case of 3D strip detectors, if only the charge from the channel with the highest charge
is considered, there would be a drop in the collected charge close to the edge with the adjacent
channels due to charge sharing. On the other hand, if the charge collection is considered as the
addition of the two highest charges of the channels in the transparent cluster, then the charge
sharing near the edge of adjacent channels would be taken into account in the charge collection.
Note that for most of the hit positions in the 3D cell, Ch1 would be the second-highest channel,
and Ch2 would be the third-highest channel.

Figure 8.6a shows the case where the charge collection is defined as the highest charge in the
transparent cluster, which would correspond to the charge in Ch0. The cases where the charge
collection is defined as adding the two and three highest channels in the transparent cluster are
shown in Figures 8.7a and 8.7b, respectively. Table 8.6 summarizes the expected spatial mean of
the collected charge and their spatial standard deviation for each of the cases mentioned above
for 3D strip detectors. A low spatial standard deviation would correspond to a better spatial
uniformity of the collected charge.
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Figure 8.7: Charge collection for the two and three strips with the highest charge in the
transparent cluster as a function of the predicted hit position in the strip of Ch0. For each of the

256 entries, a total of 10* eh-pairs were simulated.

Charge collection definition | (g) (a.u.) | o4 (a.u.)
1 Highest 77.25 6.34
2 Highest 7791 5.12
3 Highest 76.06 5.14

Table 8.6: Summary of mean and variation for the three definitions of charge collection for 3D

strip detectors studied.

Based on the simulation results in Table 8.6, for the analysis of the data measured on 3D
strip detectors, the definition for the collected charge was chosen to be the two channels with
the highest charge as they include the charge sharing in the edges when the ionizing particle
hits the region between two strips (which gives as a consequence on average the highest charge

collection) and also the smallest spatial variation.
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8.3.3 Simulated 3D Cell Maps

In this section, the simulated conditions, in terms of temperature and biasing voltage, are similar
to those of the test beam data acquired for the 3D strip detectors. Only the simulations for
100 um 3D cells will be shown, as these cells will be studied in more detail in chapter 14. Figure
8.8 shows the charge maps for the Poly simulations, Figure 8.9 for the I-Poly simulations, and

Figure 8.10 for the HI-Poly simulations.
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Figure 8.8: Charge maps for the sensor Poly biased with 90 V.
From the collected charge maps in Figure 8.8, it is expected that an unirradiated pCVD

diamond 3D strip detector would collect, on average, around 80 % of the ionized charge. The
low field regions, in the middle of the cell’s edges, collect around 20 % less charge than the rest.
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Figure 8.9: Charge maps for the sensor I-Poly biased with 45 V.

In the case of the I-Poly simulations shown in Figure 8.9, it is seen that the low charge
collection regions are larger than the case of Poly. Also, the negative charges in the charge maps
for Ch1 and Ch2 are more negative than the equivalent for Poly.

For the HI-Poly simulation results shown in Figure 8.10, the low charge collection regions
are larger in size than in the [-Poly case. This feature is seen in the ChO charge map, where the
highest charge collection region is reduced to the center of the cell. Although the magnitude of
the most negative collected charges is similar in this case to the I-Poly one, the negative region
is larger in the HI-Poly compared to the [-Poly simulation.
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Figure 8.10: Charge maps for the sensor HI-Poly biased with 45 V.

8.3.4 Simulation Without The Sense 3D Wire

To study the effects of a faulty 3D sense wire in one of the cells, a simulation was made in which
the only difference from the previous was that the middle 3D sense wire was left floating, such
that no net DC current flowed in the wire.
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Figure 8.11: Charge maps for the sensor Poly biased with 90 V and without the sense 3D wire.

The simulation results in Figure 8.11 show that when the 3D sense wire is missing, the
charge collection from the two channels with the highest charge gives a low value in the region
close to the broken 3D sense wire. Compared to a normal working cell, as shown in Figure 8.8,
when there is a missing 3D sense wire, the center of the cell is the region that collects the least
amount of charge compared to the rest of the cell. As consequence, for both Ch0O and Chl, the
center of the cell has a low charge collection.
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8.3.5 Simulation Without A HV 3D Wire

Another possible defect in the 3D cells could arise from a defect in the 3D bias wire. As in
the case of the faulty 3D sense wire discussed above, the faulty 3D wire was simulated as if it
was disconnected, which meant that no net DC current flowed into the wire. In this case, the
defective wire was located in the bottom left corner of the cell.
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Figure 8.12: Charge maps for the sensor Poly biased with 90V and without one HV 3D wire.

As seen in the simulation results shown in Figure 8.12, the charge maps for Ch0, Chl and
Ch2 show the lowest charge towards the defective 3D bias wire. In the case of Chl and Ch2, the
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charge is negative, with the most negative charge present in Chl.

8.3.6 Summary Of Simulated Square 3D Strip Detectors

A summary of the relevant simulations made with square 3D strip detectors is shown in Table 8.7.
The simulations marked with an * indicate that they can be compared with experimental data
from the samples described in section 4.3. In chapter 14, a comparison between the experimental
data and the simulation results will be made. Note that not all the possible combinations and
bias voltages were simulated due to time constraints.

Sensor CCE (%)
Type Cell Size (um) | HV (V) | Good 3D wires | No Sense 3D wire | No HV 3D wire
Poly* 100 90 77.9 47.5 71.0
Poly 50 45 88.9 - -
Poly 25 22.5 95.3 - -
I-Poly* 100 45 47.2 - -
I-Poly* 50 45 77.3 - -
HI-Poly 100 45 23.0 5.1 20.0
HI-Poly 50 45 54.9 - -
HI-Poly 25 22.5 75.9 - -

Notes:
- Simulation not available.
* Modeled according to real detectors that were measured.

Table 8.7: Charge collection for the two channels with the highest charge for different simulated
square 3D strip detectors.

These simulations based on the life-path parameter (A,), indicate that non-irradiated pCVD
diamond 3D strip detectors with square 3D cells would collect about 90 % of the generated
charge when the size of the 3D cells is 50 um and the HV is 45V. This CCE is close to
the measured CCE above 90 % for scCVD diamond 3D strip detectors with 3D square cells
of 150 um[28, 97] and 100 um[100] that were measured in the past. For the case of highly
irradiated sensors, 50 um cells would only collect about 50 % of the 1onized charge, and it would
be required to shrink the size down to 25 pm cells to collect about 75 % of the charge at an HV
of 22.5V.
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Chapter 9
Test Beams At CERN

The 3D detectors Poly-3D, Full-3D, Multi-3D, and Irrad-3D, presented in section 4.3, were
tested during test beams at CERN, using the H6A beamline located in the North Area of the
Super Proton Synchrotron (SPS) (Figure 9.1)[121]. The characteristics of this beamline and the
available telescope were ideal for the high-resolution studies performed on the 3D detectors.

The CERN accelerator complex
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Figure 9.1: CERN’s accelerators complex.[122]
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9.1 Beam Characteristics

Protons with a momentum of 450 GeV/c from the SPS are extracted to the North Area. They are
directed at different targets to produce secondary beams used for various scientific purposes.
The RD42 Collaboration uses the H6A beamline (Figure 9.2) tuned to deliver primarily positive
hadrons with a momentum of 120 GeV/c. At this momentum, the NIEL effects are expected to
be negligible[39], such that most of the energy deposited in the sensors is ionization energy,
which is suitable for the RD42 radiation studies. Additionally, the trajectories of the hadrons
with this momentum passing through the detectors are expected to be straight, as discussed in
the following section.

CERN North Area Building 887
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Figure 9.2: Floor plan of building 887 at the North Area of CERN. The four beam lines
are painted in red, with beamline H6 wider than the rest. The experimental area, where the
experimental setup was placed, is highlighted in green.[123]

The beam optics were tuned so that the beam profile at the telescope covered most of the
tested detectors. The beam profiles were monitored through wire chambers located upstream
from the telescope. Figure 9.3 shows the wire chamber and a typical beam profile used during
the test beams.
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Figure 9.3: Picture of the Wire Chamber and plots of the measured beam profiles
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The test beam telescope was used to resolve the position of the tracks of the ionizing
particles that passed through the detectors. For the RD42 test beams, the so-called “Strasbourg
Telescope,’[124] which can resolve tracks positions down to the order of 5 um on the DUT, was
used.

9.2 Experimental Setup With The Strasbourg Telescope For
The CERN Test Beams

9.2.1 Basic Design

Trigger Plane 2
Scintillator

Beam

Y,

Figure 9.4: Schematic view to scale of the telescope with the DUT. The beam is aligned with
the z-axis.

Plane 3

The Strasbourg Telescope consists of eight strip silicon planes that are arranged perpendicular
to the hadron beam; four planes have the strips aligned horizontally (to resolve positions in the
Y direction), and the other four have the strips aligned vertically (to resolve positions in the
X direction) (see Figures 9.4 and 9.5). Each strip silicon plane consists of 256 readout strips
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Figure 9.5: Schematic view of the telescope with the X-Y coordinates scaled-up. Each plane
of the telescope consists of individual X and Y planes. Planes with vertical strips can resolve
positions in the x coordinate, while planes with horizontal strips can resolve positions in the y
coordinate.

with a pitch of 50 um between the readout strips and covers an area of approximately 13 mm x
13 mm.

The strip silicon planes are placed in the following order with respect to the spatial position
they resolve: (Y-X)—(X-Y)—(Y-X)-(X-Y). Neighboring planes that resolve positions in different
directions are grouped together to make an X-Y plane, identified as planes 0, 1, 2, and 3 from
upstream of the beam. Planes 0 and 1 have one intermediate floating strip, while planes 2 and
3 have two intermediate floating strips. These intermediate floating strips help to improve the
tracking spatial resolution via charge sharing. The diamond detector prototypes (DUTs) are
placed in the middle of the telescope parallel to the silicon planes, such that the strips on the
diamond sensor are vertical, as seen in Figure 9.5.

Each strip of the telescope’s silicon planes is connected to a channel of a VA2 Charge
Sensitive Amplifier ASIC from IDEAS[92]. The VA2 ASIC is based on the Viking chip and
can read up to 128 input channels. For this reason, two VA2 ASICs are needed for each silicon
plane. For the DUTs, the VA2.2 Charge Sensitive Amplifier ASICs are used instead of the VA2
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chip. Each plane is read out via a VME Silicon strip read-out CAMAC controller (Sirocco)
ADCI125, 126], controlled by a VME DAQ that runs a real-time Operating System OS-9[127].
This system runs the data acquisition program OS9DAS. It has a predefined scheduler to read
the data from the Siroccos, write it, and send a small sample of data for online monitoring. An
8-bit Sirocco ADC was used for the silicon planes, while for the DUTs, a 12-bit ADC was used
for better signal resolution. The telescope gives the possibility of measuring two DUTs at the
same time. Therefore, two 12-bit Sirocco channels are available for the DUTSs, identified as
Sirocco 4 and 5. The wire-bonding of the silicon planes to the VA2 chips was mainly done in the
same order for all the planes except for plane 1X and plane 3X, which were physically flipped.
As a consequence, the readout of the channels in most planes happens from “lower channels"
to “higher channels" (left-to-right), while planes 1X and 3X happen from “higher channels" to
“lower channels" (right-to-left). The implications of this feature will be discussed later in section
11.5.1.

The trigger of the telescope is achieved using a plastic scintillator of 7 mm x 7 mm with
two photomultipliers on opposite sides. A trigger event happens when there is a coincidence
of both photomultipliers. For every trigger, the raw data from the ADCs for each strip of each
plane is saved in a local computer inside the test beam control cabin for later offline analysis.

Due to the high momentum of the beam used for the test beams, it was estimated that
the RMS for small angles due to multiple scattering within the planes of the telescope was
~ O(10purad) before the beam interacted with the last X-Y planes of the telescope. Therefore,
all the small deviations were negligible and were neglected, implying that all the tracks were
assumed to be straight and perpendicular to the planes.

9.2.2 Experiments

The main experiments performed during the CERN test beams were voltage scans, where the
samples were biased with a low voltage of ~ 10V, and the voltage was raised until the maximum
voltage the sample could handle before the current spiked or reached O(100nA). For this
reason, the current was monitored during the data taking. This procedure was performed with
both bias voltage polarities, with pumping procedures before each voltage scan. The pumping
procedure will be discussed in the next section. The amount of data taken at each voltage was
not constant. For the runs at the maximum voltage, around ~ 10% events were saved, while for
the other voltages, around ~ 10° events were saved. For reference, Appendix J has tables with
the measurements performed on the 3D strip detectors tested at CERN test beams during 2015,
2016, and 2018.

9.2.3 Pumping Procedure

The diamond DUT's were inside a light-proof box with a 2 cm diameter opening covered with
black tape. Before installing them in the telescope setup, the samples needed to be “pumped.”
Pumping is the passivation of charge carrier traps through ionizing radiation. Deep traps in
the sensor can be passivated for months at room temperature and in the dark after exposing the
sensor to fluences of the order of 109 MIPS/cm?[128]. The passivation of deep traps increases
the charge collection in diamond detectors, after which shallow and intermediate traps with
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lifetimes smaller than O(1s) remain at room temperature, which affect the detector’s charge
collection.

The procedure to pump the diamond samples implemented for the CERN test beams consisted
of placing a high activity Sr90 source of ~ O(54MBq) with a ~5mm diameter opening on top
of the black tape covering the opening to the diamond, such that the § particles from the source
passivated the deep traps present in the diamond (see Figure 9.6). The source was left for ~ 8h,
resulting in an exposure equivalent to at least 10'° MIPS/cm?.

& / o g |
(a) Pumping setup. (b) Inside the pumping setup.

Figure 9.6: Pumping setup made of plastic and lead bricks to shield the radiation from the source.
This measure is needed to protect the people entering the laboratory from radiation exposure.



Chapter 10
Test Beams At PSI

The pixel detectors fabricated with the diamond samples CMS04, CMS01, CMS02, 116-93, and
I16-750, previously described in section 3.3, were tested at the PSI Experimental Hall, in the
PiM1 (#M1)[129] beam line. The intense beam of particles delivered to this area allowed rate
studies of the detectors. As previous diamond detectors had been tested with this beam, it was
desired to use the same beam to compare the performance of the pixel detectors fabricated with
the fabrication process given in this thesis and the previous diamond detectors. Figure 10.1
shows the different stages of the acceleration of the protons at the Experimental Hall. A layout
of the last stages of the beamline directed to the Pim1 area can be seen in Figure 10.2.

Figure 10.1: Section of the Experimental Hall at PSI. The highlighted aquamarine areas show
the particles’ trajectory through the different acceleration stages until they reach the 7M1
experimental area.[130]
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Figure 10.2: Layout of the beamline characteristics for the 7M1 area.[131]

10.1 Beam Characteristics

In the Experimental Hall, 72 MeV/c protons are accelerated in a Ring Cyclotron to a momentum
of 590 MeV/c before extraction. The protons that go to the 7M1 collide with a thin ~ O(5mm)
carbon target to produce secondary beams split into three. One of these beams ends up in the
7M1 area, where the beam’s momentum can be tuned between 100 MeV/c and 500 MeV/c using
dipole magnets that guide the beam to the 7M1 area. The particle composition of the beam has
been measured and is shown in Figure 10.3. For the test beams, a momentum of 260 MeV/c was
chosen, and a plastic plate was placed before the last dipole magnet to deflect the protons, such
that the beam consisted mainly of 7™ particles, had high intensity, and avoided the A resonance.

Utilizing the collimators FS11 and FS13 in the beamline shown in Figure 10.2, the flux of
the beam could be set between O(1 kHz/cm?) and O(10 MHz/cm?) around the focus point of
the beam, where the DUTs were placed. This beamline was ideal for rate studies.

10.2 Experimental Setup With The ETH High Rate Beam
Telescope For The PSI Test Beams

The ETH high rate beam telescope was used to resolve the trajectory of the particles passing
through the DUTs. The telescope was configured to have four tracking silicon pixel planes:
two upstream and two downstream of the DUTs. The four tracking planes were connected
to the same DTB[133] to have the same clock signal and share the same datastream. Each
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Figure 10.3: Measured particle fluxes for different momenta. The flux for p particles is not
shown, but it is a factor of 100 smaller than the rate of 7 around 300 MeV/c.[132]

tracking plane had the analog psi46v2 ROC with a pixel size of 100 pmx 150 um, which could
handle particle fluxes up to 120 MHz/cm? and had a FAST-OR trigger signal synchronized to
the 40 MHz clock signal from the DTB. Behind the last tracking plane, a 1 cmx1 cm scintillator
was placed as part of the triggering system. The scintillator could handle the particle fluxes that
were used to test the DUTs.

The DUTSs were placed in the middle of the telescope. For the DUTs, the readout system
could be configured in one of two ways. One was to read the analog signal from pad detectors
using a charge-sensitive amplifier and a DRS4 digitizer[ 134, 135] (see Figure 10.4). The other
way was to read the digitized signals of pixel detectors fabricated with the psi46digV2.1-respin
ROC and using a DTB, different from the one used for the tracking planes (see Figure 10.5). In
the case of the pixel setup, the diamond DUTs were placed in planes 4 and 5, and a silicon DUT
was placed as a reference in plane 6, according to the diagram in Figure 10.5.
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(b) Diagram of the telescope and the trigger logic for pad DUTs.

Figure 10.4: Telescope setup for pad DUTSs. Up to two pad detectors could be tested. The pad
detectors were read with a DRS4 digitizer. The trigger for each event was given by the TU by
processing the coincidence from the FAST-OR from the two planes closest to the DUTs (i.e.
Plane 1 and 2) and the scintillator. The waveforms of the pad detectors and of the scintillator
were saved along with the telescope planes information from the DTB for each event.[131]
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Figure 10.5: Telescope setup for pixel DUTs. Up to three DUTs could be mounted on the
telescope (i.e. planes 4, 5, 6). Planes 4 and 5 were mounted with diamond DUTs, while plane
6 was mounted with a silicon DUT as reference. The coincidence of the FAST-OR signals
from the two tracking planes closest to the DUTs (i.e. planes 1 and 2) and the scintillator were
processed by the TU, which issued the global trigger signal for the telescope readout and the
DUTs readout via DTBs. For each event, the pixel data for each tracking plane of the telescope’s
DTB and the pixel data from each DUT connected to the DUT’s DTB was saved.[136]
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With a particle beam consisting mainly of pions with a momentum of 260 MeV/c, the
deflections of the particle within each plane of the telescope were not negligible. To estimate the
small angle due to multiple scattering, the following materials and their thicknesses had to be
taken into account for the calculations: Each pixel DUT was placed over a PCB made of FR4
material with a thickness of 1.55 mm, and each tracking detector was placed over a PCB of FR4
with a thickness of 0.65 mm. The tracking silicon detectors had a ~ 285um thickness for the
sensor and ~ 700 um for the ROC[137]. As for the DUTs, the thickness of the diamond sensors
was of the order of ~500um. A thickness of ~700um for the silicon ROC connected to the
diamond sensor had also to be taken into account. It was estimated that the RMS of the small
angle scattering (6y) after passing through the first two tracking planes before interacting with
the DUT was ~9mrad or ~ 0.5°. For the case of two pad DUTs, 8y after passing through three
tracking planes and the DUTs, but before interacting with the last tracking plane, was estimated
to be ~ 14mrad or ~ 0.8°. For three pixel DUTs, 6, before interacting with the last tracking
plane, was estimated to be ~ 18 mrad or ~ 1.0°[50]. In other words, 98 % of perpendicular
incident trajectories could be deflected with an RMS of up to 2.9 mm in the horizontal or vertical
direction at a distance of 16.26 cm from the first tracking plane, where the last tracking plane
was located.

All pixels in the triggering planes 1 and 2 were masked (i.e., turned off) except for a
rectangular region that contained the trajectories that interacted with the DUTs to increase the
fraction of triggered events for which a particle transversed the DUTs. With this measure, there
was a high possibility that a particle that passed through both unmasked regions in triggering
planes 1 and 2 also interacted with the DUTs. As for the triggering scintillator, whose dimensions
were larger than the active area of the detectors (i.e., 1cm x 1cm), it was manually aligned
such that particles that passed through the unmasked regions of the triggering planes 1 and 2
also passed through the scintillator. The signals from the FAST-ORs of planes 1 and 2 and the
scintillator were sent to the trigger unit (TU), which issued the trigger signal to the DTBs and,
in the case of testing pad detectors, to the DRS4.

To read the data from the pixel ROCs connected to the DTBs, the software Pixel eXpert
Analysis & Readout (pXar)[138] was used, which was developed to test the psi46 series ROCs.
In the case that the DRS4 was used to read out the data from pad detectors, the DRS4 software
that comes with the DRS4 evaluation board was used. A modified version of the EUDAQ[139,
140] framework was used to save the data, which was able to manage different producers tuned
to use the pXar and the DRS4 readouts. For each trigger event issued by the TU, the EUDAQ
framework saved the pixel’s column, row, and pulse height information of all the pixels above
the tuned threshold for each plane, and in the case of testing pad detectors, the waveforms of the
four channels of the DRS4 digitizer. A raw file containing the described data and information
from the TU was saved for offline analysis for each run.

10.2.1 ROCs Configuration

Before the data taking, the tracking pixel detectors were configured using pXar to have the
thresholds at ~ 5 x 103 electrons. This value is below the expected ~ 22800 electrons for MIPs
in a 285 um thick silicon detector such as the ones used for tracking in the telescope[38]. As for
the DUT ROCs, they were configured to have thresholds at ~ 1.5 x 103 electrons, which is the
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minimum threshold that the ROCs can be operated at[141]. The reason for calibrating close to
the minimum threshold was to detect the smallest amount of ionized charges in diamonds due to
their smaller signals, as mentioned in section 2.1. Pulse height calibration measurements were
performed for each pixel to extract from the measured pulse height in the ADCs the charge in
terms of the calibration voltages injected to each pixel represented by the DAC Vcal (see Figure
3.2).

For the data taking, as each internal clock signal from each DTB was independent, an
external clock signal was used to synchronize the DTBs. The external clock 40 MHz signals
were issued by the TU. The trigger delay and the clock phases (i.e., the internal delay of the clock
signal inside the DTB) for each of the DTBs were optimized before the data taking. Besides
the DTB’s timing settings, the programmable registers in the PUC that control the delays for
calibration signals and for the thresholds were optimized for pulse height calibration and to set
the threshold of each pixel.

10.2.2 Experiments

Two main experiments were performed during the PSI test beams on the diamond detectors
mentioned at the beginning of this chapter:

The first one was a voltage scan, performed at beam fluxes of O(100kHz/ cm?). For each
run, the bias voltage of the detector was increased until the detector could not hold the voltage,
that is when the leakage current without a beam reached ~ 100nA and became erratic.

The second was a rate scan, where the detectors were held at the maximum voltage they
could withstand with leakage currents below ~ 100nA, and the beam fluxes were changed from
O(10kHz/cm?) up to O(10MHz/ cm?) utilizing collimators in the beamline. As the area of the
detector was constant, an increase in flux is equivalent to an increase in the rate. A single scan
consisted of raising the rate from the lowest rate to the highest and then lowering it down to the
lowest again. That was referred to as an up-down scan. A complete rate scan consisted of two of
these, which meant an up-down scan followed by another up-down scan.

For reference, a complete list of the experiments held at PSI during 2018 and 2019 for the
detectors fabricated in the scope of this thesis is available in Appendix K.

10.2.3 Pumping Procedure

The pumping procedure performed at PSI used the high-intensity beam to passivate the deep
traps in the diamonds instead of a source, as done during CERN test beams (section 9.2.3). The
particle beam was used at a high rate of particles of ~ O(1 MHz/cm?) to pump the diamond
sensors. This procedure was done at 0V before the voltage scan for ~60min. Before the rate
scans, with the DUTs biased with the voltage determined for the rate scans, the DUTs were
pumped with the beam for ~ 25min. The pumping would stop when the monitored pulse height
signals in the DUTs were believed to have reached a stable value.
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Data Analysis



Chapter 11

Analysis Of Data Taken With The
Strasbourg Telescope At CERN Test
Beams For Studying The 3D Detectors

As mentioned in section 9.2.1, for every trigger event determined by the scintillator, the pulse
height in ADC units of each of the channels of the VA ASICs connected to the telescopes planes
and the DUT were saved. For each run, several raw files containing the binary data of 10* events
were created. For each event, besides the pulse height values for each plane, other information
like timestamps and event counts were saved. The first step of the analysis was to read the binary
file, extract the pulse height in ADC units, and organize the data in a tree structure ordered
primarily by events and secondarily by planes. Each plane is represented by a 1D array with the
pulse height in ADC units for each of the channels of the plane.

11.1 Different Digitizer Saturation Values

It was found in 2018 that depending on the Sirocco used to digitize the data of the pulse height
(PH) of the DUT, either Sirocco 4 or Sirocco 5, as mentioned in section 9.2.1, the saturation
value in the ADCs were different for the data taken since 2012. Figure 11.1 shows data from a
test beam in 2018, where different runs on the same diamond planar detector were made using
Sirocco 4 or Sirocco 5. These graphs show the histograms of all the PH measured from the 128
channels of the VA2.2 chip for a whole run.

It is clear from Figure 11.1a that for the data taken with Sirocco 4, there were almost no
events with PHs between 3350 ADC and 4095 ADC (the maximum value for 12 bits), and there
was a spike of events around a PH of 3350 ADC. This resulted in an artificial saturation for
Sirocco 4 below the real saturation of the digitizer. In contrast, the histogram in Figure 11.1b of
the PH from the 128 channels of the same VA2.2 chip connected to Sirocco 5 populates up to
4095 ADC as expected for a digitizer with 12 bits.

For the digitizer Sirocco 4, the region in ADC units where the saturation happened was not
precisely defined, and each channel had a different distribution for saturation, as shown in Figure
11.2.
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Figure 11.1: Difference between the saturation between Sirocco 4 and 5. The data comes from
the same diamond and same VA2.2 ASIC digitized first with Sirocco 4 and then with Sirocco
5 during the same test beam. The histogram of all the PHs from all the channels in the VA2.2
chip is plotted. It can be seen that there is a lower saturation for Sirocco 4 (a) around 3350 ADC
while Sirocco 5 (b) the saturation occurs at the maximum PH of 4095 ADC.
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Figure 11.2: Difference between the artificial saturation in two channels of the same VA2.2
chip digitized with Sirocco 4. There is no exact value in ADC units for saturation. Instead, the
saturated events follow different distributions on each channel.

The Sirocco modules have two settings that can be adjusted: One is the baseline, which can
be set through a potentiometer, and the other one is the gain, which is selected with jumpers to
have a gain of 1.25 or 5[125]. The output always has the same range of 5 V; therefore, the gain
limits the dynamic input range to either 1V or 4 V. Most likely, the offset in the digitizer Sirocco
4 was not set correctly, such that the maximum signals coming from the VA2.2 chip did not fill
completely the ADC registers in digitizer Sirocco 4.

A saturation value for all the channels digitized by Sirocco 4 was imposed to be 3100 ADC,
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while it was left unchanged to 4095 ADC for the channels digitized by Sirocco 5. This was
done such that the statistical measurements over the pulse height distributions without saturation
events (i.e., mean and RMS) of the same DUT with the same VA2.2 chip under the same
conditions were the most similar. An example of this is shown in Figure 11.3.
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Figure 11.3: PHs without saturated events for an scCVD planar strip detector biased with —500 V
and digitized with Sirocco 4 (a) and Sirocco 5 (b). The mean of the distributions agree to within
0.3 % for the same detector connected to different digitizers.

11.2 Raw Signal Decomposition

The raw data could be decomposed into a pedestal value, which was the value measured from the
DC voltage on the channel, plus the pick-up electrical noise from the environment represented
as a common mode for all the channels, plus the signal generated by the moving charges ionized
in the sensor by a particle, plus random noise fluctuations around the pedestal value. Equation
11.1 shows this relation for a channel c/ in the VA chip during event i, where “r” is the raw
measured value by the Sirocco ADC, “p” is the pedestal value, “n” is the random fluctuations
coming from the noise sources mentioned in section 4.1.1, “CM” is the fluctuation that affects
all channels simultaneously, mainly coming from pick-up noise on the detector bias voltage, and
q is the signal caused by the moving charges generated in the sensor by an ionizing particle
passing through the sensor.

Ten(i) = pen(@) + nep (i) + CM (D) + qep (D) (11.1)

In order to extract the signal g for each channel and each event, it was necessary to estimate
the pedestal p, the common mode CM and the fluctuations of the noise n described as the
RMS value of the noise. The following sections describe the standard analysis procedure for
the pedestal and common mode estimation for this type of detector, the description of which
can be traced back to Weilhammer et al.[142], and has been used for various research projects
with diamond detectors[143, 97, 98]. The analysis steps for this type of strip detectors are the
following:
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Pedestal and common mode estimation

Clusters formation

Hit prediction using the Eta distribution

Track selection for alignment

Alignment of planes

Track selection for transparent clustering

* Transparent cluster formation

11.3 Pedestal And Common Mode Estimation

For this part of the analysis, a buffer of 500 events was used for the pedestal estimation of the
data. In the general case, M channels of the detector were connected to the readout chip, and
a buffer of size N events was used for the pedestal estimation. For a particular channel ch,
the events with an extra charge from ionization (i.e., the ionized charge from the passage of
a particle) formed a subset # with size Nz. As for a particular event i, the channels with
an extra charge from an ionization event formed a subset £ with size M # . If a channel for
a particular event presents a raw value that deviated by more than three standard deviations
away from the estimated pedestal, it was considered to contain an extra charge from ionization.
Therefore, the event would make part of the subset .# for that channel, and the channel would
make part of the subset £ for that event. The channel for that particular event would not be
considered for the pedestal, common mode, or noise estimations.

To estimate the pedestal value for each channel, the method used for this task was based
on a sliding-window buffer estimation with a size of N events, as mentioned above. If no
particle passed through the detector, then no ionized charge was generated in the sensor, and
Equation 11.1 would have the g term equal to 0, indicating that the raw value would be centered
at the pedestal with random fluctuations coming from the noise sources and the common mode
pick-up.

To estimate the first pedestals and noise fluctuations, for each channel ch for the first N
events, all of the N values of raw data were assumed to only have contributions from the
pedestal with noise fluctuations. The mean value and standard deviation of the N readings were
calculated. This result gave a first estimation of the pedestal p for each channel (from the mean
value) and the magnitude of the noise fluctuations o (from the standard deviation). Afterwards,
to improve this first estimation, the events with signals within this buffer of the first IV events that
were more than three standard deviations (30) away from the estimated mean were assumed to
contain extra charge g from ionization and were excluded from the pedestal mean and standard
deviation estimation.

This process was repeated for seven iterations, after which convergence on the pedestal
mean and its standard deviation was achieved, updating the values of the estimated pedestal
p and estimated noise fluctuations &. The resulting mean value and standard deviation were
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Figure 11.4: Depiction of the pedestal calculation for the first 500 events for one of the VA2.2
chip’s channels connected to a strip on the diamond (aka. diamond channel). The dots are
the raw data, while the line represents the calculated mean of the pedestal and the shaded area
highlights the 30 region, which contains the events included in the estimation.

assumed to be the initial estimators for each channel’s pedestal and the noise’s RMS, respectively.
Equations 11.2 summarize this procedure. Figure 11.4 illustrates an example for the first pedestal
calculation using a buffer size of N =500 events for a single channel in the VA chip.

1 N
Deh = ———— ] 11.2
Pen N_Nﬁi;rch(l) (11.2a)
i¢ A
N
Gen = N_No_1 ijo Z ren(i) = Pen)’ (11.2b)

In practice, the value of the pedestal was very stable and was expected to change by less
than 1 % between events. With this assumption, if for an event i there was no extra charge g in
most of the channels, such that out of the M channels, only M 3 channels were excluded from
the pedestal and noise fluctuation calculations, and the pedestal p had been estimated for all the
channels for the previous event, it was possible to estimate the CM contribution as shown in
Equations 11.3. In practice, the number of channels excluded (M z) was small, usually below
five out of 128, which allowed the implementation of the mentioned assumption and this method.
Figure 11.5 shows the distribution of all the values used to estimate the CM for an event where
all 128 channels were considered for the CM estimation. If the sample size were small, the error
in the estimation would be significant, and the noise estimation procedure would fail.
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Figure 11.5: Distribution with the value rj (i) — p.p (i —1) for the 128 channels of the preamplifier

for an event “i.” The estimated CM for that event would be —7.84 ADC.

For each of the following events, the buffer window slid to include a new event and dropped
the first event in the buffer such that the size of the buffer N was maintained. If the new event’s
r — CM were within 3o from the estimated pedestal, it would be included in the new event

estimation of the pedestal and the noise as shown in Equations 11.4:

Pen(@) + nep (i) = rep(i) — CM(3Q)

1

Peni) = jzi_ZN_l(rchm - CM(j))

jeA
~ . 1 i . A W\2 A2
Gen(i) = Y. (ren(D—CM())" - p, @)

N =Nz j=i-N-1
jese

(11.4a)

(11.4b)

(11.4¢)
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Following the procedures mentioned above, for each channel and each event, there would
be an estimation of the pedestal p, the common mode CM, and the RMS of the noise &, which
accounted for the random fluctuations of the noise n. With these parameters, selecting possible
candidates of events with charge g generated from ionization was possible. The resulting
ionization charge g for each channel ch and event i would be:

Gen(@) = rep(@) — pen(@) — CM () (11.5)

11.4 Clusters Formation

As a particle passed through the sensors, a charge was induced on the strips, forming a strip
cluster, each of which could be represented by the quantity g in Equation 11.1. Usually, a
cluster consists of several adjacent channels with ionization charge g > 0, which surround the
channel with the largest value of g. Two thresholds were selected: one to determine the seed of
the cluster (the largest signal g) and another one to determine if a signal was far enough from
noise fluctuations to be considered part of the cluster. These thresholds were respectively
(threshold-seed) and ty, (threshold-hit).

For the silicon tracking planes of the telescope, it was desired to have clean signals and
to promote the events that consisted of mainly two-channel clusters to get a better resolution
through charge sharing. Thus, it was desired to have a value of £ as far from noise fluctuations
as possible. As for the value of #;, it was desired that it excluded clusters with sizes larger than
two strips.

It was helpful to use a quantity normalized by the width of the noise fluctuations (the one
defined in Equation 11.4c¢) to define the thresholds for the seeds and the hits. This quantity was
the signal-to-noise-ratio (SNR), as shown in Equation 11.6.

i r—-p-CM
sNp=d_I"P~=¥ (11.6)
o o

Figure 11.6a shows the distribution of the SNR of the strip with the largest charge g for all
the events for plane 0X of the telescope. As can be seen, there is a clear gap that separates noise
fluctuations from signal events. A value of £, = 15SNR was chosen in this example to select the
seeds of the clusters.

As for choosing the value of 1, distributions such as the one shown in Figure 11.6b, which
depict the second largest signal adjacent to the largest signal in terms of SNR, were used. In this
distribution, two peaks can be seen. The last one from left to right, which peaks at about 20 SNR,
contains most of the two-channel clusters, while the left peak corresponds to noise fluctuations
mixed with signals from three-or-more channel clusters. A value in the valley between these
two peaks selects most of the two-channel clusters without throwing away many events. In this
example, £, was chosen to be 12 SNR.

For the DUT, it was desired to use the most amount of data possible, which would be used
to align the DUT. For this reason, the values of z; and f;, were chosen to be 4 SNR and 3 SNR,
respectively (see Figure 11.7). With the lowest threshold set at 3 SNR, the selected data would
contain less than 1 % of noise events. It can be noted that the same value for t;, was also used
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Figure 11.6: Distributions used to select the cluster thresholds for the first plane that determines
the X position. The red vertical lines depict the values chosen for the threshold-seed ¢, (a) and
the threshold-hit #;, (b).

for the threshold to determine if an event was used for the pedestal and noise estimations, as
mentioned previously.
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Figure 11.7: Distributions showing the hit, #;, and seed, ¢,, thresholds used for a planar strip
DUT. The red lines depict the values for ¢, in (a), and for £ in (b).

It’s worth remembering that in Figure 11.7a, the distribution of the channel’s signal within
the 128 channels of the VA chip with the largest SNR is shown. Ideally, the probability that all
the 128 channels have signals within 1 SNR in an event without ionization charge is negligible.
Therefore, the bin with SNR =1 is disfavored in this histogram. On the other hand, events
with an ionization charge with large clusters would increase the events in the lower bins of the
distribution.
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On an event-by-event basis for each plane, one or more seed channels were selected if their
SNR was above ;. Afterwards, their adjacent channels were tested to see if they surpassed the
threshold ¢;,. If they did, they were included in the cluster. If two or more adjacent channels
surpassed g, the highest one was selected as the cluster’s seed. By construction, most clusters
in the telescope’s silicon tracking planes were one-channel or two-channel clusters due to the
chosen thresholds. On the other hand, it was possible to have three or more channel clusters
in the DUT because its thresholds ¢ and ¢, were just above 99.9% of the noise fluctuations.
Depending on the rate of the incident particles, it was also possible to have events with more
than one cluster in a plane. These cases will be addressed later in the analysis. Figure 11.8
shows an event on the telescope’s plane 0X.
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Figure 11.8: Example event on plane 0X of the telescope, which shows a two-channel cluster.
The seed was set to the highest channel that exceeds ¢;, channel 202. As channel 201 exceeded
t; and was adjacent to the seed channel, it was included in the cluster. As no other adjacent
channels to these two exceeded ¢j, no more channels were added to this cluster.

11.5 Hit Prediction Using The Eta Distribution

In each event and for each plane, the n value was calculated with the two highest adjacent
channels (i.e. the seed channel and its highest signal neighbor) if the signal cluster was made of
two or more channels. In this pair, the right-most channel’s charge was labeled as gr and the
other as gr. These quantities were anti-correlated depending on the position where the particle
passed. If the particle passed near the middle of the left channel, it was expected that g; was
large while gr was small. If, on the contrary, the particle passed near the middle of the right
channel, then g; was expected to be small, while gr was expected to be large. The quantity 7,
defined in Equation 11.7, contains this information. An 7 value close to 0 means the particle
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passed near the center of the left channel, while an n value close to 1 indicates that the particle
passed near the center of the right channel.

qRr
=t 11.7a
U] dn+aL ( )

0=n=1 (11.7b)

The distribution of this quantity should be symmetric about = 0.5. The amount of peaks
in the distribution depends on the amount of intermediate floating strips between the channels.
With no intermediate floating strips, two peaks are expected (one peak close to 0 and another
one close to 1); with one intermediate floating strip, three peaks are expected (the middle one at

1 = 0.5); and with two intermediate floating strips, four peaks are expected. Figure 11.9 shows
these three cases.
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Figure 11.9: Distributions of 1 for different planes which have different numbers of intermediate
floating strips.

The shape of the distribution is not only defined by the geometry of the detector but also
by the crystal defects present in the sensor as it occurs in polycrystalline diamonds (with
grain boundaries among other crystal defects) or irradiated diamonds (with impurities and
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displacement defects due to radiation damage). Figure 11.10 shows examples from strip
detectors made on a single-crystalline diamond, polycrystalline diamond, and irradiated single-
crystalline diamond. As shown in Figure 11.10, crystal defects present in polycrystalline and
irradiated diamonds improve the charge sharing, as seen in the higher population of Eta values
around 0.5.
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Figure 11.10: The 7 distribution for a polycrystalline and irradiated single-crystalline diamond
sensor has more entries in the values around 1 = 0.5 and the peaks are less pronounced than for
a non-irradiated single-crystalline diamond sensor.

With a beam with a uniform incidence profile across the strips of the detector, the distribution
of the hit position between two adjacent strips was expected to be uniform. The data sampled with
this uniform distribution produced the non-uniform distribution f(rn) as shown in Figures 11.9
and 11.10. It was possible to use the Cumulative Distribution Function (CDF) of the distribution
f(m) to recover the information about the hit position. For a more detailed explanation of how
the CDF of the distribution f(n) works, see Appendix G.

By applying the CDF F to the random variable 7, a variable uniformly distributed between
[0, 1] was obtained. Scaling this by the pitch P between the strips, the predicted hit position was
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obtained as shown in Equations 11.8a.
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Figure 11.11 gives an example of the application of Equation 11.8a on an event of a diamond
detector measured in 2016.

Fmn)

(11.8a)

x(M)=x.+P-F(n)=x.+ (11.8b)
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(a) Signal for each channel in the VA chip in ADC units for
event 288 of run 22003.
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Figure 11.11: Example for the position calculation using the n distribution. On the event shown
in (a), channels 54 and 55 have signals above the hit threshold #;, and form a cluster. Using
the 7 distribution shown in (b) for the whole run, the cumulative distribution in (c) can be
calculated. Using Equation 11.7, the event gives an n = 0.9135. The resulting CDF for this
quantity is F(n =0.9135) = 0.741 as shown with the red dot in (c). If the position of channel 54
was x7, = 1000um and the pitch between each channel was P = 50um, then the predicted hit
position of this event according to Equation 11.8a would be x = 1037.05um.
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11.5.1 Data-Driven Feed-Across Correction

It was seen in the data taken since the 2012 test beams that the 1 distributions were no longer
symmetric. The hypothesis for this effect is that there is a timing mismatch between the sample-
and-hold circuit and the readout of the multiplexed signal (see Figure 4.1). This issue is a known
problem in sampling analog signals, and an estimation of the miss-match timing would allow the
correction of this effect. This affects each VA chip independently, so in theory, it was necessary
to calculate 16 compensation factors for the telescope’s silicon planes and one for the DUT. For
simplicity, a compensation factor was estimated for each plane direction (i.e., X or Y), giving
nine compensation factors that needed to be calculated: eight for the telescope’s silicon planes
and one for the DUT.

ADC due to a=0.25 reading direction —»

ADC
4000
3000 . :"-a e - Pedestals
E e Read ADC

2000 W —— Real ADC

ﬂ ------- wed ; RS S Charging C
1000, ;7

(- ‘ ‘ ‘ VA Ch
2 4 6 8 10

Figure 11.12: Example with 10 channels of a VA chip with a two-channel cluster in channels
four and five. The readout in this example is from left-to-right. The dotted curve labeled
“Charging C" represents the voltage on the readout capacitor as it charges after each transition.
The dot-dashed gray line represents the pedestal value of the channel. The dashed red line
represents the read value in ADC units taken by the readout sampling from the charging capacitor
when there is a mismatch that gives an a = 0.25 which is equivalent to fy = 1.397, where 7 is the
charging and discharging time constant of the capacitor. The solid blue line is the actual value in
ADC units that should have been read.

Figure 11.12 depicts the problem when there is a timing mismatch with an early readout
such that the readout capacitor of the sample-and-hold circuit has not reached saturation after
each transition when the chip reads its value. Equations 11.9 describe the problem for each
channel transition. Usually, a good readout happens when the reading time #, happens at least
9.57 after the capacitor starts to charge, where 7 is the charging and discharging time constant
of the capacitor as seen in Equations 11.9. When this happens, the readout error ('V’%;x’e“”)
for each transition is below 0.01% of the transition jump between the previous state (Vjrey) and
the current one (V;¢47). As the readout time #, with respect to the capacitor’s charging time 7 is

constant throughout the run, this exponential value can be expressed as a constant a.
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Vriead = v@eal"(“@eal"V}rev)e_uﬂr (11.9a)
a=e T (11.9b)
Vriead = v@eal"(“@eal"v%rev)fx (11.9¢)
V, -aV,
Vreal = re“dl P (11.9d)
-

As shown in Figure 11.13, if there is a timing mismatch (i.e., a # 0), the distribution for 7 is
asymmetric, its mean and median become smaller than 0.5, and its skewness becomes positive.
Figure 11.14 shows how the mean and median of the n distribution change as a function of the
parameter «.
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Figure 11.13: Simulated Monte Carlo distributions. The distribution on the left assumes there is
no timing mismatch. The distribution on the right assumes there is a timing mismatch giving an
a =0.017. For each case, the mean and the median of the distributions are given.

Felix Bachmair, in his doctoral thesis, implemented an algorithm to correct the data by
following the correction shown in Equation 11.9d[97]. It is an iterative process of guessing and
updating the value of a to compensate the readout value in ADC units into the “real” value in
ADC units for each channel. The algorithm corrects each channel sequentially from “left-to-
right,” meaning from a lower channel number to a higher channel number. This iterative process
uses the mean of the 7 distribution as the figure of merit. The iterative process stops when the
figure of merit is within a small distance from 0.5 or if a fixed number of iterations is reached
(usually 100 iterations). On each iteration, if the distribution has a mean value still smaller than
0.5, it means that a should be larger than predicted and has to be updated with a larger value. If
the mean value is larger than 0.5, the assumed value of a is too large and should be updated with
a smaller value. For each step, the value of the compensation value « is saved with its respective
figure of merit (the mean of the distribution). In the end, the a with the best figure of merit is
used to correct the readout mismatch for that plane.

Most of the time, the algorithm worked, especially for the DUT, but it always had prob-
lems with some of the telescope’s silicon tracking planes. Two problems were seen from the
implementation of this correction method:
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Figure 11.14: Dependence of the mean and median of the n distribution as a function of the
parameter a. The values come from simulation and the fit is a 4th-order polynomial that matches
the data points. The fit parameter p/, which is the coefficient for the factor a!, shows the
sensitivity of the mean or median as the parameter a deviates from 0.

* Firstly, it did not restrict the values calculated for @, making it possible to assign negative
values which should be impossible, as seen in the definition of @ in Equation 11.9b. The
values of a should be constrained between (0,1). This problem mainly affected two silicon
planes (the ones mentioned to have right-to-left readout), which failed to compensate
correctly for the asymmetry and affected the telescope’s tracking performance.

* Secondly, if the value of @ was negative, channels that were initially saturated were
corrected such that they were no longer in saturation after the correction.

As it can be seen in Figure 11.15, a negative value of alpha in Equation 11.9d with a readout
from left-to-right gives the distribution for ) the same statistical characteristics in terms of
skewness, mean, and median as a positive alpha with a readout from right-to-left. Figure 11.16
shows how the compensation works when applying a correction with a positive a with a readout
from right-to-left and how it works when applying the wrong correction with a negative a
with a readout from left-to-right. Negative a corrections assume that more charge was read;
therefore, it corrects by reducing the transition between each channel. It can be seen from this
plot that saturated channels are corrected to lower values, setting them as not saturated after the
correction.

The affected planes were tracking planes 1X and 3X, which had a readout from right-to-left
as mentioned previously in section 9.2.1. Consequently, the charge was wrongly compensated
for these planes, resulting in a wrong predicted position based on the n distribution, which
affected the alignment of the planes, which was critical for the analysis of small 3D cells. This
issue had been overlooked as the 3D cells before 2016 had side lengths of 150 um, unlike the
50 um cells presented in this thesis which were tested in 2018.

An update to the correction was done by considering the readout direction. At first, it
assumed that the readout was from left-to-right. Instead of the mean of the distribution, the
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(a) Simulated distribution of 7 with a negative a with a (b) Simulated distribution of 1 with a positive a with a
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Figure 11.15: The distributions above show the effects of having a negative a value for correction
when the readout is assumed to be from left-to-right (a), and the case when « is positive and the
readout is assumed to be from right-to-left (b).
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Figure 11.16: Comparison between a correction applying a positive a for the correct readout
direction (a) vs. applying a negative a for the wrong readout direction (b). In this plot, saturated
values of the ADC are set for 4000 ADC. Channel 5 is read as saturated. It is clear that a negative
a would desaturate channel 5.

median was selected as the figure of merit. This measure was more sensitive to the parameter
a, as shown in Figure 11.14. For corrected distributions, a median close to 0.5 is equivalent to
having a mean close to 0.5 or a skewness close to 0. If the median of the initial distribution
was smaller than 0.5, then the readout was assumed to be from left-to-right, and the value of
a was increased. If otherwise, the median was larger than 0.5, then the readout was assumed
to be from right-to-left, and the value of @ was increased. The iterative algorithm continued as
described above, guaranteeing that saturated channels always remained saturated.

The effect of the procedure is demonstrated in Figure 11.17 for detectors with both readout
directions. After applying the correction, the 1 distributions recover their symmetry as can be
seen in Figures 11.17c and 11.17d.
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Figure 11.17: Distributions for n before the data-driven-feed-across-correction, (a) and (b), and
after the data-driven-feed-across-correction, (c) and (d). The readout of the detector on the left
plots was from left-to-right, while it was from right-to-left for the detector on the right plots.

11.6 Data Selection

Two data selections were performed: One for the alignment of the planes and the other for
the transparent analysis. The following paragraphs will explain these selection criteria. The
selection performed for the alignment was:

Events within the first 10 % of the data

One and only one cluster in each silicon plane

One and only one cluster in the DUT

Hit position inside the telescope’s fiducial region
As for the transparent analysis, the selection performed was the following:

¢ Events within the last 90 % of the data
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One and only one cluster in each silicon plane

Hit position inside the telescope’s fiducial region

Tracks with small y?

* Transparent clusters in the DUT do not contain masked or invalid channels of the VA chip

As the tracking telescope was made with strip detectors, it was required to use events with
only one cluster for each plane. This measure avoided the ambiguity that would arise if two or
more clusters were present in a plane, as there was no direct one-to-one correspondence between
a hitin an X plane and a hitin a Y plane. An example of the ambiguity can be seen in Figure
11.18, where “Ghost” positions can arise from the ambiguity.

OHit 1
QHit 2
(O Ghosts

Figure 11.18: Example of an event with two simultaneous hits. The hit positions of Hit 1 and
Hit 2 are identified by an excess of charge across the colored strips. Consequently, there are two
possibilities: the hits happened in the locations Hit 1 and Hit 2, or they happened in the “Ghost"
positions. Without further information, it is impossible to know the actual position of the hits.

As the momentum of the particles in the beam was of the order of O(100GeV/c), the width
of the angle distribution from small angle multiple scattering was negligible, and particles were
assumed to pass straight through the detector without scattering as mentioned previously in
section 9.2.1. Additionally, the beam has an imperceptible divergence.
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The average of the position in each plane of the tracking planes was set as the position of
each cluster for selecting a fiducial region, as shown in Equations 11.10, where X; and Y; are
defined as the horizontal and vertical coordinates respectively in the local telescope coordinates,
and X, and Y),, are the horizontal and vertical coordinates respectively of the telescope’s X-Y
plane i. By requiring one and only one cluster in each of the silicon tracking planes of the
telescope, the “shadow” of the scintillator on the telescope coordinates could be seen as shown
in Figure 11.19.
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Figure 11.19: Hit map in the telescope’s space. The displayed rectangle corresponds to the
shadow of the scintillator, which issues the trigger to save the event.

A “shadow” of the DUTs connected to the VA2.2 chip could be seen by requiring at least
one cluster event in the diamond’s channels. Figure 11.20a shows the “shadows” of the detectors
on the Irrad-3D sample (see section 4.3.4).

Doing this was useful for identifying the position of the DUT with respect to the telescope
and defining a fiducial region. Even though one and only one cluster were required by the
telescope’s tracking planes, the DUT could detect more than one cluster as its thresholds #; and
t;, were much lower than for the telescope’s tracking planes. Two scenarios could give more
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than one cluster in the DUT: Two particles passed through the telescope planes, but only one
passed the clustering thresholds, giving as a consequence only one event in the tracking planes,
but as the DUT had lower clustering thresholds, the DUT detected the two particles. The other
possibility was that noise fluctuations surpassed the thresholds and were considered an extra
event. This would happen ~ 0.4 % of the time in the 128 channels of the DUT.

By requiring one and only one cluster in the DUT, the odds that the cluster corresponded to
the same particle passing through the telescope planes were higher, making it possible to create
tracks using the hit position in each of the planes (including the DUT) to then align the planes.
Figure 11.20b shows the event reduction of around 4500 events after applying the requirement
of only one cluster in the diamond, corresponding to = 11.5 % of the events.
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Figure 11.20: Hit maps in the telescope’s space requiring at least one cluster in the diamond
channels (a) and one and only one cluster in the diamond channels (b). The DUT in these
hit maps corresponds to the Irradiated-3D biased with —45V. The shadow of the diamond
prototypes can be seen. Features such as the guard rings surrounding the 3D cells can easily be
distinguished. Check section 4.3.4 as reference.

To take advantage of the limited opportunities to test detectors, in some cases, more than
one diamond sensor was wire-bonded to the same VA chip. In other cases, different detector
types were present in the same diamond sensor (as is the case for Multi-3D and Irrad-3D).
These different detector types could have differences in the geometry used for the 3D cells (e.g.,
hexagonal cells with a pitch between channels of 100 um) or even in the type of detector (e.g., a
planar strip detector alongside 3D cells). For this reason, the final steps in the analysis were to
avoid results from different detector types.

An easy way to achieve this was by defining the fiducial region that selected only a specific
detector type or geometry for the next steps of the analysis. Figure 11.21 shows the selected
fiducial region, comprised only of events passing through the strips on the diamond with a pitch
of 50 um between the strips and excluded the events passing through the 100 pm pitch strips on
the same DUT. As mentioned above, the first 10 % of the total number of events from this region
was used for the alignment of the telescope and the DUT.
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The last 90 % of the data was used for the transparent analysis. The requirements imposed
for the tracks were that there was a well-defined track by the telescope’s planes, which meant
that there was one and only one cluster in each of the silicon planes and that the y?s of the
fitted tracks were below a defined threshold. It was also required that the event hit position in
the telescope’s local coordinates was within the defined fiducial region to target the region of
interest in the DUT. The last selection criteria for the transparent analysis will be discussed in
the transparent analysis section.
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Figure 11.21: Hit map in the telescope’s space. A fiducial region for analysis between X :
[110-150] and Y : [45—95] is imposed. All events with clusters in the silicon planes outside
this rectangular region were not considered further for analysis. The white band around the 3D
cells corresponds to the guard ring whose channel was masked.

11.7 Alignment

The main goal of the alignment procedure was to predict with good spatial accuracy the hit
position of the particles that triggered the event on the DUT. Table 11.1 shows the major steps
used for the alignment process. In the following paragraphs, the details of the alignment will be
given.

It was necessary to set a plane of reference to align the planes of the telescope and the
DUT. This was achieved by assuming that the strips in the two detectors that comprised plane
0 (i.e., planes 0X and 0Y) were perpendicular. This measure sets an orthogonal basis and
correspondence between channels in the X-Y plane O and the spatial position in the plane in
microns. With respect to these reference planes, the rest of the X-Y planes were aligned, which
means that the relative displacements and rotations were found. For this, it was possible to
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Step | Tracking XY-planes XY-planes to align
1 0 3
2 0,3 1
3 0,1,3 2
4 0,1,2,3 DUT

Table 11.1: Major steps for aligning the telescope’s tracking planes and the DUT.

independently align each plane’s horizontal and vertical channels. Figures 11.22b and 11.22¢
depict the parameters estimated in the alignment for each plane X and Y, respectively.
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(a) Misaligned plane with respect to the reference.
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Figure 11.22: Example of the plane misalignment with respect to the reference. (a) Shows the
reference X-Y plane in gray and the misaligned plane’s vertical and horizontal strips. Note
that the horizontal and vertical strips in the misaligned plane are not necessarily perpendicular
with respect to each other. (b) Shows the angle rotation for the vertical strips (¢, = 15°) and
their horizontal offset (x, = 2000um). (c) Shows the angle rotation for the horizontal strips
(¢y = 16°) and their vertical offset (y, = 2000 um).
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Equation 11.11 describes a rotation and a translation of the form 7 = R*- 7 + 7, for a plane
i with respect to the reference, where “T is the position vector in the reference coordinates,
“R'” is a rotation matrix associated to plane i, “7 *” is the position vector in the local coordinates

of the plane i and “7,” is the translation offset vector of the plane i with respect to the reference
coordinates.

x . cosp), —sing 0) (x'\ (x}
y|=—+———=]|sin¢}, cos¢p’. Of|y'|+]|¥i (11.11)
2] cos(@y-0d| o o 1)l :

The known quantities in Equation 11.11 are the local position vectors given by the planes’
7' and the offsets of the planes “z(",” along the beam, which have been measured and are
mechanically fixed by design. The unknowns that have to be found in the alignment for each
plane are thus: x’, ¢, y., and (/);,. In the case of the DUT that only has a resolution in the X
direction, the predicted position in the Y coordinate by the telescope planes is used for future
steps. As mentioned before, the first X-Y plane (plane 0) was set as the reference, the same as
having ¢% = ¢), = xp = yg = zg = 0 in Equation 11.11.

The next step was the alignment of plane 3 with respect to the reference using an iterative
method. The iterative process will be discussed in more detail in the following paragraphs. The
trajectories of the particles were always assumed to be perpendicular to the planes for these
steps. Once plane 3 was aligned with respect to the reference, the first and last planes (i.e., the
reference plane 0 and plane 3) were used to produce tracks and predict the hit position on plane
1 via interpolation. Plane 1 was then aligned with respect to the interpolated predictions. The
now aligned planes 0, 1, and 3 were then used to predict the hit position on plane 2, which was
aligned with respect to the reference. With this step, the telescope alignment was finished, and it
was possible to use the four planes of the telescope to predict the hit position in the DUT within
a 5 um margin from the actual position, which was located in the center of the telescope as seen
in Figure 9.5, via interpolation. The resolution of the hit positions on the DUT was below 5 um,
according to the measurements[64]. This resolution was verified by looking at the width of the
residual distributions for each plane.

The iterative process to align each plane started by looking at the residual distributions of
each plane. The residuals, by definition, are the difference between the predicted hit positions
and the measured hit positions by the plane under alignment. For simplicity, the alignment
process will be described in the X direction of plane 1. Initially, the two-dimensional histogram
between the residuals in X vs. the predicted hit position in Y (see Figure 11.23a) was created.

Projecting this histogram along the residuals in X (Delta X in Figure 11.23a) resulted in the
distribution of the residuals along the X direction as shown in Figure 11.23b. The mean of this
distribution was used to update the value for x_.
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Figure 11.23: Histograms used for alignment. The projection of the 2D histogram in (a) along
Delta X, results in the histogram shown in (b). The mean of the histogram of the residuals
shown in (b) is used to update the offset x} in this example. The profile histogram of (a) along
the predicted Y position results in (c). The linear dependence can be fitted and the slope p1 of
the fit is used to update the rotation angle L.

Profiling the histogram in Figure 11.23a along the predicted hit position in Y, which means
that for every bin in the predicted hit position in Y, the mean and the RMS of the entries in
Delta X are shown, it was possible to perform a linear fit to the resulting 1D profile histogram
as shown in Figure 11.23c. The arctan of the slope of the fitted line (i.e., arctan (p1) in Figure
11.23¢) was used to update the rotation angle ¢!.

The process mentioned above was iterated five times, after which further corrections to the
alignment parameters were negligible before considering a plane as aligned. After the fifth
iteration of corrections to x) and ¢l, the resulting distributions mentioned above can be seen in
Figure 11.24. As a result, the residuals are centered at 0, and the fit of the profile histograms
gives a horizontal line at 0.
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Figure 11.24: Histograms after alignment. The projection of the 2D histogram in (a) along Delta
X, results in the histogram shown in (b). The mean of the residuals in X is centered around 0 as
it can be seen in (b). The profile histogram in (c) is obtained by profiling the histogram of (a)
along the predicted Y position. The linear fit is consistent with a horizontal line at 0.

In Figure 11.24c, the data for values of Y below 1700 um and above 8500 um correspond to
false triggers from the scintillator (e.g. noise). As a consequence, the residuals are random in
these regions.

11.8 Track Selection For The Transparent Analysis

With the planes aligned, for each event that fulfilled the first three selection criteria for the
transparent analysis mentioned in section 11.6, a linear fit was performed, and the y? in the X
and Y directions were calculated. It was expected that the resulting y? values obtained from
the fits followed a y? distribution with two degrees of freedom. An example of the resulting
distributions for the obtained y? in the X and Y direction can be seen in Figure 11.25.
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Figure 11.25: y? distributions from each of the track fits for the X and Y components separately.
The blue dashed lines depict the threshold applied to the y? for the fits in the X direction and
the Y direction for the tracks selection. The solid red lines depict the theoretical value for a y?
distribution with two degrees of freedom.

A y? cut of 5 on each of the y? distributions was applied, which meant that any track with a
x? greater than 5 in the X or Y directions would not be considered for further analysis. This cut
was a good compromise between tracks with a good hit position prediction without sacrificing
too many events. With these measures, around 8 % of the tracks would be excluded, and a
consistent sample of straight tracks through the telescope perpendicular to the telescope’s planes
was left for the next steps in the analysis.

11.9 Transparent Clustering

The final step for analyzing DUTs with strip readout was to use the predicted hit position by the
telescope to evaluate the charge induced by the particle in the vicinity of the hit position. In this
way, the induced charge in the DUT could be studied without making any cut on the signal of
the DUT.

For the case of planar strip detectors, a transparent cluster of ten strips around the predicted
hit position was made. Ten strips were found to cover the cases where charge sharing was
present and where fabrication processes mistakes encouraged the charge to be collected away
from the predicted hit position. Extra strips that do not have a charge due to ionization should
average to 0 over the whole run as they only contain noise fluctuations. Five adjacent channels
centered around the channel with the largest signal were taken out of the ten strips. The sum of
these five signals was used as the figure of merit for the collected charge. Five channels showed
that more than 90 % of the total charge in the ten strips was collected as shown in Figure 11.26.

In the case of strips with 3D cells, due to the arrangement of the electrodes, which reduced
the amount of charge sharing between neighboring cells, a transparent cluster of only three
strips was found to be required. As discussed in section 8.3.2, out of the three channels in the
transparent cluster, the two channels with the largest signal were taken as the figure of merit for
the collected charge.
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Figure 11.26: Collected charge in the transparent cluster of ten strips as a function of the number
of strips included for the figure of merit for a highly irradiated scCVD diamond biased with
—1100V resulting an electric field with a magnitude greater than 2 V/um.

With the transparent clustering, besides the unbiased studies of the charge collected by the
detector, efficiency studies based on a given threshold could be made.

Figure 11.27 shows how a transparent cluster of ten strips is formed using the predicted hit
position. Note that channels below the hit threshold #;, would be considered in the transparent
analysis. Channels with signals within the range of noise fluctuations average out to zero when
considering all the events. In this example, from the ten strips surrounding the predicted hit
position, the five contiguous channels centered around the channel with the highest SNR (defined
in Equation 11.6) were considered to calculate the charge.

11.10 Transparent Grid

For 3D detectors, it is possible to use the predicted hit position to study the pulse height response
of individual cells. This helps distinguish the effects of the detector design, the quality of the
sensor, and the effects of fabrication defects on the collected charge. For this purpose, the
Transparent Grid was implemented.

During alignment, the DUT plane was aligned such that the spatial X coordinate of the DUT
was parallel to the spatial X coordinate of the telescope’s planes and perpendicular to the spatial
Y coordinate of the telescope’s planes. For this reason, for every hit, it was possible to correlate
the predicted hit position in terms of the telescope’s spatial horizontal position in microns with
the predicted channel of the VA chip connected to the strip where the particle hit. As for the Y
coordinate, the only knowledge of the event position in this direction came from the predicted
hit position of the telescope.
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Figure 11.27: Example of the signal in the DUT measured in SNR for different channels in
the VA chip connected to the detector. The predicted hit position is marked with a dot, and the
Hit Threshold and the Seed Threshold are shown with a blue solid line and a dotted black line
respectively. The transparent cluster of 10 channels is built around the predicted hit position,
which groups channels 2 to 11 inclusive. The five contiguous to the highest channel are in this
example channels 5 to 9 inclusive.

11.10.1 Vertical Border Identification

The first task to set the grid was to identify the vertical borders of the detector. For this task, it
was helpful to plot the pulse height map of the detector as a function of the predicted hit channel
in the VA chip for the X-axis and the predicted hit position on the Y-axis. Figure 11.28 shows
that the region where the 3D cells are located can be identified from this plot as the pulse height
is larger in the region of the 3D cells than outside the 3D cells.

For example, in the 3D cells shown in Figure 11.28b, if the plot is projected onto the Y axis,
the resulting plot has the shape described by the curve in Figure 11.29. Equation 11.12 shows an
equation that parametrizes this curve. In this equation, the parameter p3 marks the uppermost
vertical border of the 3D cells (y,p); pl and p4 represent the width of the pulse height transition
between the lower and upper limits of the 3D cells; “y;” is the length of the region with 3D
cells in the Y-direction; and “p0,” “p2,” and “p5” are free parameters for the projected pulse
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Figure 11.29: Curve from Equation 11.12 that approximates the detector’s projected pulse height
onto the y-axis. Three regions are seen, two with lower projected pulse height that surround a
higher region corresponding to the region where the 3D cells are located. The transitions are
modeled with error functions with different transition lengths determined by the parameters p1
and p4. The length of y4, which is the extent of the 3D cells in the Y-direction, is fixed and is

known from the detector design.
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The transition regions are due to a combination of the electric fields in the borders that leak
out from the 3D cells, collecting the charge deposited outside the 3D cells, combined with the
telescope’s resolution. The length of the region with 3D cells yj is, by definition, the number of
cells ganged together in each channel of the DUT (n.) times the height of each 3D cell (h¢e).

y—(p3-ya—pl)

gy) = p?o (erf(

Va = ne-heen

pl

A fit of the function g(y) shown in Equation 11.12 was done separately for even and odd
channels. This measure accounted for the fact that the upper limits for odd channels and even
channels are different in hexagonal tiling. This procedure was also done for rectangular cells.

)+1)—%2(erf(&4+’m)+l)+p5

p

(11.12b)

An example of these fits for square 3D cells is shown in Figure 11.30.
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(d) Y projection of the pulse height map for odd chan-

nels.

even and odd channels of a detector with square 3D cells. The parameter of interest for the fit is

the upper limit of the 3D cells (p3).

For rectangular 3D cells, an average of the parameter p3 obtained from the fit of even
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( yupmnf“) and of odd (yup,, df't) DUT channels was used as the first estimate of the uppermost
limit of the 3D cells in the detector as it can be seen in Equation 11.13.

yupoddfi[ + yupeuenfit
2

Yup = (11.13)

For hexagonal 3D cells, the difference between the uppermost limit of the 3D cells between
even and odd channels needed to be h.e;;/2, where “h¢e;;” 1s the height of the hexagonal cell
(see Figure 11.32). For this reason, Equation 11.14 was used to calculate the first estimate for
the uppermost limit of the 3D cells.

yupoddﬁt"'yupeuenf” N Rooll
B 2 Ty Yupoday;, = Yubeveng,, 11.14
yup{ odd} - yupoddf.t+yupeuenfit h ( : )
even ! ¥ cell y < y
2 4 ’ upoddf” upevenfl-t

11.10.2 Grid Superposition

Once the upper limit of the cells was estimated, a grid pattern was placed on the predicted hit in
the DUT’s channel and the telescope predicted Y position space, such that any coordinate in this
space would correspond to a cell of the tiling.

For the rectangular cells, the essential parameters for the tiling are shown in Figure 11.31.
The tiling is specified by the height of the cells h..;; and the pitch between the strips on the
detector, which was the same as the width of the 3D cells. The columns were numbered starting
from 0O, and the first column was assigned to the first channel of the DUT that can have a
transparent event. As for the rows, they were also numbered starting from 0 and incremented
vertically. In the example of Figure 11.31, the first channel of the DUT that could have a
transparent event is Ch 53 which is assigned “Column 0”. In the example, the grid consists of
only four columns and two rows. As can be seen, the 3D cells are not necessarily square.

For the hexagonal cells, the cell’s width must be given along with the cell’s height and the
channel’s pitch. Even channels and odd channels could have a different number of cells ganged
together, as shown in Figure 11.32, which means that there was a different row numbering for
even and odd channels.

Each polygon of the tiling could determine if a coordinate in the plane, defined by the
channel in the VA chip connected to the hit cell and the predicted Y position in the telescope,
was inside the polygon. Consequently, it was possible to assign a specific cell (a row and a
column in the grid) for each transparent event, as well as the internal coordinates inside the cell
with respect to the cell’s center. Figure 11.33 shows an example of a rectangular tiling. In this
example, the predicted hit position has coordinates of 54.3 in the DUT’s channel and y,,;, — h/2
in the Y position, where “h” is the cell’s height, and “y,;,” is the uppermost limit of the 3D
cells. In this example, the transparent grid assigns the event row 1, column 1, and internal cell
coordinates (xg, yo) = (0.3,0).
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Figure 11.31: Example of a rectangular grid. A grid in terms of columns and rows is made such
that each grid element can be identified with a column and a row. For rectangular cells, the pitch
and the height of the cells must be given to set the tiling.
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Figure 11.32: Example of a hexagonal grid. A grid in terms of columns and rows is made. Note
that the number of cells in a column could be different for even or odd channels in the VA chip.



11. Analysis Of Data Taken With The Strasbourg Telescope At CERN Test Beams For

150 Studying The 3D Detectors
- HV
y tel
Col 0 Col 1 Col 2 Col 3 * Sense
Yopt ' ' ' ' * Predicted hit
(x ) Coordinate in
0.310 0rY0) the polygon
yup-h/Z--— ------------------------------------ -(t Y ) . . <~—Row 1
YUp_h*‘
L . . ) . <~—Row 0
Yup_Zh**
I \\\l\l\l\l\l\l\]\\\}l\i\l\l\l}l\]\\\\[\I\I\I\I
53 54 55 56  VACh
54.3

Figure 11.33: Example of a four-column and two-row grid. The red dots in the corner of
the polygons correspond to the biasing 3D wires, while the blue dots in the middle of the
polygons represent the sensing 3D wires. The black star represents the predicted hit position by
the telescope planes in the 2D space given by the channel of the VA chip and the telescope’s
Y coordinate prediction. The predicted hit happens in channel position 54.3 and telescope’s
Y yup — h/2. The event is given a coordinate in the grid. In this example, it would be (col,
row)=(1,1). Additionally, the event is given a position inside the polygon: (xo, yo) = (0.3,0).

11.10.3 Fine Alignment

Using the internal coordinates of each event inside its corresponding polygon, it was possible
to overlay the charge in ADC units for a selection of cells. Making the mapping in Equations
11.15b and 11.15¢c, where the definition for rounding to the closest integer was defined as shown
in Equation 11.15a, it was possible to adjust the offsets x, ¢ and y, s for fine alignment.

[£] = Lf +0.5] (11.15a)
Xo— X X0 — X

onw-( 0 Toff |20 oS ) (11.15b)
wlp wlp

yOHh.(yO_hy"ff_[yO_hy"ff]) (11.15¢)

, where w, h, and p are the width, height, and pitch of the 3D cells, respectively, and xy and
Yo are the center coordinates of the polygons.

The mapping in Equations 11.15b and 11.15¢ allows overlaying all the cells into a window
of dimensions w x h wrapping around in both directions. Figure 11.34 shows the effect of such
mapping on a 150 um square 3D cell.

As shown in Figure 11.34, there was no symmetry along x = 0 or y = 0. This feature suggests
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Figure 11.34: Map of all the cells overlaid together before fine alignment. The lack of symmetry
along x = 0 and y = 0 indicates that fine alignment is required. The color map shows the
transparent pulse height for the predicted hit channel.

that a fine alignment could be performed. By shifting the cell by half its width w and half its
height h, the attention could be focused on the boundaries between the cells, which should have
lower pulse height due to the charge sharing with the neighboring cells. This shift can be seen in
Figure 11.35a. It was possible to find the necessary shift in each direction by projecting this
pulse height profile histogram along each of the x and y coordinates and adjusting the offsets
such that the minimums were located at x =0 and y = 0. An example of the projection along
the x-axis is shown in Figure 11.35c. After applying the fine alignment corrections in both
coordinates, a symmetric pulse height map of the shifted cell with minimums along x =0 and
¥ =0 was obtained as shown in Figures 11.35b and its projection 11.35d.

Shifting back by half a cell in the x coordinate and the y coordinate to restore the focus in
the whole cell with the sense 3D wire in the center, the final effects of the fine alignment can be
seen (Figure 11.36). The shifts necessary were updated in the grid, and the cell information for
each event was modified accordingly.

11.10.4 Cells Selection

After the fine alignment, it was possible to make a selection of cells in the grid for further
analysis. This possibility was useful if it was known that some of the cells had problems during
the fabrication process, such as metallization scratches, or cells that were made on regions of
the diamond with crystallographic defects, such as voids[144]. Figure 11.37 shows an example
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Figure 11.35: Profile map of the pulse height of the shifted cells before fine alignment (a) and
after fine alignment (b). The projections along the x coordinate in (c) and in (d) show where the
minimum of the pulse height, which happens between two cells, is positioned before and after
the fine alignment respectively.

of a selection on the hexagonal tiling of the Multi-3D device.

Within the selected cells, the pulse height of the second channel closest to the predicted hit
position (i.e., Chl in the simulations of section 8.3) shows negative and positive charges, as
shown in Figure 11.38. These charges were beyond the fluctuations from the noise and came
from the non-uniform electric field of the 3D cells, as was seen in the simulations in Figure
8.8c in section 8.3.3. Nevertheless, as seen in Figure 8.12c¢ in section 8.3.5, an excess of large
negative charges was an indicator of HV 3D wires not working correctly, as it could happen
when there was bad contact with the metallization or there was a problem in the fabrication of
the 3D wire. Figure 11.38b shows the excess of very negative charges were localized around a
HYV 3D wire, as predicted from the simulations in section 8.3.5 which suggests that there could
have been a problem with that HV 3D wire. These events were labeled as “Negative Events” and
the cells containing them were avoided from the final cell selection region for further analysis.

Other cells that were avoided were those that showed a low charge collection for the predicted
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Figure 11.36: Profile map of the cells overlaid after fine alignment.
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Figure 11.37: Example of a selection of cells. The plot on the left (a) shows the pulse height
map for the two highest in the transparent cluster. The hexagonal tiling is overlaid in gray to
show the different cells. The cells with red boundaries are the ones that are selected for further
analysis as shown in the plot on the right (b).

hit cell (i.e., ChO in the simulations of section 8.3). As seen in section 8.3.4, cells with a defective
3D sense wire, due to the fabrication of the 3D wire or from a bad contact with the metallization,
present a significantly reduced charge collection for the predicted hit channel.

To illustrate the last-mentioned effect, an example of different regions in the 100 um section
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Figure 11.38: The pulse height of the second closest channel to the predicted hit position is
compared with the noise fluctuations of the channels in the selected region (a). A threshold
of —170 ADC is used to discriminate normal negative charges from the excess of high negative
charges. The position of the events with an excess of negative charges with a measured PH
below —170 ADC, is shown in (b). These events surround a 3D HV wire which indicates there
could have been a problem with that 3D wire.

of the Irrad-3D detector are considered (depicted in Figure 11.39). The regions selected in red
are regions that presumably have a problem with their 3D sense wire. On the other hand, the
regions inside the black rectangle are regions that are assumed to not have issues with their 3D

wires.
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Figure 11.39: Pulse height map of the 100 um region of the Irrad-3D detector. The single cells
selected in red presumably have problems with their 3D sense wires, while the cells selected
with the black rectangle are cells that presumably do not have issues with their 3D wires.
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Using the simulation results of the charge collected by channels ChO and Chl in the 100 um
cells in the Irrad-3D detector as a function of the predicted hit positions in the cell, such as the
ones shown in Figure 8.11, a relation between the collected charge by channels Ch0Q and Chl as
a function of the predicted hit position in the X axis was produced. These simulation predictions
can be compared with the measured results, shown in Figure 11.40.
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Figure 11.40: Profile histograms of the charge collected by channels ChO and Chl in the
transparent cluster as a function of the hit position in the X direction of the hit 3D cell. For the
simulated graphs, (c) and (d), the red selection represents cells without the 3D sense wire, while
the black selection represents cells without issues with their 3D wires. For the measured graphs
in the Irrad-3D, (a) and (b), the red selection depicts the cells that presumably have problems
with their 3D sense wires, while the black selection depicts the cells that presumably do not
have issues with their 3D wires.

As seen in the simulated profiles shown in Figure 11.40, the charge collected by ChO in
the transparent cluster for all the hit positions along the X-axis is lower for cells with an issue
with their 3D sense wire compared with cells that do not have problems with their 3D wires.
At the same time, the charge collected by Chl in the transparent cluster around the center
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of the cell (x=0) is almost O for the cells with an issue with their 3D sense wire, while it is
consistently negative for the cells without problems with their 3D wires. For the positions close
to the boundaries of the cells, both types of cells have a positive charge collection in Ch1 of the
transparent cluster. As seen in Figure 11.40, the measured cells in the different regions match the
predictions from the simulation, which suggest that the selected cells in red have problems with
their sense 3D wires and that the selected cells inside the black rectangle do not have problems
with their 3D wires.

Figure 11.41 shows the histogram of the mean charge collection for all the 3D cells in the
Full-3D detector, where the Gaussian distribution show the charge collection of the cells that are
not expected to be defective. The dotted vertical line is located at a distance of five standard
deviations from the mean of the Gaussian distribution marked in red. This delimitation was used
to discriminate the possible cells with defective 3D sense wires. Cells with a pulse height lower
than the delimitation value were excluded from the final selection of cells for further analysis.
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Figure 11.41: This is the histogram of the average pulse height for each cell in the Full-3D
detector biased with 90V. The red Gaussian curve fits the data for the pulse height of the cells
without fabrication problems. The blue dotted line is located five standard deviations away from
the mean of the Gaussian distribution and delimits the cells that could have defects with their
3D sense wires.

For the final cell selection, charge collection and efficiency studies were performed. These
studies were used to determine which cell geometry had better charge collection and to compare
the 3D detectors with respect to standard planar strip detectors. The results will be shown in
chapter 14.



Chapter 12

Analysis Of Data Taken With The ETH
High Rate Beam Telescope At PSI Test
Beams For Testing The Fabricated Planar
Pixel Detectors

As mentioned in section 10.2, on every trigger event from the TU, an event was saved with the
data from the tracking planes of the telescope, and information of the DUTs. The following
explains the necessary steps required to analyze the data.

12.1 Experimental Data

The first step of the analysis was to read the raw files and convert them to an event-based ROOT
Tree file. For this task, the EUDAQ Converter was used.

12.1.1 Analog Planes Decoding

As mentioned before in section 10.2, the silicon tracking planes in the telescope had analog
ROC information, and therefore the position of the pixels in a hit needed to be decoded. If the
planes were configured correctly, this task was done automatically by the software pXar[145].
During the test beam held in September 2019, there was a problem while setting the
parameters of the analog planes, and as a result, the sampling point of the ADC within a clock
cycle was not set correctly, which made the address levels split depending on the previous level.
Figure 12.1[146] shows how the data is encoded to identify the address of the pixel and its
pulse height when the ROC has been setup correctly. The first two levels, Ultra Black and Black,
define the spacing needed to identify the levels for the address positions CO, C1, RO, R1, and
CR. The specific combination of levels of these address levels determines the position of the
pixel that was triggered. When the timing to sample the data is wrong (i.e., too early), splitting
of the levels occurs. Figure 12.2 shows a comparison between the encoded values when the
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Figure 12.1: Oscilloscope image showing the different parts of the data transmitted in analog
planes, including the different levels for each address position.[146]

timing was set correctly (i.e., no level splitting) versus the case where the timing was not set
correctly (i.e., level splitting).
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(a) Timing correctly set. (b) Timing incorrectly set.

Figure 12.2: Encoded values for the analog ROC 0. These include Ultra Black, Black, and the
address positions. When the timing was correctly set (a) there was a clear separation between
the levels. On the other hand, when the timing was not correctly set, the transition between the
levels overlapped due to the splitting of the levels and it was not possible to identify accurately
the address of the pixel without further steps.

The splitting of the levels is depicted in Figure 12.3a. In Pulse 2, the transitions from five of
the six levels to Level 2 are shown. If Pulse 2 is sampled where the blue arrow is pointing, one
value is obtained for Level 2. On the other hand, if it is sampled where the red arrow is pointing
(early sampling), different values are obtained for Level 2. Figure 12.3b shows an example of
data taken in 2019 where the sampling was not done correctly. The histogram in blue shows the
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Figure 12.3: The diagram shown in (a)[145] depicts the splitting effect when the sampling point
is set too early. The blue curve in (b) is the histogram of the measured ADC values for the
address position CR in ROC 0 when the sampling was early. Only the values for Levels 0, 1, and
2 are shown. The red curve fits the data to the model that replicates the splitting of the levels.
The parameters of this model are used to estimate the real separation between the levels and to
recover the signals as if they were sampled correctly.

levels 0, 1, and 2 sampled in the address position CR. Instead of showing three distinct peaks,
three clusters of six peaks are obtained due to the splitting of the levels.

To solve this issue, the converter in EUDAQ and the decoding procedure in pXar were
modified to add the parameters required to recover the correct levels on an event-by-event basis.
The Ultra Black, the Black, and the address position CR were chosen for this task. The CR
position was designed to distinguish between left and right pixels in a row of a double-column.
This feature gave it a similar number of entries for each possible level, which made easier the
I€COVery process.

The first step to correct the levels was to estimate the values of the positions in Ultra Black
and Black by using the mean of all the Ultra Black and Black values in the data. The second
step was to fit the first three levels of the address position CR with 18 Gaussian distributions
(one for each peak as the ones shown in Figure 12.3b). The separation between consecutive
Gaussian distributions in a Level is set by the parameter D, and the separation between each of
the three levels (clusters of peaks) is modeled by the parameter Sy, (see Figure 12.3b). The first
estimate for the width of each of these Gaussian distributions (o) was the standard deviation of
the values in the position Black of the encoded analog data. The amplitude of each Gaussian
was left as a free parameter. The result of this fit is shown in red in Figure 12.3b.

A better estimation of the Ultra Black and Black values was calculated with the fitted
parameters. From the fitted model, the corrected value for the Black position, the offset between
the value in Level 1 and the value in the Black position, the spacing between the Levels 0-5, and
the compensation parameter to recover the signal (as if it was sampled correctly) were passed to
pXar to decode the addresses of the pixels and to correctly extract the pulse height of the signal
for each event.
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12.2 Clustering

With the correct decoding, the EUDAQ[139, 140] Converter created a ROOT[147] file with the
data organized on an event-by-event basis. For each event, the column (col), row (row), and
pulse height (g) of each pixel that had a hit from an ionizing particle for each plane were stored.
Additional information from the TU as the time in ms was also saved.

When an ionizing particle generated enough charge above the threshold in more than one
pixel, a cluster would form. As shown in Figure 12.4, in ~ 85 % of the time, the ionizing particles
just excited a single pixel in the detectors above the threshold, and in ~ 13 % of the time, they
excited two pixels. The remaining ~ 2% corresponded to three or more pixel clusters.

Cluster Sizes
Entries 7121936
Mean 1.681
RMS 0.5078

Fraction

DIIII||||i||||....i""illlliIIIIiIIIIiIIIIiIIII

0 1 2 3 4 5 6 7 8 9 10
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Figure 12.4: Cluster sizes for all telescope tracking silicon planes in 2019’s run 8. Most of the
clusters in the tracking planes are one-pixel clusters.

The positioning of the cluster was done by taking into account the amount of charge in each
of the pixels in the cluster. The following is a generalized description of the positioning: If for
an event i the plane p had a cluster consisting of N contiguous pixels which formed a set A2,
and the pulse height of the h-th pixel in the set # was qy,, then the local position of the cluster
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was calculated as shown in Equation 12.1.

N

Y coly(i)- qni)
h=1
€Ol ey (D) = =2 (12.1a)
Z qn(i)
h=1
he A
N
rowy(i) - gqp(i)
h=1
FOWp,py (1) = Z=2— (12.1b)
Z qn(i)
h=1

he#

As mentioned in section 3.1, each pixel had a width of 150 um and a height of 100 um. To
convert the local col-row coordinates into local spatial coordinates, the following transformation
was done:

52
xplocal = 150}.11'1‘1 : (COlplocal - ?) (1223.)
80
Vpioew = 100pm- (rowp, ., ey (12.2b)

The constants that were subtracted in Equations 12.2 made the center of the plane have the
local spatial position (0,0).

The charge of the cluster would be calculated afterwards using the pulse height calibration
for each pixel.

12.3 Alignment

For each arrangement of the telescope, ~ 10% of the events of a run were used for alignment.
The selected run for alignment had a low particle rate of the order of O(100kHz/cm?) or less,
and the DUTSs’ voltages were set close to the maximum voltage obtained during a voltage scan to
maximize their efficiency. The rest of the runs were used for analysis and relied on the alignment
parameters found with the alignment run.

A global spatial reference should be set to align the planes to have good spatial accuracy for
the hit position of the particles that passed through tracking planes 1 and 2 and the triggering
scintillator. This reference was set to the local spatial coordinates of the first plane upstream of
the DUTs (i.e., plane 3).

The representation of any point in the plane i with respect to the reference has been shown in
Equation 11.11. In this case, by construction, the local coordinates x’ and y’ were perpendicular
for these pixelated detectors; therefore, the two rotation angles in a plane should be equal, and
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only one rotation angle had to be found: ¢§, = ¢! = ¢'. The resulting rotation and translation for
this telescope are shown in Equation 12.3. The initial values for the alignment parameters for
each plane were assumed to be O (i.e. ¢' = xj =y, =0).

x cos¢p’ —sing’ 0) [« x!
y|=|sing’ cos¢p’ o[y |+|yE (12.3)
z 0 0 1)\o z!

Different procedures regarding the order and the tracking planes were tested. Table 12.1
shows the procedure implemented for the analysis.

Step Tracking planes Planes to align
1 3* 2,1,0
2 3,0 2,1
3% 3,2,1,0 Si-DUT
4 3,2,1,0,(Si-DUT)** Diamond DUT's
Notes:

* Assumes perpendicular trajectories
** If there was a Silicon DUT (Si-DUT)

Table 12.1: Implemented alignment procedure.

In each step, a similar approach to the iterative alignment procedure described in section
11.7 was implemented. The differences were in the number of iterations, the selection of data
for each step, and the termination criteria. The termination criteria of each step were determined
by a maximum number of iterations set to 20 or by the convergence of the residuals between
each iteration. All of the alignment steps converged before the maximum number of iterations.

For each iteration and each plane under alignment, the profile histogram of the residuals in x
(dX) vs. the predicted position in y, and vice versa (dY vs. x), were plotted. A linear fit of each
of these plots gave information on the rotation angle ¢ for each plane using the arctan on the
slope of each fitted line. As mentioned above, there was only one rotation angle per plane, so
the average of both results was taken as the estimator for the rotation angle. The obtained value
gave the correction d¢ that should be added to the parameter ¢ to align the plane. A projection
of each of these profile histograms along the residual axis gave a distribution for the residual
(i.e., dX or dY'), which should have a mean value of zero. The offset of these quantities from
zero, namely dx and dy, were used to update the corresponding translations along the x and
y axes. Figure 12.5 shows an example of the residual plots used for an iteration of one of the
planes. It can be seen in Figure 12.5 that after the 2nd iteration, the corrections needed for the
rotations and translations are negligible.

The events taken into account for each iteration of each step of the alignment were those
with only one cluster in each of the planes to reduce the ambiguity of the trajectories of particles
exacerbated by multiple scattering. All the data points that met this criterion were considered
for the first step of the iteration. For the next iterations, outliers in the residual plane of d X and
dY were excluded. One identified explanation for these outliers was noisy pixels that were not
masked while configuring the planes before the runs. Including these outliers in the alignment
would affect the convergence of the alignment.
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Figure 12.5: Example of the residual plots used to estimate the translation in the y direction
and the rotation angle during the 2nd iteration of the alignment of the 6th plane. The arctan of
the slope of the fitted red line gave the correction for the rotation angle d¢. The value of the
mean in the histogram for dY, gave the correction dy for the translation of the plane in the y
direction.

An ellipse around the residuals centered at 0 was chosen, and with each step of the iteration,
the ellipse size would be reduced to exclude the outliers. Equation 12.4 shows the region that
would be included for each iteration step, where the parameter “rn(i)” is the number of standard
deviations away from the origin for the iteration i. Events outside this region were not included
in updating the alignment parameters.

2 2
( ax )+( ay )sl (12.4)

n(i)-oax n(i)-ogqy

It was desired that for the first iteration (i = 0), all the data points were included and that the
size of the region decreased such that ~ 99 % of the data was taken into account at all times. This
meant that if the data behaved as a two-dimensional normal distribution, a starting value of n ~ 5
would include almost all the data, and a final value of n =3 would include ~ 99% of the data.
Different functions were tested to model the parameter n. The one that was the most stable and
that allowed a quick convergence was a sigmoid-like transition described by a Logistic function.
Equation 12.5 shows the general case for a Logistic function, where the parameter “A” describes
the amplitude of the transition, the parameter “x(” is the point where the curve reaches 50 % of
the transition, and the parameter “o” indicates the width of the transition as shown in Figure
12.6.

fx)= (12.5)

1+exp (—=2)

Equation 12.6 shows the implemented function to model the parameter n for each iteration
i and the maximum number of iterations set by the parameter MaxIt (in practice, it was set
to 20). The values 7 and 25 in the equation were set such that the transition from the initial

value of n ~ 5 and the final value of n ~ 3 happened during the first 40 % of the maximum
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Figure 12.6: General curve of a Logistic function. The transition is centered at xp and it takes
~ 100 for more than 99 % of the transition to occur.

number of iterations, and that the value n = 4 happened at ~ 14 % of the maximum number of
iterations. These values were found empirically to obtain reliable results for a maximum number
of iterations greater than 9. The curve in Equation 12.6 is shown in Figure 12.7. The effects on
the data taken into account for the alignment can be seen in Figure 12.8.

n(i)=3+ 2 (12.6)
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Figure 12.7: Curve that describes the parameter n as a function of the iteration.

To test the convergence of the alignment between each iteration step for termination, one of
two conditions had to be met for all the planes under alignment: the quantities dR = /dx? + d y?
and d¢ were less than the specified thresholds, or the changes in dR and d¢, namely AdR and
Add, were less than 10 % of the given thresholds. Equations 12.7 show the termination criteria
for the alignment.
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Figure 12.8: Data taken into account for alignment in the 2D space of residuals dx and dy for
plane 6.

dR <10"*mm (12.7a)
dp <10 3rad (12.7b)
AdR <10°mm (12.7¢)
Ad¢p <10"*rad (12.7d)

Figure 12.9 shows the convergence for alignment step 4, where the silicon DUT was in plane
6 (see Figure 10.5). The criteria for d R were reached at the 11th iteration, while the convergence
for the parameter d¢ was reached in the second iteration.
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Figure 12.9: Convergence of the alignment for plane 6. The parameters dR and d¢ converged
at the 11th and 2nd iterations, respectively.
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12.4 Tracking

With the alignment parameters xé, yé, and ¢’ for each plane in the telescope, it was possible to
generate tracks for the rest of the runs. For each run, the events considered for analysis were
the ones with one cluster for each tracking plane, as more clusters would create ambiguity in
creating the trajectories of the incident particles. The trajectories were assumed to be straight
lines, and the effects of this assumption would be observed in the y? of the linear fits.

With a cluster in each silicon plane, a linear fit was performed in the x-z plane and another
one in the y-z plane. The y? of the linear fit was used as the goodness of fit for the fitted
trajectory of the incident particle. The uncertainties used for the position in each plane were
extracted from the residuals in each plane from previous runs. For the first plane upstream (i.e.,
plane 3), the digital resolution of pix;ze/ v/12 was used for the uncertainties as it was set as the
reference. These fits were used to predict the hit position of the particles in the DUTs.

If the DUT had a cluster, the residuals in the X and Y directions between the predicted hit
position and the DUTs cluster position were calculated.

12.5 Data Selection

The following subsections describe the selections made on the data for the analysis. The data
selection was performed after the alignment and tracking were performed. The following is a
list of the different selection criteria applied to the data for the final analysis:

* Reconstructed trajectory (referred to as track)

Beam interruptions (referred to as beam)

Trigger phase (referred to as phase)

Angle distribution (referred to as angle)

x2 of the linear fits (referred to as chi2)

Pixel mask (referred to as mask)

Fiducial region (referred to as fiducial)

Hit distance (referred to as rhir)

The first criterion, reconstructed track, is the starting point, where a track is reconstructed
using all the tracking planes of the telescope.
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12.5.1 Beam Interruptions

As rate studies were performed during the test beams at PSI, it was important to have a constant
rate for each run. Periodically the beam was diverted to other experimental areas, which made
the rate at the 7M1 area drop for a couple of seconds before rising again to the nominal point
that had been set. Besides the planned beam diversions, the rate of the beam also dropped if
there were problems with the stability of the beam.

The time stamps for the event generated by the TU were used to identify the beam inter-
ruptions. The resolution of these timestamps was 100 ms. For this task, the derivative of the
timestamps of the events with respect to the events was estimated. With a stable beam, this
derivative was expected to be zero in most cases, with values in the order of O(~ 100 ms/event)
between each step in the resolution of the timestamps. Values larger than 1500 ms were expected
to correspond to beam interruptions. Events that came within 5 s before and 20 s after the beam
interruption were discarded from the analysis. An example of the derivative of the timestamps
and the threshold to determine the beam interruptions is shown in Figure 12.10.
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Figure 12.10: Discrete derivative between the events’ timestamps with respect to the event
number. This result gives an idea of the time taken by the TU between each event. The red line
marks the threshold used to identify beam interruptions.

12.5.2 Trigger Phase

As mentioned in section 10.2.1, the clock signal sent by the TU to the DTBs was a 40 MHz
signal. The DTB generated a 400 MHz signal with the received clock signal to determine the
“time” when the trigger arrived within the 40 MHz clock cycle. This is called the trigger phase
and 1s given a number between 0 and 9. A trigger phase of 0 means the trigger arrived at the
beginning of the 40 MHz clock cycle, while a trigger phase of 9 implies the trigger came at the
end of the 40 MHz clock cycle.
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It was expected that events coming from particles not responsible for the trigger signal would
have a different trigger phase that deviated from the ones optimized during the setup. For this
reason, only events that fell within the three trigger phases for each DTB with the largest number
of events, which correspond to 65 %-75 % of the data, were chosen for the analysis. Figure 12.11
shows the amount of data for each trigger phase for a run made in 2018. The selected trigger
phases are shaded in blue and correspond to 73 % of all the data for that run. The reason for
choosing three trigger phases instead of five was to minimize the fraction of events that did not
correspond to the particle that triggered the event, which compromised the number of events
used in the analysis.
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Figure 12.11: Number of entries recorded for each trigger phase in the first DTB. The shaded
region in blue represents the three highest contiguous trigger phases which amounted to 73 % of
the events.

12.5.3 Angle Distribution

An example of the angular distributions of the inclinations of the tracks in the x-z plane (i.e.,
angle in x) and the y-z plane (i.e., angle in y) can be seen in Figure 12.12. The distributions
are Gaussian-like according to the beam divergence at the point where the setup was placed.
Around the tails of the angular distribution, it was expected to have particles with momentum
slightly different from the one set by the collimators and the dipole magnets. These particles
would deposit a different charge than the expected for particles with a momentum of 260 MeV/c.
Additionally, particles that did not traverse the sensor perpendicularly would deposit more charge
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as they would travel a larger distance through the sensor.

Eo < -1 (12.8a)

cosf

0< arccos( ) (12.8b)

1+EQ

Equation 12.8 shows the relative error on the deposited charge Eq for a given particle with
an incident angle 6 # 0. A selection of the tracks with incident angles smaller than 1.5°, which
accounted for ~ 95% of the data, was set such that all the selected tracks deposited the same
charge with an error Eq smaller than 0.1 %. The criterion was applied for angles in the Y and X
directions. Figure 12.12 shows the angular distribution in the Y direction for the tracks of a run
taken in 2018.
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Figure 12.12: Angular distribution in the Y direction for the trajectories fitted using the four
tracking planes. The violet line in the axis depicts the range of the angles used for the analysis.
The fit parameters p1 and p2 are the center and the standard deviation of the fitted Gaussian
distribution, respectively. These fit parameters are typical for the data taken in the 2018 and
2019 test beams.

12.5.4 y* Of The Linear Fits

In the ideal case, a y? distribution with two degrees of freedom was expected for fitting a straight
trajectory with four data points as was the case for the setup. Multiple scattering could cause the
distribution to deviate from the ideal case. Selecting the 40 % of the tracks with the lowest y? in
the “X” and “Y” direction was a good compromise between selecting the tracks with a small
amount of scattering within the planes and having enough data for the efficiency and charge
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studies performed. Figure 12.13 shows the threshold set in the y? distribution for the tracks
fitted in the X direction for a run in 2018.
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Figure 12.13: y? distribution obtained for the linear fit for the X direction for a typical run in
2018. The red line depicts the threshold used to select the 40 % of the tracks with the lowest )(2,
and the dotted black line depicts the theoretical y? distribution for two degrees of freedom.

12.5.5 Pixel Mask

Two types of pixel defects were found in the tested detectors. The first type was caused by the
manipulation of the sensor during fabrication. The other type was related to the ROC and was
independent of the sensor. The problems caused during the fabrication process, such as scratches
on one of the fabrication layers mentioned in chapter 6, made the pixels unresponsive to charges
injected into the sensor’s damaged pixel by the ROC. These problems could be identified by
visual inspection using a microscope. In the case of the issues related to the ROC, the pixels
were noisy or failed the pulse height calibration. Including these known problems would affect
the charge and efficiency studies. Therefore these pixels were masked from the charge and
efficiency studies.

To identify the pixels that failed the pulse height calibration, the y? and the degrees of
freedom obtained for the fitted curves between the injected charge in Vcal units and the measured
pulse height in ADC units for each pixel were used. Pixels with a large y? with respect to the
degrees of freedom and pixels with a small number of degrees of freedom did not have a reliable
pulse height calibration and therefore were masked. The two cases are shown in Figure 12.14.
Besides the pixels that failed the pulse height calibration, pixels that were calibrated successfully
but that were only responsive to injected charges (i.e., they responded only to charges with high
Vcal units, above ~ 1000 e from the set threshold) were also masked.

The unresponsive pixels were identified before the data taking and were saved in a mask file.
As for the noisy pixels, the occupancy of the run was used. A pixel was identified as noisy and
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Figure 12.14: Example of the two cases where the pulse height calibration failed. In (a) the
large ¥? was caused by the two data points for injected charges above 800 Vcal, where the read
pulse heights were 0 ADC. In (b) most of the read values were 0 ADC, such that there were only
four data points to fit the curve which gives a total degree of freedom of 0.

masked if it had an occupancy larger than eight standard deviations above the average of its 24
closest neighboring pixels. Figure 12.15 shows an example of the identified unresponsive and
noisy pixels.
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(a) Occupancy of plane 4 during a test beam run. (b) Identification of masked pixels.

Figure 12.15: Example for the identification of noisy and unresponsive pixels. In (a) the
occupancy of plane 4 shows white values for pixels with 0 occupancy which are marked as cold
in (b). As for the two pixels circled in red in (a), their occupancy is higher than their neighboring
pixels and therefore are marked as hot in (b). Pixels that are not marked as hot or cold in (b) are
colored in green, while hot pixels are colored in red and cold pixels are colored in blue.

Problematic pixels would affect the charge and efficiency studies by misrepresenting the
rest of the pixels in the detector. For example, if a particle passes through an unresponsive
pixel, then the efficiency and the collected charge would drop. Therefore, the predicted hit
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positions of the tracks in the DUT were used to select only the trajectories that did not pass
through identified defective pixels. Using the predicted hit position and the column and row
positions for single pixel clusters in the DUT, a linear relation was found between the predicted
hit position and the local pixel position in terms of columns and rows. Figure 12.16 shows the
linear relationship between the predicted hit position in the X coordinate and the pixel column
in the DUT located in plane 6, and the linear relationship between the predicted hit position
in the Y coordinate and the pixel row in the DUT located in plane 4. In theory, if the planes
were completely perpendicular to the beam, the proportionality term of the linear fit should be
pl =66.67 col/cm for the columns vs. the X-positions, and p1 = 100row/cm for the rows vs.
Y-positions.
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Figure 12.16: Profile histogram between the hit column and the predicted X position by the
telescope for the DUT in plane 6 (a), and the hit row and the predicted Y position by the
telescope for the DUT in plane 4 (b). The linear fit was done in most cases ten pixels away from
the borders to ensure the diamond’s electric field was uniform and there was less ambiguity
with the hit position. The fitted values are shown as p0 for the offset term and p1 for the
proportional term. Ideally, a perfectly perpendicular setup with respect to the beam would give
pl =66.67 col/cm for the column vs. X case, and p1 = 100row/cm for the row vs. Y case.

In practice, the plane would not be perfectly perpendicular to the beam and would have a
small inclination 6. The two extreme cases were considered, such that all cases were between
these two extremes: The first one was when the telescope’s planes were perpendicular to the
beam, but the DUT plane was not and had small inclinations 6y, (see Figure 12.17a). The
other case was when the telescope’s planes had a small inclination 6yy,,; with respect to the
beam, and the DUT did not (see Figure 12.17b). In the first case, the proportionality term would
be larger than the ideal case by the amounts shown in Equation 12.9 for small angles 6 and 6,,.
In the second case, the proportionality term would be smaller than the ideal case by the amounts
shown in Equation 12.10.

The small angle inclinations were estimated to be less than 10° which bounded the propor-
tionality constants to be: 65.65col/cm < ply;  <67.69col/cm, and 98.48 row/cm < pl;oy,y <
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Figure 12.17: The extreme cases considered for the resolution in the DUT by the telescope given
by the proportionality parameter pl. In (a), the tilting by an angle 0 of the DUT makes the
parameter p1 larger. In (b), the tilting of the telescope planes by an angle 8 makes the parameter
pl smaller.

101.5row/cm.

1col
1 = 12.9
Pleolx 150 um - cos (6,) ( a)
l1row
Plrowy = (12.9b)

- 100um - cos (6)

_ 1col-cos(0y)

) ~ 1col-cos () 12.10

Plcol,x 150Hm ( a)
. _ lrow-cos(8,) (12.10b)

Plrowy = 100 um ’

As mentioned in section 10.2, multiple scattering would deviate the trajectories of the
incident particles from their predicted hit position. Consequently, the spread of these deviations
was measured in each DUT. Figure 12.18 shows the spread in the X direction for a predicted hit
column in DUT plane 6.

The bell-like distribution for the spread in each of the variables was taken into account to
mask an elliptical region of 3 standard deviations in the X and the Y directions, to mask up to
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Figure 12.18: Distribution of hit columns for a given predicted hit position in X. The o of the
bell-like distribution in (b) was found to be 1.5 columns (parameter p2 in the statistics box).

99 % of the tracks that would pass through the masked pixels. Figure 12.19 shows the occupancy
before and after masking the regions around the masked pixels, shown in Figure 12.15. In the
following sections, this cut will be referred to as “mask”.
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Figure 12.19: Incidence of the tracks before and after masking the regions around the unrespon-
sive and noisy pixels shown in Figure 12.15.

12.5.6 Fiducial Region

Another measure that was taken into account to avoid the inclusion of particles that hit outside
the detector or regions that were known to have problems, such as the ones damaged during the
fabrication process, was to establish a fiducial region. These regions were set to be at least three
pixels away from the borders in most cases. In the case of the sample CMS04, the regions that
were affected by mistakes during the fabrication process were identified, and a fiducial region
three pixels away from the affected areas was chosen (see Figure 12.20).
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Figure 12.20: Regions showing the fabrication defects that were identified visually before the
bump-bonding of sample CMS04. The regions in red enclose the affected regions. The blue
rectangle, which is at least three pixels away from the affected areas, was chosen as the planned
fiducial region for the studies made on this sample.

12.5.7 Hit Distance

Only events whose predicted hit position was close to the cluster position in the DUT were
taken into account to get accurate maps for the charge collected by the detector. In other words,
their event residuals in the DUT (X5, Yres) had to be within 2.5 standard deviations of the
distributions of the residuals in X and Y for all the events. This measure included 95 % of
the events whose predicted hit positions were closest to the actual cluster position in the DUT.
Equation 12.11 shows the selection criteria described above, where X, (i) and Y;s(i) are the
residuals for an event i, and 0, and 0,,, are the standard deviations of the residuals in X and
Y, respectively in the DUT. This cut will be referred to as “rhit”.

. 2 . 2
( dx(@) ) +( dy® ) <1 (12.11)
25-04x 2504y
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12.6 Pulse Height In ADC Units Vs. Charge In Vcal Units

For each event, the measured pulse height in ADC units was transformed into collected charges in
Vcal units using the pulse height calibration done before the data taking during the configuration
of the planes. In general, the relationship between the pulse height in ADC units and the
collected charge in Vcal units has the shape of a sigmoid curve. Three different curves were
tested to fit the calibration data: The error function (erf), the hyperbolic tangent function (tanh),
and the CDF of a Weibull distribution (weibull). The parametrized functions used to fit the
calibration data are shown in Equations 12.12.

0
P + p2

erf: p3-(erf(x ) (12.12a)

- p0
tanh: p3- (tanh(x + p2 ) (12.12b)
x \P!
weibull : p3- (p2—exp (— (_O) )) (12.12¢)
p

Michael Reichmann made a test by injecting charges through the Vcal DAC, ranging from
40 Vcal to 200 Vcal and reading the pulse height corresponding to the injected charges. The
read pulse heights were then converted to charge calibers in terms of Vcal units using the pulse
height calibration. This procedure resulted in a distribution of the measured charges in Vcal
units. He found that the standard deviation of the curve for the converted charges was 7 Vcal
when charges corresponding to 40 Vcal were injected and 5.6 Vcal when charges corresponding
to 200 Vcal were injected[148]. Based on these findings, a fixed uncertainty of 6 Vcal for the
injected calibration charges was assumed. Tests were made with different uncertainties ranging
from 5 Vcal to 8 Vcal without changing the conclusions obtained with the assumption of an
uncertainty of 6 Vcal.

As for the readout values of the pulse height in ADC units, only the average of the measured
pulse height in ADC units for a specific injected calibration charge was retrieved from the
calibration, making it impossible to find the uncertainty of the readout values. Consequently, the
uncertainty values for the readout pulse heights in ADC units were increased until the obtained
x? values from fitting the pulse height calibration data with the functions mentioned above (i.e.,
erf, tanh, and weibull) were of the same order of magnitude as the degrees of freedom for all the
pulse height calibrations. This value was found to be 3 ADC.

During a test beam in 2019, a pulse height calibration using 255 different calibration charges
was made on the device CMS04. The data were fitted with the functions shown in Equation
12.12 to determine which function better described the calibration data. The y? of the fitted
curves for all the pixels in the ROC was used as the goodness of fit. For the fits, the pulse heights
which reached saturation (i.e., 255 ADC) were given an upper uncertainty of 100 ADC to account
for the fact that the value was saturated. Values below the trimmed value, which gave a pulse
height of 0 ADC, were excluded from the fit. An example of the obtained fits and the distribution
of the y? for all the pixels can be seen in Figure 12.21. The results of the mean of the y? are
summarized in Table 12.2. As a result, the Weibull CDF function was used to interpolate the
measured pulse height in ADC units into charges in Vcal units for the results shown in this work.
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Figure 12.21: Different fits with different functions for the data with 255 calibration values.
(a) shows the data fitted with the function tanh, (b) shows the case for function weibull and (c)
shows the y? for all the pixels fitted with erf.

erf | tanh | weibull
<)(2) 694|714 66.0

Table 12.2: Mean value for the y? distributions obtained after fitting the 4160 pixels with the
functions erf, tanh and weibull).
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12.6.1 Charge Calibration

Usually, the Vcal to electrons calibration of the ROCs is achieved by measuring the charge
collected by the sensor in terms of Vcal units under different X-ray wavelengths coming from
different X-ray targets. At the pixel laboratory, when the DUTs were fabricated, there were
targets ranging from Zn with 8.64 keV up to Sn with 25.27 keV used for the commissioning of
the pixel silicon detectors for the CMS experiment. Using these energies, it was not possible to
measure the X-rays with the diamond prototypes.

The reason it was possible to calibrate silicon detectors but not diamond detectors is a
combination of two factors: The low number of eh-pairs produced and collected with pCVD
diamond sensors, and the low mass energy absorption coefficient of carbon[149] compared
with silicon which is, in average, 17 times smaller[150] than silicon for the X-ray energies that
were available in the pixel lab. Even if there had been some charge collection with some X-ray
targets, the conversion between the absorbed energy and the incident energy is not trivial with
pCVD diamonds as their CCE is below 100 %, and it is different for each sensor, as mentioned
in section 8.1.1.
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Figure 12.22: Distribution obtained for the calibration of 4864 psi46digV?2.1-respin ROCs with
a linear regression between Vcal units and electrons.[151]

As a consequence, instead of characterizing each of the ROCs used, the average values for
the linear relationship between the charge in Vcal units and the charge in electrons from the
Phase 1 commissioning of the layers 2-4 pixel detectors performed at the institute for the CMS
experiment were used. These results can be seen in Figure 12.22. With these results, the linear
relation, with its systematic uncertainties, shown in Equation 12.13 was used to convert the
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measured charges in Vcal units into electrons.

Qle] = —54.5(1045) e + 47.10(214) —— - Q[Vcall (12.13)
Vcal

12.7 Pumping And Rate Scans

As mentioned in section 10.2.2, one of the experiments made during the test beams at PSI
were rate scans, where the detectors were measured with different rates of particles. The scan
consisted of several up-down scans, where an up-scan refers to increasing the rate of particles
between each run, while a down-scan refers to decreasing the rate of particles between each run.

During the rate scans, it was seen that in most cases, the first up-scan disagreed with the rest
of the rate scan. This effect can be seen in Figure 12.23, where the first up-scan is highlighted
in red. It is believed that this effect was caused by pumping, which meant that the pumping
run before the rate scan was insufficient to passivate the deep traps in the sensor[152]. For this
reason, the first up-scan in the rate scans was taken as part of the pumping procedure and was
not included in the rate scan studies. The value for the rate was calibrated before the rate scan
by adjusting the rate in the triggering planes of the telescope (i.e., planes 1 and 2 in Figure 10.5)
using the beamline’s collimators. An uncertainty of 10 % was assumed for the rate for every run.
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Figure 12.23: Complete rate scan for samples CMS04. The red line highlights the first up-scan
which disagrees with the rest of the performed scans.
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Test Beam Results and Discussions



Chapter 13

Results Of The Fabricated Diamond Pixel
Detectors Tested At PSI

In this chapter, the results from the fabricated pixel detectors described in section 3.3 with
the pCVD diamonds CMS04, CMS01, CMSO02, 116-93, and I16-750 that were tested at PSI
test beams, as mentioned in chapter 10, will be shown. All the samples had roughly the
same ~ 1cm x 1cm dimensions and a thickness of ~ 500um, except for the 116-750 that had
a thickness of ~ 750 um. As mentioned in section 10.2, all the fabricated devices were tested
alongside a silicon pixel detector as a reference. As one of the main objectives of this thesis is
the development of a scalable fabrication process for pixel detectors using a diamond sensor,
this chapter begins with the identification of fabrication defects, followed by the selection of
regions without pixel defects for the charge and efficiency studies. The effects of the different
cuts will then be presented and discussed, followed by a discussion of the charge collected in
electrons. During the test beam held in September 2019, there were complications with the
measured data. The first problem was a missing calibration for low pulse heights of the DUTs!,
and the second was an excess of event misalignments between the DUT's and the telescope. The
encountered issues and their implications in the results will be discussed. In the end, the results
of the performance of the measured detectors in terms of charge collection and efficiency are
discussed.

13.1 Identified Pixel Defects

As mentioned in section 12.5.5, pixels identified as defective, either from the fabrication of
the sensor or from problems with the ROC, were masked following the procedure based on
the predicted hit position. Table 13.1 summarizes the total percentages of masked pixels and
indicates why they were masked. For the fabrication defects, the defects identified by microscopy
studies are labeled in the notes of the table.

Device under test
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Fabrication fiitllglg;ed Estimated

DUT Failed PH | Noisy and | defects Bad bump 900d pixels yield of
calibration | unresponsive| (excluding | formation after good pixels

bumps) fabrication for analysis
CMS04 0.6 % 0.1% 4.3 %% 0.2% 95.5% 94.8 %
CMSO01 0% 0.7 % 0% 0.3%* 99.7 % 99.0 %
116-93 0.2% 0.6 % 0% 0.1%* 99.9 % 99.1 %
CMS02 1.4 % 3.0% 65.7 %° 0.1%" 34.2% 29.8%
116-750 0.2% 1.8% 14.9 %® 0.1%* 85.0 % 83.0 %
Si-D8* 0.5% 0% N.A. N.A. N.A. 99.5%
Si-D2* 0.5% 0.0% N.A. N.A. N.A. 99.5%
Notes:

* Silicon reference pixel detectors.

% Defects by tweezer scratches.

* Defective region in the photolithography mask that affected the bumps.
@ Connected metallization after lift-off.

Table 13.1: Percentages of masked pixels according to their reasons and the expected yield of
good pixels for the analysis of the DUTs tested in 2018 and 2019.

13.1.1 Pixel Defects From Fabrication

Of all the fabrication process defects, the bad bump formation was the least frequent. In
each sensor, between three and 12 bumps were misshaped or wrongly placed. For four of the
samples (i.e., CMSO01, 116-93, CMS02, and 116-750), the reason for three misshaped bumps
(the only bump problems for 116-93, CMS02, and 116-750) was identified as a problem with the
photolithographic mask used before the UBM? deposition or before the indium deposition, as it
can be seen in Figure 13.1a. Because of impurities on the mask, the indium bumps in those three
pixels were wrongly formed, as seen in Figure 13.1b. This problem can be solved by cleaning
and checking for impurities on the photolithography mask before each process.

For the rest of the nine bump formation defects in samples CMS04 and CMSO01, the source
of the problem is unknown. Figure 13.2 shows an example of these bump formation defects.
Based on this, an efficiency of 99.91(2) % is estimated for fabricating well-shaped indium bumps
in the correct position.

The most common issue during the fabrication of the first device (i.e., CMS04) was due
to scratches caused during the fabrication process, as shown in Figure 12.20. This problem
was caused by the handling of the sensors with the wrong set of tweezers (ceramic tweezers
with narrow-rounded tips). It was solved by getting better tweezers for handling small samples
(plastic tweezers with wide-flat tips), and as a result, no scratches were made in the following
fabricated devices, CMSO01, 116-93, CMS02, and 116-750.

The third fabrication defect was the interconnection of various pixels by leftover metallization

2Under-bump metallization
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(a) After photolithography before the In evaporation. (b) After the In bump formation via reflow.

Figure 13.1: Microscope pictures of sample CMSO01 after the development of the mask before
the In deposition (a), and after the reflow process to form the In bumps (b).

(a) Bump formed in the wrong position. (b) Bump formed with the wrong shape.

Figure 13.2: Example of the identified errors during the bump formation of the bumps on the
sample CMSO1. The bumps with problems are encircled in each case.

between the pixels, as seen in Figure 13.3. It is unknown if this problem happened during the
photolithography before the deposition of the first metallization layer or during the lift-off of the
first deposited metal. This problem could have been solved if the sample had been inspected with
a microscope after the lift-off of the first metallization. If it had been identified, the metallization
could have been removed, and the metallization process repeated. Unfortunately, for samples
CMSO02 and 116-750, due to time constraints, this was not done, and large areas of the sensor
were affected by this problem. The affected areas in each of the samples were located in different
regions.

The effects of these fabrication defects will be discussed in the next section in the discussion
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Figure 13.3: Microscope picture of a section of the affected pixels caused by a problem with
metallization in sample CMS02. The leftover metal in the corner of the pixels electrically
connected them.

of the selected study regions for each device measured during the PSI test beams.

13.2 Regions Of Study

The fiducial regions selected for the silicon DUTs Si-D8 and Si-D2, that were used as reference
detectors, were chosen as large as possible, leaving a clearance of at least three pixels from
the borders, as seen in Figure 13.4. This was done to have the biggest area inside the DUTs as

discussed in section 12.5.6.
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Figure 13.4: Detection efficiency maps of the silicon DUTs, where the black rectangles depict
the selected regions for the studies.

For the pCVD diamond pixel detectors, the regions with fabrication defects presented
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unresponsive pixels® or ineffective pixels with a diminished charge collection, as can be seen in
Figure 13.5. For this reason, the fiducial region selected for the rest of the analysis was set at
least three pixels away from the known defects, as mentioned in section 12.5.6. Figures 13.5
and 13.6 show the fiducial regions selected on the diamond devices for the analysis. It is worth
noting that inside the region without fabrication defects in Figure 13.5b, the collected charge of
the device is not uniform, which is a characteristic seen in pCVD diamond devices[153].
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(a) Efficiency map. (b) Cluster charge map.

Figure 13.5: Maps of the detection efficiency (a) and cluster charge (b) of CMS04 biased with
~750V and a beam flux of 100 kHz/cm?. The black box is the selected region for analysis. The
microscopy picture showing the fiducial region and the defects can be seen in Figure 12.20.

13.3 Data Selection Effects On The Efficiency And The Charge

As mentioned in section 12.5, a series of selection criteria were applied to the data for the
analysis: track, beam, phase, angle, chi2, mask, fiducial, and rhit*. Each selection criterion is
applied after applying the previous ones, so the effects of the selections are cumulative. Figure
13.7 shows the cumulative effects of these selections on the detection efficiency (efficiency for
short) and the cluster collected charge (charge for short) for the DUT CMS04. A discussion
regarding the reported efficiencies and their uncertainties is given in Appendix H.

The efficiency results shown in Figure 13.7a are for all the cumulative selection criteria
except for rhit, as the effects of multiple scattering are not negligible and strongly affect the
measured efficiency. The charge results shown in Figure 13.7b include the effect of rhit in the
cumulative selection criteria to have certainty that the measured signal comes from the vicinity
of the predicted hit pixel and not from noisy pixels or pixels outside the fiducial region.

3The pixels did not respond to injected charges from the ROC.

4track refer to reconstructed trajectory, beam to beam interruption, phase to trigger phase, angle to angle
distribution, chi2 to y? of the linear fits, mask to pixel mask, fiducial to fiducial region, and rhit to hit distance (see
section 11.6).
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Figure 13.6: Detection efficiency maps of the diamond devices. The black polygon encloses the
fiducial region chosen for each device.
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13.4 Charge In Electrons

The estimation of the charge in electrons has a large systematic uncertainty due to the large
uncertainty in the calibration constants used, as was discussed in section 12.6.1. An example of
this is shown in Figure 13.8, where the black error bars indicate the statistical uncertainty, and
the red bars indicate the systematic uncertainty.
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Figure 13.8: Selection effects on the collected charge shown in Figure 13.7b in electrons. The
data corresponds to CMS04 biased with —750V. The black error bars represent the statistical
uncertainties, while the red error bars represent the systematic uncertainty of the Vcal-to-electron
calibration.

Because all the detectors share the same calibration constant to convert charge in Vcal units
into electrons, and because the systematic uncertainty from the calibration constant is much
larger than the statistical uncertainty, only the plots with the charge in Vcal units are shown.
Nevertheless, the results in the tables are displayed in electrons with statistical uncertainties and
systematic uncertainties from the calibration constants.

13.5 Complications With The Measured Data

During the test beam carried out in September 2019, several runs were corrupted, affecting
about 30 % of the analyzed data. It was unknown why the files were corrupted, but it was not
possible to convert raw files. The data that suffered the most were taken at the highest incident
particle rate. For this reason, the rate scans for the devices measured in 2019 (CMSO01, 116-93,
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CMS02, and 116-750) do not have the data point for rates corresponding to particle fluxes above
10° kHz/cm?.

Besides this problem, there were two other issues during this test beam that affected the data
available for analysis and the results. One of the problems was the incorrect configuration of the
planes, which placed the effective threshold for the pixels above the desired value of ~ 1400e.
The other issue was an increase in event misalignments between the data recorded by the DTB
handling the DUTs and the DTB handling the telescope’s tracking planes.

13.5.1 Problems With The Detectors’ Configuration

The wrong configuration of the planes mainly affected the data taken with the DUTs CMSO01,
116-93, and the silicon Si-D2. The effect of the wrong configuration of the planes can be seen in
Figure 13.9, which shows the pulse height calibration for a pixel in DUT CMSO01. It can be seen
that the gain of the ADC of the ROC was not optimized, which caused a low resolution of the
pulse height (i.e., only 53 % of the dynamic range of the digitizer was used). Additionally, the
lowest charge in Vcal units that the pixels in the ROC responded to was 100 Vcal which is about
4700 e.
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Figure 13.9: Pulse height calibration for the pixel located at column 26 and row 40 of the DUT
CMSO1. Around half of the available values of the ADC were not used, which suggests the
amplifier gain was not set correctly, and the first injected charge, which was not read as a 0 ADC,
had a value of 100 Vcal, which means the detector’s threshold was around 4700 e.

A threshold of about 5000 e is too high for pCVD diamond, as seen in the charge distributions
of DUT CMSO04 in Figure 13.10 that did not have this problem. It can be seen that about 27 %
of the read data lies below 100 Vcal for CMS04 biased with —100V, while 20 % of the data lies
below 100 Vcal when biased with =700 V.

From Figure 13.10, it can also be seen that the MPV for CMS04 changes at most 40 Vcal
(~ 1800e) for the shown voltages, while the mean of the distribution changes by about 100 Vcal
(~ 4700e). For this reason, the mean of the distribution was used to compare the charge
collection performance of the detectors under different experimental conditions. Additionally,
it is seen that despite the differences in the bias voltage, all the distributions have a steep rise
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as the collected charges approach the configured threshold close to 50 Vcal, which suggests
that the shape of the distribution in this region is determined by the configured threshold and
is independent of the applied bias voltage to the detector. This would bias the mean of the
distribution giving higher values for the measured average collected charge.
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Figure 13.10: Normalized distributions to the MPV around 100 Vcal for the collected charge of
DUT CMSO04 for a biasing voltage of —100V, —300V, and =700 V.

In addition, the high threshold problem also affected the silicon plane measured together
with the affected diamond samples CMS02 and 116-750, which caused the silicon planes to have
a lower efficiency than expected, as the events with charges below 100 Vcal (~ 4700e) were not
registered. This can be seen in Figure 13.11, where the lower end of the charge distribution of
the silicon plane Si-D8 configured correctly is compared to the affected silicon plane Si-D2 with
a wrong configuration.

Although during calibration, there was no readout from any of the pixels when injected with
charges below 100 Vcal as seen in Figure 13.9, during the data-taking runs, there were measured
pulse heights read by the ADC which would correspond to values lower than 100 Vcal (e.g.,
pulse heights below 50 ADC for the pixel in Figure 13.9).

A transient effect was seen by Michael Reichmann[154], which affected the measured pulse
height for a given injected charge. In his findings, up to a maximum drop of 25 % in the measured
pulse height in ADC units was found in an interval of a minute. His hypothesis for this effect
is that the temperature of the ROC affected the data taking, which is significant during the
calibration of the ROCs, which was usually performed at room temperature. In contrast, during
data taking, the ROCs warmed up, drifting the pulse heights to lower values.

This drift of the pulse height could arise from the ADC in the periphery of the ROC or the
analog domain in the preamplifier or shaper in the PUCs”. If it were from the ADC, no effects
on the efficiency would be expected. On the other hand, if it came from the analog domain, this
effect would affect the efficiency as the signals would drift below the detection threshold.

SPixel unit cell (see section 3.1)



190 13. Results Of The Fabricated Diamond Pixel Detectors Tested At PSI

3 2
= ey 2 T E
i w1g’®
10° I o 4 1y ;
! ) g i
i g ] N
5 W) A
- f
10° #
10° i
i) i
it ; bl
i ‘ mwﬁw
10 I 10 Tl .
b Entries 60157 i Entries 37853
Mean  523.7 Mean  560.3
I RMS 1046 RMS 113
1 ‘ 1
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
Charge [Veal] Charge [Vcal]
0 5000 10000 15000 20000 25000 30000 35000 0 5000 10000 15000 20000 25000 30000 35000
Charge [e] Charge [e]

(a) Lower end of the charge collected by the silicon DUT (b) Lower end of the charge collected by the silicon DUT
D2. D8.
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Figure 13.12: Charge distribution for CMSO1 in (a). A large peak with 0Vcal charge is
appreciated. The vertical dashed lines mark the collected charges of 30 Vcal (~ 1400e) in
red and 100 Vcal (~ 4700e) in black. The events with extrapolated collected charge of 0 Vcal
occurred at a constant rate as seen in (b), where the fitted line in red is consistent with a constant
rate of 768.5 Hz. The locations of the tracks where these events happened are shown in (c) which
correlate with inefficient regions which are shown in (d).
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Because of the drift of the pulse height, all the runs for the DUTs CMSO01 and 116-93 have a
large peak at a measured charge of 0 Vcal in their charge distributions, as seen in Figure 13.12a.
This affects the average charge measured with the devices; therefore, the measured charge was
considered to be a lower bound on the real charge that would have been measured if the detectors
had been configured correctly.

Figure 13.12b shows for a representative run that the rate of events that with an extrapolated
charge of 0 Vcal was constant throughout the runs. Figures 13.12¢ and 13.12d show that these
events happened with increased incidence in some regions, which were correlated with low-
efficiency areas. These regions would correspond to the low charge collection regions of the
pCVD diamond which are more affected by the high threshold.

Another piece of evidence that supports the hypothesis that the analog domain of the PUCs
partly caused the pulse height drift is seen in Figure 13.13. This figure shows the efficiency of
the silicon device Si-D2 during a rate scan. The silicon DUTs of the CMS experiment were
designed to have efficiencies above 99 % for particle fluxes up to 120 MHz/cm?[90]. Therefore,
the initial low efficiencies of ~ 97.6 % measured in the silicon DUT Si-D2 were caused by the
high threshold discussed above in section 13.5.1. Between the two measurements at a particle
flux of 1000 kHz/cm?, about an hour transpired. During this time, the efficiency in the silicon
device dropped from 97.6 % to 95.7 %, as would happen if the analog domain of the PUCs partly
caused the pulse height to drift to values below the detection threshold. Posterior measurements
of Si-D2 with the correct configuration showed efficiencies above 99 % as expected.
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Figure 13.13: Efficiency measurements for the silicon Si-D2 during a rate scan. There is a drop in
efficiency from 97.6 % to 95.7 % between two measurements at a particle flux of 1000 kHz/cm?.
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13.5.2 Problems With The Events Alignment

If there was a misalignment between the events recorded by the DUTs and the events recorded
by the telescope’s tracking planes, then the event of the DUTs was set by a different particle
than the particle that triggered the event in the telescope’s tracking planes. This causes a loss
of correlation in the position of the particles between the planes. Michael Reichmann[155]
developed a method implemented during the data conversion to correct the event misalignment
by using the correlation coefficient between the cluster positions in one of the telescope planes
and the DUTs. If no event misalignment existed, the correlation coefficient would be close to
1. Otherwise, the correlation was lost, and the coefficient would drop below a threshold set
empirically to 0.4. The algorithm developed by Michael Reichmann would advance or delay the
event of one of the DTBs until the correlation was recovered.

Nevertheless, some runs were severely misaligned, which means that in a short period of
time, several event misalignments between the telescope’s DTB and the DUT’s DTB happened.
As a consequence, the algorithm to correct the event misalignments was insufficient to fix all
the data in these runs. The effects of one run with this issue can be seen in Figure 13.14, where
the efficiency of the silicon DUT drops, and the correlation between the predicted track by
the telescope and the excited column in the DUT was lost. The efficiency vs. time plot after
applying all the cumulative data selections, including the rhit® criterion, helped identify the
misaligned runs. The uncorrelated events between the telescope planes and the DUTs would be
heavily affected by the rhit cut, which would cause a noticeable drop in efficiency, as shown
in Figure 13.14a. The affected runs were reanalyzed using only the events before the event
misalignment happened. As a result, some runs have low statistics (e.g. as low as a total of 3254
events before the data selection for the analysis of DUT CMS02).
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Figure 13.14: Plots that indicate that an event misalignment beyond correction was left after the
data conversion. The loss of correlation due to this effect causes a random relationship between
the predicted hit position and the excited column or row in the silicon DUT. This causes the blue
background seen in (b). In (a), the event misalignment causes a drop in efficiency after applying
the rhit selection criterion.

Shit distance (see section 12.5)
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13.6 Voltage Scans

During the voltage scan measurements, the bias voltage of each sample was increased between
each run, and data was taken with a particle flux of 100 kHz/ cm?. As mentioned in section 10.2.2,
this was done until the leakage current of the DUTs reached 100 nA, which was considered
the maximum voltage the DUT could handle. Figure 13.15 shows the efficiency results of the
tested pixel DUTs. As was expected, the efficiency of the DUTs CMSO01 and 116-93, which were
configured with a high threshold of 100 Vcal (~ 4700e), was low, while the DUTs that were
correctly configured reached efficiencies above 90 % for the configured thresholds of ~ 1500e.

8 T . »— e+ —8—+ &3 i 8 L —Graph | |
g r -+ s ] £ e CMS04|
- / — L \v - 0.98 e g0 | ]

0.8 —— %

8- g N /‘ CoMSe2|
L 4 F /‘ wsi-Ds | ]
= R — 0.96 +si-D2 |

0.6 C ]
r A ] L / ]
r /'I/ /r-// _ ] 0.94- .
0.4 - CMS04 |— ~ —
r - CMS01 = - =
r / -4 116-93 B 0.92
r » *CMS02 | C ]
0.2 #16750 [ L ? ]
[ ¥ Si-D8 7 08
: -4 Si-D2 : ~ / *
(A& L b Lo e b Lo Lo Loy L I N IS AT 7 AT A/ (I W S
DD 100 200 300 400 500 600 700 800 900 0 100 200 300 400 500 600 700 800 900
- Bias Voltage [V] - Bias Voltage [V]
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Figure 13.15: Efficiencies of the pixel DUTs as a function of the bias voltage in (a). In (b), a
closeup around the efficiencies above 90 % is shown. The devices that reached around 90 %
efficiency were the ones that were configured correctly with a low threshold, as expected. Note
that for the sample I16-750, as its thickness is 50 % larger than the other detectors, the electric
field inside it is 66.7 % the electric field of the other detectors at the same bias voltage.

As shown in Figure 13.16, it seems that among the diamond DUTs, only CMS04 had reached
a plateau of charge collection. As the voltage increase during the voltage scans was stopped
when the leakage current, at a low particle rate (i.e., with a negligible beam-induced current),
reached O(100nA), it suggests that the limiting factor that was preventing the increase of the
electric field inside the sensor were the intrinsic characteristics from the fabrication of the pCVD
diamond.
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Figure 13.16: Charge collection in Vcal units for different bias voltages. In (a), all the DUTs,
including the silicon DUTs, are shown. In (b), only the diamond DUTSs are shown. Except for
CMS04 and 116-93, the other diamond DUTs seem not to have reached a plateau in their charge
collection. Note that for the sample I16-750, since its thickness is ~ 50 % larger than the other
detectors, the electric field inside it is ~ 66.7 % the electric field of the other detectors at the
same bias voltage.

Figure 13.17 shows the voltage and current of the device 116-750 during the voltage scan.
In the figures, it can be seen that as the voltage increased, the current also increased until it
surpassed 100 nA and then started to become erratic’. It is worth noting that no breakdown
current was observed in any of the samples.
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(a) HV during voltage scan. (b) Current during voltage scan.

Figure 13.17: Voltage (a) and current (b) vs. time for the voltage scan performed on the DUT
I16-750. The vertical lines in the current plot are caused by the ramping of the voltage. It can be
seen that the current became erratic during the last applied voltage.

The DUTs CMS01, CMS02, and CMS04 nominally have similar thicknesses and were tested

7In retrospect, it would have been interesting to continue taking data at higher voltages, despite the erratic
currents.
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with the same voltage of —600 V. Moreover, they came from the same wafer, which would give
them similar characteristics compared to samples from different wafers. For these reasons, it
was possible to compare the collected charge of these three DUTs under similar conditions. This
comparison is shown in Figure 13.18.
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Figure 13.18: Charge collection distributions for the DUTs CMS01, CMS02, and CMS04. The
distributions are normalized to the MPV around 100 Vcal (~ 4700¢). The three DUTs are biased
with —600 V for this comparison.

The DUT CMS04 collected more charge than the other two devices under similar conditions.
Despite the low statistics of CMS02 and the excess of collected charges extrapolated to 0 Vcal for
CMSO01, both DUTs are similar in their charge collection distributions above 100 Vcal (~ 4700e).
To determine if the higher charge collection of CMS04 compared with the other two DUTs was
caused by the fabrication processes, which were more than a year apart®, or by the different
characteristics of the pCVD diamonds, it is necessary to compare the quantitative measurements
of the CCD? before the fabrication steps described in this thesis.

The results for the voltage scans are summarized in Table 13.2, where the maximum effi-
ciency and the maximum charge collection achieved by each DUT are given. The characteristics
for the maximum charge collection during the voltage scan are also provided. The last column
sets a lower bound to the expected average charge collection using the CCDs and thicknesses in
Table 3.1. These quantities were obtained for MIPs. As the particle beam used in this thesis to
measure the DUTs consisted mostly of pions with a momentum of 260 MeV/c, the measured
average charge in the DUTs during the test beams was larger than the one given as a lower
bound in the table.

8CMS04 was processed in 2017, while CMS01 and CMS02 were processed in 2019.
9Charge collection distance
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. Expected
Bias (V) -
Max. El) (VI
DUT ax (Max. A_ _v (V/pm) Max. measured average charge (e) average
efficiency (%) (Max. charge) charge for
charge) : g
MIPs (e)
CMS04 98.5070-70 ~750 1.5(2) 10533.08 + 492.27(sys) + 48.46(stat) 8244
CMS01 64.317013 —600 1.2(1) >6641.71 +377.42(sys) + 24.25(stat) 7416
116-93 54.13*027 ~750 1.5(2) >7624.21 +381.91(sys) + 27.69(stat) 8928
CMS02 89.697)72 —650 1.3(1) 8754.61 +420.68(sys) + 211.34(stat) 7236
116-750 94.010:2 ~750 1.0(1) 6172.59 + 313.59(sys) + 28.58(stat) 8352
Si-D8 100.00*0-09 -300 1.1(1) 29157.36 + 1331.36(sys) + 50.6(stat) 22800
Si-D2 97.72*012 —200 0.7(1) >28245.54 +1290.39(sys) + 46.57(stat) 22800

Table 13.2: Voltage scan results for the tested DUTs. For the average electric field magnitude, an uncertainty of 10 % was assumed on
the thickness of the sensors.
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As seen in the last column of Table 13.2, it was expected that the detectors CMSO1 and
CMSO02 would collect similar charges if configured correctly. Also, it was expected that CMS04
would collect more charge than CMS01 and CMSO02. Therefore, it is possible to conclude
that the differences observed in the charge collection distributions for CMS01, CMS02 and
CMSO04 under similar conditions were caused by the different characteristics of the pCVD
diamonds and not by the fabrication process described in this thesis. It’s worth noting that
the charge collected by the detectors CMS04, CMSO02, and Si-D8, which were configured
correctly, collected more charge than if they had been tested with MIPs. Moreover, the measured
average charge for CMS04 and Si-D8 was 1.3(1) times the charge collected for MIPs, and for
CMSO02 was 1.2(1) times the charge collected for MIPs. These factors are equivalent within the
systematic uncertainties, supporting the hypothesis that the fabrication process presented in this
thesis did not have a negative impact on the performance of the fabricated detectors.

13.7 Rate Scans

As mentioned in section 10.2.2, the other type of measurements performed on the DUTs were
rate scans. During these measurements, the DUTs were biased with the maximum stable voltage
found during the voltage scan (i.e., the maximum voltage reached in the voltage scan before
the currents became erratic), and the rate of the incident particles was changed between each
of the runs in a series of up-down rate scans. This was done to study the charge coll<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>