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Abstract: The warm-up process is a critical operation phase for micro Combined Heat and Power
(mCHP) plants, directly impacting their efficiency, reliability, and lifetime. As small decentralized
power generation units are increasingly expected to be operated on demand, start-ups will occur
more frequently and thus the importance of the warm-up process will further increase. In this
study, we address this problem by presenting a mathematical optimization framework that finds
optimal actuator trajectories that significantly reduce the warm-up time and improve the thermal
efficiency of an mCHP plant. The proposed optimization framework is highly flexible and adaptable
to various objective functions, such as maximizing efficiency or minimizing the deviation from desired
temperature references. The underlying mathematical model has been experimentally validated on a
physical mCHP test rig. Selected case studies further demonstrate the effectiveness and flexibility of
the framework and show that with the optimized actuator trajectories, the mCHP plant can reach its
steady-state operating temperature in 40% less time. The results also indicate that the shortest warm-
up time does not necessarily lead to the highest thermal efficiency. Accordingly, the methodology
proposed in this paper provides a powerful tool to study higher-level operational strategies of mCHP
plants and thus to maximize their overall performance, which directly translates into an improved
operational cost-effectiveness, particularly in demand-driven energy landscapes.

Keywords: combined heat and power; optimal control; hydraulic warm-up; cogeneration

1. Introduction
1.1. Motivation

The global energy transition challenges many countries to actively transform their
energy landscapes into using minimal shares of fossil fuels [1]. Since regional and even
sectoral conditions can vary widely, future energy solutions must adapt to these local
requirements. Combined Heat and Power (CHP) plants can play a vital role in addressing
this, as they are a decentralized form of energy generation units that provide both heat
and electrical power close to the actual consumer [2,3]. CHP plants can also help ensure
energy security because of their small transport losses, grid stabilization capabilities, and
large variety of prime movers and thus fuels [4]. This allows the most locally appropriate
CHP plants to be installed based upon on the available fuel variant [5,6]. The authors of [7]
provide a comprehensive review on the technological capabilities within the CHP sector.
One of the main upsides of CHP plants is their high total efficiency, ranging from around
80% to greater than 100%, if condensing technology is employed. The total efficiency is the
sum of the thermal and electrical efficiency. While CHP plants generate electrical energy
within seconds, the nominal thermal energy, and thus the maximum total efficiency, is only
reached under steady-state conditions, i.e., when the CHP plant is fully warmed up. Until
steady-state conditions are reached, a CHP plant only generates electrical energy, thus
providing a total efficiency in the range of only 22% to 35%. Depending on the individual
system the warm-up time often takes about 15 to 25 min, which means that CHP plants
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spend a considerable amount of time operating at very low efficiencies. This effect naturally
decreases with increasing runtime because of fewer start-up procedures and thus fewer
warm-up conditions. However, the shift to more decentralization also means a shift to
a more demand-driven operation, i.e., providing heat and power when required with
minimal resources. This applies in particular to environments with fluctuating energy
demand such as residential areas [8], where smaller units, i.e., so-called micro Combined
Heat and Power (mCHP) plants, are suitable. The authors of [9] investigated the dynamic
performance of CHP plants in the residential sector and conclude that their application can
lead to substantial primary energy savings. However, this sector faces several challenges
and needs that are comprehensively presented in [10]. Further adoption of mCHP plants in
the residential sector currently faces numerous hurdles, including payback time, household
energy demand, maintenance, sizing and capacity issues, and regulatory and safety issues.
Accordingly, it is important to reduce the negative effects of low efficiency during the
warm-up phase, as these effects have a significant impact on payback time, the ability to
meet consumer energy demand in a timely fashion, and on maintenance. We believe that
the application of mathematical optimization is ideally suited to tackling this issue in a
systematic way. It allows for not only identifying optimal actuator trajectories that either
maximize thermal efficiency or minimize warm-up times, but also to study the trade-offs
between these two somewhat conflicting objectives. Furthermore, an optimization routine
allows for deriving various online controllers, from simple Proportional Integral (PI) con-
trollers that realize predefined actuator trajectories to more advanced control approaches,
such as Model Predictive Control (MPC) [11,12]. MPC repeatedly solves the optimization
problem on a receding horizon based on current measurement values to predict the future
behavior of the plant and, thus, to arrive at a nearly optimal control strategy.

1.2. Prior Research

The warm-up or start-up phase has been the subject of prior research, particularly
in applications that use a gas turbine as the prime mover. The authors of [13] focused
directly on the start-up operation of the gas turbine, whereas [14] studied the cold-start
behavior in the context of an Heat Recovery Steam Generator (HRSG) application. The
authors of [15] were one of the first to utilize nonlinear MPC, and thus optimization
methods, in CHP applications, followed by [16], which focused specifically on the start-
up phase. The authors of [17] studied the modeling of combined cycle power plants
for optimization purposes in more detail, whereas [18,19] extended prior work to set up
entire optimization frameworks to study start-up applications. More recent research on
optimization-based control of CHPs has focused on questions related to operational control,
flexible loads, energy management, and specific use cases. The authors of [20] developed
an economically optimal operation for real-time scheduling of CHP systems with energy
storage. The authors of [21] reviewed technologies and optimal operation strategies through
the lens of technical flexibility, whereas [22] focused on dynamic modeling and flexible load
control for CHP units. The authors of [23] shed light on the modeling and optimization
of CHP-related power dispatch challenges, whereas [24] extensively reviewed potential
technologies to optimize the flexibility of CHP plants on a systemic level. The authors
of [25] reviewed optimization approaches specifically in the sector of Combined Cooling,
Heat and Power (CCHP) microgrids, while [26] examined optimal energy management by
designing an operating cost minimization problem for microgrids with CHP generation,
energy storage, and renewable energy resources. The authors of [27] applied the use of
optimization methods in a specific real-world context by focusing on hospital structures.
The authors of [28] applied mathematical optimization in the field of bottoming-cycle
cogeneration, with the aim of achieving economic gains. The authors of [29] shed light
on the application of optimization in multi-actor energy networks, and, in particular,
compared centralized and decentralized energy generation units in multi-user buildings
with electric and diesel vehicles. The authors of [30] studied multi-system energy generation
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environments and exploited novel machine learning algorithms to optimize a power and
freshwater cogeneration system.

1.3. Contributions of This Work

Cold-starts and subsequent warm-up processes are very common in many technical
applications, particularly in energy generation units such as CHP plants. Existing ap-
proaches to accelerate the start-up process through the use of optimization-based methods
focus on the prime mover, e.g., gas turbines, and do not target the transient hydraulic
warm-up process that generates the hot water supply for heating applications. However,
this warm-up phase is the main cause of low plant efficiency and will be crucially impor-
tant for the economic viability of any energy generation unit in the course of increasingly
demand-driven operation. In this study, we address this issue by evaluating the potential
of minimizing the time it takes to reach the steady-state condition through an interplay
of technical solutions and the application of mathematical optimization. Specifically, we
develop an optimization framework based on a mathematical model of the physical mCHP
test rig, which consists of a small set of parameters. We then showcase the framework’s
flexibility in a case study, where we utilize it to determine optimal control trajectories for the
actuators, given various objectives and time constraints. Based on our results obtained, we
study the potential benefits of accelerating the warm-up process and improving the overall
thermal efficiency. We also quantify this potential by comparing the optimization results
to a reference warm-up scenario that represents a very common hydraulic and operation
setup for CHP plants. Our findings highlight the importance of mathematical optimization
in improving the performance of CHP plants, provide insights for future research in this
area, and generate practical implications for other types of hydraulic applications.

1.4. Methodology and Outline

Section 2 illustrates the experimental setup and highlights technological requirements
and preconditions. Section 3 contains the mathematical description of the model employed
in the optimization framework. The formulation of the optimization problem is explained
in Section 4. The optimization framework is then applied in Section 5, using appropriate
case studies, followed by an in-depth discussion of the results in Section 6. Section 7 sheds
light on the practical implications of our study and discusses future advancements.

2. System Description

The experimental system is a prototype specifically developed to conduct research that
addresses current drawbacks of mCHP plants. In the following, we describe the system by
introducing its components, function principles, operation modes and limits.

2.1. System Components

Figure 1 illustrates the schematic structure of the micro Combined Heat and Power
(mCHP) plant used in this study. The heart of the system is a single cylinder Internal
Combustion Engine (ICE) with a displacement volume of 0.325 L. It runs on natural gas
taken directly from the conventional natural gas grid. The amount of gas is controlled
by means of an air/fuel ratio controller acting on the gas valve to provide stoichiometric
conditions upstream of the Three-way Catalytic Converter (TWC). This mCHP plant is
operated under full load at all times; thus, there is no throttle valve integrated into the air
path. The engine shaft is coupled with a flywheel that smooths out the power delivery to an
asynchronous generator. The generator converts the rotational kinetic energy to electrical
energy. The hydraulic setup consists of two main circuits: the engine’s cooling circuit and
the water circuit. The cooling circuit, further denoted by subscript c, prevents the engine
and the engine oil from overheating. The cooling fluid is regular water mixed with 25%
ethylene glycol. The water circuit, further denoted by subscript w, provides a supply of hot
water to the heating demand-side, in Figure 1 represented by a Thermal Energy Storage
(TES), from which it is further distributed to individual appliances, e.g., space heaters or
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hot water applications. Note that the TES is used as an illustrative example and the dashed
line in Figure 1 represents the actual system boundary of the research conducted in this
study. A secondary path provides a small water flow to cool the generator. Each circuit has
an integrated centrifugal pump for fluid circulation. The central element connecting them
is a plate heat exchanger (HXP). Within the HXP, heat is removed from the cooling circuit
and transferred to the water circuit. A shell-and-tube heat exchanger with condensing
technology, further referred to as heat exchanger exhaust gas (HXE), utilizes the energy of
the hot exhaust gas by transferring heat energy to the heating water.

Figure 1. Schematic layout of the mCHP plant.

2.2. Sensors and Actuators

Up to this point, the hydraulic design is similar to many commercial CHP plants.
The differentiating factor is the integration of two three-way valves, one in each hydraulic
circuit. These ball valves can be continuously adjusted by the associated rotary actuators,
thus enabling the cooling fluid and the heating water to partially or entirely bypass the HXP.
In line with the scope of this study, i.e., to minimize the time it takes to reach steady-state
conditions, each of the valves introduces an additional degree of freedom to control the
heat flow from the cooling circuit to the water circuit. The two valves are complemented by
the two centrifugal pumps, meaning that the hydraulic system incorporates four actuators.
The sensoric equipment for this research includes various thermocouple sensors and flow
meters. All sensor signals are available on the Controller Area Network (CAN) bus. The
Electronic Control Unit (ECU) interfaces to all actuators and the test rig computer, pools
all sensoric data, and runs all low-level controllers to ensure a safe, reliable, and stable
operation. Table A1 provides more detailed information on the test rig hardware.

2.3. Operation

As soon as the mCHP receives a start signal, the asynchronous generator connects to
the electricity grid. By design, the generator attempts synchronization, and as a result drags
the engine close to the operating speed. After less than 10 s synchronization is complete
and the ignition is switched on. From this point on, the engine delivers mechanical power
to the asynchronous generator, which generates the electrical energy. The thermal energy of
the combustion process produces hot exhaust gases and warms up the engine. As already
mentioned, this thermal energy is harnessed in both ways via one heat transfer each in the
plate and shell-and-tube heat exchanger to warm up the heating water. In practice, the
warm-up process is often determined by the system design. Further fine tuning is usually
performed by experience and knowledge of the responsible control engineers and does not
involve mathematical tools to ensure optimal system behavior.
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3. Modeling Approach
3.1. Application

As highlighted in Section 1, the objective of this study is to minimize the time it
takes from a cold-start to achieving steady-state conditions at which thermal energy can
be supplied to the heating demand-side. In other words, we aim to apply mathematical
optimization methods to find optimal actuator trajectories for the centrifugal pumps and
the three-way valves that enable the CHP plant to reach a desired final temperature state
in the shortest time possible. In this study, we define the steady-state condition, i.e., the
desired final state, as the operating point at which the supply water temperature reaches the
reference temperature ϑout

re f . We set ϑout
re f = 80 °C for two reasons in this study. First, 80/60

and 80/30 are common supply/return temperature setups in buildings that have radiators
as space heaters. Second, to effectively compare the achieved results we need a fixed set
of boundary conditions. We thus use the system boundary in Figure 1 (dashed line) as a
reference frame and fix the return temperature to ϑin

chp = 30 °C and the temperature of the
surrounding air to ϑair = 30 °C. This measure eliminates any external influences on the
warm-up dynamics, thereby facilitating the quantitative evaluation of the results.

3.2. Assumptions

Many studies have developed models of CHP plants for either general, e.g., [31,32],
or specific control purposes [15,17,19,25,27]. Our modeling approach aims to identify
and focus on the key elements that lead to a potential increase in energy efficiency. We
therefore aim to use models with low complexity that maintain sufficient accuracy to
capture the relevant thermal dynamics during the warm-up phase. This approach favors
both an application in a mathematical optimization environment and significant reduction
in system identification efforts. We made the following simplifications: First, we omit the
electric power generation since our objective focuses on the thermal energy production.
Second, we leave out the fluid paths through the generator and the oil heat exchanger
(Figure 1). Both of these mass flows are less than 5% of their main circuit mass flows
during the entire range of operation. Therefore, we neither model the generator, nor the
oil heat exchanger, nor the flywheel. Third, the CHP plant is assumed to operate under
close-to-stoichiometric conditions due to the TWC. The air/fuel ratio controller reaches
operating conditions within a few seconds. Additionally, the CHP plant is operated at full
load at all times. Thus, we ignore the impact of the initial transient air path dynamics on
the thermal behavior of the hydraulic system and assume both constant air and constant
fuel mass flows. Hence, we can model the heat transfer from the combustion chamber to
the engine block as a constant parameter Q̇comb,e. In line with these assumptions, we also
model the exhaust gas mass flow ṁexh as a fixed constant parameter. In contrast to the CHP
plant layout in Figure 1, this set of assumptions results in a model that consists of two main
hydraulic circuits: (1) the engine’s coolant circuit (denoted by c for coolant) and (2) the
CHP plant’s heating water circuit (denoted by w for water). Figure 2 illustrates the model
layout.
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Figure 2. Simplified model overview.

3.3. Actuators

The actuators of our system are the two centrifugal pumps and the two three-way
valves. Each centrifugal pump directly controls the main mass flow of the respective circuit,
which are denoted by fc for the coolant circuit and fw for the heating water circuit. The
positions of the three-way valves split these mass flows with certain split factors, denoted
by γc and γw, respectively, each of which defines how much of the corresponding mass
flow passes through the interconnecting HXP or bypasses it.

To achieve the targeted formulation of the mathematical optimization problem, we
assume that the dynamics of the actuators can be neglected and that they are ideally
controlled and can maintain their setpoints perfectly. This simplification allows us to
treat both the main mass flows fc and fw and the two split factors γc and γw as control
inputs. Once certain trajectories for these input variables are defined by the solution of
the optimization problem, the actual control variables required by the physical actuators
can be obtained via predefined feed-forward maps and tracked with simple Single-Input
Single-Output (SISO) controllers such as PI controllers.

The mass flows in the coolant circuit are as follows:

fc,hxp(t) = γc(t) · fc(t)

fc,byp(t) = (1− γc(t)) · fc(t)
(1)

The mass flows in the water circuit are as follows:

fw,hxp(t) = γw(t) · fw(t)

fw,byp(t) = (1− γw(t)) · fw(t)
(2)

Assuming ideal mixing, the temperatures downstream of the valves thus follow as:

ϑin
c,e(t) = γc(t) · ϑout

c,hxp(t) + (1− γc(t)) · ϑout
c,e (t)

ϑin
w,hxe(t) = γw(t) · ϑin

chp(t) + (1− γw(t)) · ϑout
w,hxe(t)

(3)
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3.4. Reservoirs

The model of the CHP plant consists of four reservoirs, i.e., the engine block, the plate
heat exchanger (HXP), the heat exchanger exhaust gas (HXE), and a supply pipe that feeds
the heating water to the TES. They are visually marked by dashed outlines in Figure 2.

3.4.1. Engine

The engine block has the state variable ϑe, and the corresponding Ordinary Differential
Equation (ODE) reads as:

me cp,e ·
d
dt

ϑe(t) = Q̇comb,e − Q̇e,c(t)− Q̇e,a(t) (4)

The engine block and cylinder wall are lumped into a single component with mass me
and specific heat capacity cp,e.

For simplicity, this lumped element is referred to as the engine block. The heat flow
due to combustion Q̇comb,e is treated as constant due to the assumption of a constant mass
flow of the air/fuel mixture (Section 3.2). The heat flow from the engine block to the coolant
fluid Q̇e,c is calculated by

Q̇e,c(t) = UAe,c · (ϑe(t)− ϑ
avg
c,e (t)), (5)

where UAe,c is a lumped constant resulting from the heat transfer coefficient and the area
of heat transfer and ϑ

avg
c,e is the temperature state of the coolant inside the engine. It is

constructed as the arithmetic mean of the coolant temperatures at the engine’s inlet and
outlet. The heat flow from the engine block to the ambient Q̇e,a is calculated by

Q̇e,a(t) = UAe,a · (ϑe(t)− ϑair), (6)

where UAe,a is a lumped constant resulting from the convective heat transfer coefficient
and the area of heat transfer to the ambient. ϑ

avg
c,e (t) is as in (5) and the corresponding ODE

reads as:
mc,e cp,c ·

d
dt

ϑ
avg
c,e (t) = Q̇e,c(t)− fc(t) cp,c · (ϑout

c,e (t)− ϑin
c,e(t)), (7)

with mc,e as the mass of coolant fluid inside the engine, cp,c the specific heat capacity of the
coolant fluid, fc the mass flow of the coolant fluid through the engine, and ϑin

c,e and ϑout
c,e as

the temperatures at the engine’s inlet and outlet, respectively.

3.4.2. Plate Heat Exchanger

There is a wealth of literature on the modeling of heat exchangers in hydraulic ap-
plications, e.g., [33–37]. In line with our application in an optimization context as well
as our modeling principles (see Section 3.2) that require the model to be highly flexible,
expandable with low complexity, and thus with little effort for parameter identification, we
model the plate heat exchanger as a series of cells in each fluid path. Figure 3 illustrates
the approach with two cells for each side. Each cell is assumed to be a stirred tank reactor.
The temperature inside a cell is thus assumed to be equal to the temperature of the fluid
flowing out of that cell. The corresponding symbols for the hot fluid entering and exiting a
certain cell i are denoted by ϑin

hot,i and ϑout
hot,i, respectively. The same principle applies to the

cold fluid. The respective heat capacities cp and the active heat exchange surface A, as well
as the heat transfer coefficient k, are also assumed to be constant. The mass of the fluid and
the corresponding mass flow are denoted by m and ṁ, respectively. Equations (8) and (9)
describe the hot (Figure 3, left) and the cold (Figure 3, right) sides of the heat exchanger,
respectively. Equation (10) describes the heat transfer between the hot side and the cold side
and thus links the two differential equations. Note that the heat exchanger configuration is
a counter-flow arrangement.
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Figure 3. Heat Exchanger with ncells = 2 for each fluid path.

The heat transfer equations for a generic single-cell setup are

mhotcp,hot
d
dt

ϑout
hot = ṁhotcp,hot(ϑ

in
hot − ϑout

hot )− Q̇, (8)

mcoldcp,cold
d
dt

ϑout
cold = ṁcoldcp,cold(ϑ

in
cold − ϑout

cold) + Q̇, (9)

Q̇ = kA(ϑout
hot − ϑout

cold). (10)

Applying (8)–(10) on a heat exchanger with a total number of cells ncells, the ODE of
each single cell i yields:

d
dt

ϑout
hot,i = ncells

ṁhot
mhot

(ϑout
hot,i−1 − ϑout

hot,i)−
kA

mhot cp,hot
(ϑout

hot,i − ϑout
cold,i), (11)

d
dt

ϑout
cold,i = ncells

ṁcold
mcold

(ϑout
cold,i+1 − ϑout

cold,i) +
kA

mcold cp,cold
(ϑout

hot,i − ϑout
cold,i). (12)

The above formulation is highly flexible because the number of cells can be quickly
decreased or increased to best adapt the model precision to the respective requirements.
We iteratively determined that in the context of our modeling principles and precision
requirements, ncells = 2 is a suitable choice. Applying (11)–(12) to the original problem, the
state equations for the coolant fluid (hot) read as:
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d
dt

ϑmid
c,hxp(t) = 2

fc(t) · γc(t)
mc,hxp

(
ϑin

c,hxp(t)− ϑmid
c,hxp(t)

)
−

kAhxp

mc,hxp cp,c

(
ϑmid

c,hxp(t)− ϑout
w,hxp(t)

)
,

(13)

d
dt

ϑout
c,hxp(t) = 2

fc(t) · γc(t)
mc,hxp

(
ϑmid

c,hxp(t)− ϑout
c,hxp(t)

)
−

kAhxp

mc,hxp cp,c

(
ϑout

c,hxp(t)− ϑmid
w,hxp(t)

)
.

(14)

Similarly, the state equations for the water side (cold) follow as:

d
dt

ϑout
w,hxp(t) = 2

fw(t) · γw(t)
mw,hxp

(
ϑmid

w,hxp(t)− ϑout
w,hxp(t)

)
+

kAhxp

mw,hxp cp,w

(
ϑmid

c,hxp(t)− ϑout
w,hxp(t)

)
,

(15)

d
dt

ϑmid
w,hxp(t) = 2

fw(t) · γw(t)
mw,hxp

(
ϑin

w,hxp(t)− ϑmid
w,hxp(t)

)
+

kAhxp

mw,hxp cp,w

(
ϑout

c,hxp(t)− ϑmid
w,hxp(t)

)
.

(16)

Note that we used the previously introduced notation f for the main circuit mass
flows and the indices c for the coolant fluid and w for the water circuit.

3.4.3. Exhaust Gas Heat Exchanger

The key advantage of the modeling approach for the plate heat exchanger is that
it is generic in the description of the heat transfer and can therefore be applied to any
other sort of heat exchanger. We therefore use the same modeling approach for the HXE
as for the HXP described in Section 3.4.2, despite the HXE being a shell-and-tube heat
exchanger with gas-to-water heat transfer. It is also set up in a counter-flow arrangement.
However, for reasons of simplicity, we do not model the engine’s exhaust manifold, the
exhaust dynamics in the exhaust pipe, or the TWC, as this would directly oppose our
modeling principles discussed in Sections 3.1 and 3.2. Instead, we set both the exhaust gas
temperature entering the heat exchanger and the corresponding exhaust gas mass flow as
constant. This simplification does not hold for the entire operating time under steady-state
conditions. However, we found that, during the short time span of a start-up, the TWC
acts as such a large inertia that the identification of a constant exhaust gas temperature and
mass flow upstream of the heat exchanger results in only small variations in the relevant
water outlet temperature. With these assumptions, the state equations are constructed
similarly to equations in the HXP case and read as:

d
dt

ϑmid
exh,hxe(t) = 2

ṁexh
mexh,hxe

(
ϑin

exh,hxe − ϑmid
w,hxe(t)

)
− kAhxe

mexh,hxe cp,exh

(
ϑmid

exh,hxe(t)− ϑout
w,hxe(t)

)
,

(17)

d
dt

ϑout
exh,hxe(t) = 2

ṁexh
mexh,hxe

(
ϑmid

exh,hxe(t)− ϑout
exh,hxe(t)

)
− kAhxe

mexh,hxe cp,exh

(
ϑout

exh,hxe(t)− ϑmid
w,hxe(t)

)
,

(18)
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where ṁexh is the constant exhaust gas mass flow, cp,exh is the specific heat capacity of
the exhaust gas, mexh is the constant exhaust gas mass inside the HXE, and ϑin

exh,hxe is the
constant exhaust gas temperature during start-up.

Similarly, the state equations for the water side read as:

d
dt

ϑout
w,hxe(t) = 2

fw(t)
mw,hxe

(
ϑmid

w,hxe(t)− ϑout
w,hxe(t)

)
+

kAhxe
mw,hxe cp,w

(
ϑmid

exh,hxe(t)− ϑout
w,hxe(t)

)
,

(19)

d
dt

ϑmid
w,hxe(t) = 2

fw(t)
mw,hxe

(
ϑin

w,hxe(t)− ϑmid
w,hxe(t)

)
+

kAhxe
mw,hxe cp,w

(
ϑout

exh,hxe(t)− ϑmid
w,hxe(t)

)
.

(20)

3.4.4. Dynamics of Water Supply Pipe

It is often the case that the supply pipe, which delivers the heating water supply
to a TES or any other system component, has a considerable length. We account for
the associated dynamics by including a thermal inertia downstream of the HXP. The
corresponding ODE reads as:

mw,supply ·
d
dt

ϑout
chp(t) = fw(t) · γw(t) · (ϑout

w,hxp(t)− ϑout
chp(t)). (21)

3.5. Model Validation

We determined the model parameters by means of a parameter identification on the
mCHP test rig. The complete set of estimated parameters is listed in Appendix A.

Figure 4 (left) illustrates the measurement for a warm-up procedure on the mCHP
test rig without any valve actuation, i.e., no flow occurs in the bypass of each hydraulic
circuit. In the following, this case is referred to as the reference case. The time from
start-up to reaching ϑout

chp = 80 °C is about t = 14.7 min. This case is a warm-up process
with all relevant system temperatures initialized at ϑ = 20 °C. The desired heating water
temperature in a steady-state operation is ϑout

re f = 80 °C. The reference warm-up is based
on heat-led control of the centrifugal pumps via PI controllers with both three-way valves
fully opened, i.e., γc = γw = 1. The return temperature is kept at ϑin

chp = 30 °C by an
external controller. Furthermore, the centrifugal pump in the coolant circuit of the engine
controls the temperature difference between the inlet and outlet to ∆ϑc,e = 5 °C, whereas the
centrifugal pump in the heating circuit is operated at minimum speed during the warm-up
phase, i.e., fw = 0.15 · fw,max. The model can accurately represent this warm-up. This was
to be expected as valves are constantly fully opened and the pumps are set to a constant
so that no significant mass flow dynamics occur. In contrast, Figure 4 (right) illustrates
a warm-up with considerable actuation. The temperatures at the engine outlet ϑout

c,e and
the mCHP outlet ϑout

chp still closely match the measurement. In total, we conducted ten
validation measurements with different rates and levels of actuation. Given the substantial
simplifications, we conclude that the model adequately reflects the plant’s responses to
varying actuator inputs.
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Figure 4. Comparison of model behavior with reference measurement (left) and warm-up measure-
ment with significant actuation (right).

4. Optimization

In this section, the formulation of the mathematical optimization problem is presented.
Therefore, we adopt the model equations presented in Section 3 above and translate them
into a set of decision variables, constraints, and an objective function. The resulting
Optimal Control Problem (OCP) is implemented in Matlab as a Nonlinear Program (NLP)
via the CasADi interface [38]. The problem is solved by Ipopt [39] and the linear solver
MUMPS [40].

For the transcription of the mathematical model, we discretize the ODEs based on
the forward Euler method and adopt the direct multiple shooting approach [41], where
the continuity of the state variables is ensured via so-called gap closing constraints. As a
result, the exemplary ODE ẋ(t) = f (x(t), u(t)) is implemented as a set of N − 1 equality
constraints as follows:

x[k + 1] = x[k] + Ts · f
(
x[k], u[k]

)
∀k = 1, . . . , N − 1, (22)

where k is the discrete time index and Ts is the uniform time period between consecutive
samples. The square brackets are used to indicate discrete-time vector elements, compared
to the parentheses for arguments of continuous-time functions. Due to the non-convexity
of the overall OCP, we acknowledge that local optima might exist, and therefore do not
claim global optimality within this study.
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4.1. Constraints

To implement the model from Section 3, we utilize (22) to transcribe (3), (4), (7), and
(13)–(21). To further ensure the integrity of our model the following identities are always in
place. They are also indicated in Figure 2. The temperature of the cooling water exiting the
engine is equal to the temperature entering the plate heat exchanger, i.e.,

ϑout
c,e [k] = ϑin

c,hxp[k] ∀k = 1, . . . , N. (23)

The temperature of the heating water exiting the HXE is equal to the temperature
entering the HXP, i.e.,

ϑin
w,hxp[k] = ϑout

w,hxe[k] ∀k = 1, . . . , N. (24)

Furthermore, we ensure that the following physical boundaries are met at all times.
The difference between the temperatures of the coolant entering the engine and leaving
the engine is kept below a certain threshold value in order to prevent stress cracks in the
engine block. We therefore set

ϑout
c,e [k]− ϑin

c,e[k] ≤ ∆ϑc,e,max ∀k = 1, . . . , N. (25)

Hence, in order to emulate the dynamical behavior of the pumps and valves, respec-
tively, we further constrain the change rates of the mass flows controlled by both centrifugal
pumps and the split factors of both three-way valves, yielding:

− ḟx,max ≤
fx[k + 1]− fx[k]

Ts
≤ ḟx,max ∀k = 1, . . . , N − 1 (26)

−γ̇x,max ≤
γx[k + 1]− γx[k]

Ts
≤ γ̇x,max ∀k = 1, . . . , N − 1 (27)

with x ∈ {c, w} for cooling and heating circuit, respectively. Finally, the temperature state
of the coolant inside the engine introduced in (5) is defined to be the arithmetic mean of the
temperature entering and exiting the engine,

ϑ
avg
c,e [k] =

ϑin
c,e[k] + ϑout

c,e [k]
2

∀k = 1, . . . , N. (28)

4.2. Objective

The main purpose of our optimization problem is to find quick warm-up strategies,
an objective that is not simple to implement within the proposed time discretization in (22).
Therefore, we use a workaround by adding an additional condition to the problem that
forces the warm-up phase to be completed after a certain time, and then we repeatedly
reduce this time and continue to solve the problem until it is no longer feasible. The last
feasible solution is the one we are looking for. Of course, there are many other search
algorithms that are applicable here, such as the bracketing method.

The additional condition mentioned above is implemented as the following inequal-
ity constraint

ϑout
chp[k] ≥ ϑout

re f ∀k ≥ k?, (29)

where k? represents the point in time t? = k? · Ts from which the desired temperature ϑout
chp

of the water supplied by the CHP is guaranteed to be at least at the reference ϑout
re f . For

numerical stability, we formulate the objective of our OCP as follows:

min Ts

N

∑
k=k?

(ϑout
chp[k]− ϑout

re f )
2, (30)
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where k? is again predefined for each iteration as described above. This formulation
minimizes the sum of squared temperature deviations at k ∈ {k?, . . . , N} only instead of
along the entire horizon, which offers the optimization as much freedom as possible in how
it arrives there.

To obtain actuator and state trajectories of the system beyond the warm-up phase,
we chose a time horizon that is 2 min longer than t?. We further set Ts = 2 s, which in
our experience represents a good balance between accuracy and computational efficiency.
Still, due to the computational effort caused by the iterative nature, we see this method,
at least in its current rudimentary implementation, as being suitable mainly for offline
optimizations. For example, for creating reference trajectories, comparing system designs
and control strategies, or gaining a deeper understanding of optimal warm-up strategies.

4.3. Further Variants of Objectives

The objective in Section 4.2 is mostly intuitive, as we aim to reach a defined steady-
state temperature as quickly as possible. However, many further cost functions can be
implemented in a straightforward fashion, depending on the respective physical priorities.
To showcase the flexibility of our framework we include two cost function variants in the
following considerations, while the one introduced above in (30) is denoted by Temperature
Deviation for clarity.

The first variant prioritizes heating up the engine. As soon as the engine has reached
the steady-state reference temperature, the objective changes to raise the supply temper-
ature as quickly as possible. This variant thus accounts for the fact that the engine is the
main source of heat energy that is being transferred to the heating water circuit during
warm-up conditions. As a further benefit, a quick warm-up of the engine also means a
rapid warm-up of the engine oil, which has a favorable effect on durability. This variant is
thus further denoted by Durability. The associated objective function reads as

min
N

∑
k=k̂

(ϑout
chp[k]− ϑout

re f )
2, (31)

where k̂ ∈ 1, . . . , N is the earliest point in time at which ϑout
c,e [k] = ϑout

re f is reached.

The index k̂ is constructed via a pre-simulation with a closed coolant valve, i.e., γc = 0.
We further note that we use the temperature exiting the engine in this case, as this is the
relevant temperature for the heat transfer to the heating water via the plate heat exchanger.

The second variant connects to the statement of Section 1 that the warm-up phase is
characterized by a low total efficiency due to the almost complete lack of thermal efficiency.
In this variant, we therefore formulate the objective so that the thermal efficiency during
warm-up is maximized. An adequate measure is given by

ηth =
fw · γw · cp,w · (ϑout

chp − ϑin
chp)

Q̇comb,e
, (32)

where the time dependence is omitted for clarity. Since the supplied combustion heat
Q̇comb,e, the specific heat capacity cp,w, and the return temperature ϑin

chp are all treated as
constant, we can simplify the corresponding objective function to

max
N

∑
k=1

ϑout
chp[k] · fw[k] · γw[k]. (33)

This variant is further denoted by Efficiency.

5. Case Study

In this section, we present eight cases listed in Table 1 that illustrate the versatility and
flexibility of our proposed framework. Each case is associated with one of the three priorities
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and their corresponding cost functions presented in Section 4.3. For a fair comparison of
their performance, the time from which the temperature ϑout

chp must be at least be 80 °C is
set to the smallest possible value that is feasible for all of them. For the corresponding
cases 1©, 2©, and 3©, this shortest warm-up time is found to be t? = 580 s, imposed by case
3© representing the priority Thermal Efficiency. This warm-up time already represents a

reduction of about 34% compared to the measured reference case in Section 3.5.
As t? = 580 s is not the minimal warm-up time for the priorities Temperature De-

viation and Durability, their time-optimal cases are represented by 4© and 5© with the
corresponding warm-up times t? = 538 s and t? = 560 s, respectively.

To shed light on the influence of the system-specific actuator constraints on the solution
of the OCP, we revisit cases 1© to 3© as cases 6© to 8©, respectively, but omit the actuator
constraints (26) and (27).

Table 1. Case overview.

No. Priority Objective t? Constraints

1© Temperature Deviation Equation (30) 580 s Equations (3), (4), (7), (13)–(21), (23)–(29)

2© Durability Equation (31) 580 s Equations (3), (4), (7), (13)–(21), (23)–(29)

3© Thermal Efficiency Equation (33) 580 s Equations (3), (4), (7), (13)–(21), (23)–(29)

4© Temperature Deviation (time optimal) see 1© 538 s Equations (3), (4), (7), (13)–(21), (23)–(29)

5© Durability (time optimal) see 2© 560 s Equations (3), (4), (7), (13)–(21), (23)–(29)

6© Temperature Deviation (no input constraints) see 1© 580 s Equations (3), (4), (7), (13)–(21), (23)–(25),
(28)–(29)

7© Durability (no input constraints) see 2© 580 s Equations (3), (4), (7), (13)–(21), (23)–(25),
(28)–(29)

8© Thermal Efficiency
(no input constraints) see 3© 580 s Equations (3), (4), (7), (13)–(21), (23)–(25),

(28)–(29)

Figure 5 directly contrasts cases 1©– 3© by means of two temperature curves: the main
temperature of interest ϑout

chp and the temperature of the coolant exiting the engine ϑout
c,e . The

latter is listed to better illustrate the heat transfer across the plate heat exchanger, as both
the hot side inlet temperature and the cold side outlet temperature are shown. In addition,
the mass flows resulting from solving the optimization problem are listed for each case.
Following our modeling approach in Section 3, the valve inputs precisely represent a split
factor that only forms a mass flow in combination with the associated pump input.

For case 1©, Figure 5 suggest that the optimal temperature curve for ϑout
chp closely

follows the temperature curve of ϑout
c,e , with a difference of about ∆ϑ = 10 °C− 12 °C for a

large part of the warm-up process. The optimal characteristic for ϑout
c,e consists of reaching

a temperature level well above the steady-state reference temperature shortly before t?.
This strategy enables the water pump and valve, or fw and γw as their equivalents in the
optimization, to ramp up the mass flow through the HXP and increase the heat transferred
from the cooling to the water circuit. This quickly bridges the gap between ϑout

c,e and ϑout
chp

such that the latter rises above the steady-state reference of 80 °C at t? = 580 s. In turn,
ϑout

c,e decreases due to the elevated heat transfer. If ϑout
c,e were to drop below the reference

temperature, ϑout
chp would inevitably follow with a certain time delay. To prevent this, the

optimizer reduces the coolant mass flow through the HXP by reducing the split factor γc,
thereby effectively dampening the effect on ϑout

c,e . Furthermore, it can be noted that the
optimization keeps the main coolant mass flow fc as the equivalent of the coolant pump
actuator approximately constant. This is largely due to the constraint in (25) that limits the
coolant temperature difference across the engine.
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Figure 5. Comparison of cases 1© (left), 2© (middle), and 3© (right) for t? = 580 s.

In light of the observation that during warm-up conditions ϑout
c,e represents the main

source of thermal energy, case 2© can be considered as an intuitive warm-up strategy. Here,
t? = 580 s as in case 1©. However, Figure 5 shows that the slightly different objective
leads to different key characteristics. As the priority is to bring ϑout

c,e into line with the
reference temperature, the optimizer closes both valves or sets both split factors fc and fw
to zero, such that no heat transfer via the HXP is possible. Once ϑout

c,e reaches the steady-
state reference temperature, the control strategy raises ϑout

chp to 80 °C. As a result, heat is
transferred from the cooling circuit to the water circuit. The mass flow fw and the split
factors γc and γw are therefore increased. Subsequently, ϑout

c,e drops below the reference
temperature. However, in this particular situation the optimal strategy is to decrease fw
and γw, i.e., the mass flow of the heating water through HXP fw · γw, instead of γc. This
behavior can be attributed to the large temperature difference between ϑout

c,e and ϑout
chp. To

achieve the objective, it is optimal to slowly decrease the mass flow fw · γw. Consequently,
both temperatures rise. Shortly before t? = 580 s, the engine temperature is well above the
reference temperature such that the mass flows of both the pump and the valve of the water
circuit are sharply increased to raise ϑout

chp to reference temperature levels. Similar to case 1©,
γc is actuated here to prevent ϑout

c,e from dropping below the reference temperature, as this
would lead ϑout

chp to do the same and violate (29). Furthermore, fc is also used here to limit
the coolant temperature difference across the engine, which indicates that the influence on
optimizing the warm-up process is negligible.

Case 3© shows a different characteristic than the two previous cases. Here, the warm-
up strategy is actually time-optimal, as values smaller than t? = 580 s render the optimiza-
tion problem infeasible. Following Section 4.3, the objective is to maximize the thermal
efficiency over the entire horizon while reaching ϑout

chp = 80 °C at t?. The temperature
trajectories shown in Figure 5 share similarities with those in case 2©, e.g., the engine is
heated up first, the heating water valve is closed (γw = 0), and the heating water pump is
kept at minimum speed ( fw = 0.15). However, fc and γc are at their maximum for large
parts of the entire warm-up process. This measure once again aims to limit the coolant
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temperature difference across the engine. The optimal strategy also takes advantage of γc
in this case because both the water pump and valve, i.e., fw and γw, are actuated with high
rates, which has a large impact on the temperature difference. The settings of the heating
water mass flows are a direct result of the cost function in (33) since the product of both
control inputs and the main CHP temperature ϑout

chp is maximized. From a strategic point
of view, in case 3©, the temperature ϑout

c,e is first increased, although not up to reference
temperature as in case 2©. Subsequently, the mass flow through HXP, i.e., the product of
fw · γw, is strongly increased, such that the CHP temperature ϑout

chp approaches ϑout
c,e . Before

ϑout
c,e starts to decrease due to the high heat flow to the water circuit, the mass flow fw · γw

is again decreased at a high rate. This is followed by a phase in which the mass flow
alternately increases and decreases, which results in an increase-and-hold pattern of ϑout

chp
until the reference temperature is reached at time t?.

The previous considerations are limited to the comparison to a uniform warm-up time
t? = 580 s, which is determined according to the feasibility limit of case 3©. Accordingly,
the comparison of the respective time-optimal cases 4© and 5© is shown in Figure 6, where
t? = 538 s and t? = 560 s, respectively (see also Table 1). For case 4©, except for the
reduction in warm-up time, only marginal differences in the input trajectories from case 1©
can be observed. However, case 5© shows similar mass flow and split factor trajectories as
case 3©, despite the different objectives. This is due to the fact that in both cases, ϑout

chp is only
raised once ϑout

c,e has reached a certain temperature level. The resulting input trajectories are
thus optimal to rapidly increase ϑout

chp according to the rate constraints in (26) and (27) and
with respect to ϑout

c,e .
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Figure 6. Comparison of time optimal cases 4© (left), 5© (middle), and 3© (right).

In contrast to the previous considerations, the proposed framework can also be used
to investigate interdependencies that would otherwise be cumbersome or technically
impossible to determine. Thus, Figure 7 illustrates cases 6©– 8©, which are analogous
with cases 1©– 3© presented in Figure 5, but with the difference being that the input rate
constraints (26) and (27) are omitted.
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Figure 7. Comparison of case 6© (left), 7© (middle), and 8© (right) for t? = 580 s with no input rate
constraints (26) and (27).

Figure 7 illustrates that the pumped mass flows and the water valve split factor do not
fundamentally change compared to cases 1©, 2© and 3©. The high-rate actuation becomes
even more prominent for “Thermal Efficiency” (case 8©) and begins to also occur for 6©
and 7© shortly before the reference temperature is reached. The main characteristics of
these actuators, however, remain similar. The exception to this is the coolant split factor,
particularly for cases 6© and 7©. The lifted rate-constraint enables the optimizer to utilize
the split factor of the coolant valve to generate a smoother heat-transfer via the plate heat
exchanger. This in turn also results in a smoother characteristic of the output temperature
ϑout

chp. This can be seen particularly well in cases 7© and 8© as an initially large temperature
difference between ϑout

c,e and ϑout
chp is reduced until t? = 580 s. For cases 2©, 3©, and 5© the

constraints (26) and (27) lead to a kind of plateau formation in phases of high-rate actuation
(Figures 5 and 6).

6. Discussion

The case study in Section 5 provides a quick glimpse into the capabilities and the flexi-
bility of the developed framework, as there are numerous possibilities for other objectives
and constraints. From the small subset presented here, we can, however, note some key
insights.

6.1. Key Insights

Supposing that time optimality is the primary concern, i.e., heating up to steady-
state conditions should be as fast as possible, case 4© is the best choice. The optimized
trajectories of the pump mass flows and valve split factors enable the shortest warm-up
time, which is 39% smaller compared to the measured reference case with no valve actuation
in Section 3.5. Case “Durability“ ( 5©) takes slightly longer, but ensures that the engine
warm-up is prioritized first. The resulting benefits mainly concern the mechanical aspects
of the plant, e.g., lubrication properties of the engine oil and lifetime of engine components
and thus maintenance costs. Case “Thermal Efficiency“ ( 3©) takes longer than 4© (+7%)
and 5© (+3%). However, t? = 580 s still results in a total 34% reduction in warm-up time.
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Now suppose that the warm-up phase and that thermal efficiency is the primary
concern. By design, case 3©would be the best choice. However, comparing the remaining
cases to case 3© in terms of their thermal efficiency is not intuitively straightforward. To
allow for a fair comparison, we align the horizons of 4© and 5© to match 3©, but keep t? as
listed in Table 1. As a result, Figure 8 shows that only case 1© can keep up with a reduced
efficiency of about 9%, whereas the efficiency of the corresponding time-optimal case 4©
drops by about 21%.

Figure 8. Case comparison based on relative efficiencies and warm-up times.

This result shows that a shorter warm-up phase cannot generally be associated with
the best solution, particularly through the lens of maximizing the power output and, thus,
efficiency. However, for the purpose of this case study, we put a time limit for the warm-up
phase via (29) to ensure comparability of the various cases. If this constraint is lifted and
the objective is replaced with one that respects both the time penalty and the efficiency (30)
and (33), e.g., via the method of weighted sums [42,43], the optimization problem allows to
systematically generate a Pareto front that evaluates the trade-off between warm-up time
and thermal efficiency.

6.2. Limitations

The current setup of the optimization problem requires the explicit formulation of final
state constraints on a fixed horizon, e.g., in our case reaching a reference temperature ϑout

re f
after time t?. Additionally, as mentioned in Section 4, global optimality is not guaranteed
due to the non-convexity of the mathematical model. However, in our experience, this has
not proved to be relevant in practice. On the other hand, if the optimization framework is
to be applied in an MPC-context, this property needs to be analyzed in detail. Then, the
execution time becomes also critical and requires systematic improvement. Since this work
provides a starting point for the improvement of the warm-up phase, we chose to focus on
cold-starts. Hence, warm-up processes at different initial temperatures are left for future
research. Finally, we restricted our analysis to a specific experimental mCHP plant. Hence,
although the optimization framework is flexible and can be adapted to other systems, its
practical applicability has yet to be demonstrated.

7. Implications and Future Application

Our results illustrate that mathematical optimization can help to significantly improve
the warm-up behavior of an mCHP plant. The achieved increase in total efficiency and
decrease in warm-up time enables future flexibility and more demand-driven operations.
In the following, we shed light on the implications that can be drawn from this study and
provide starting points for future developments.
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7.1. Different Operating Conditions

For our study, we have set fixed operating conditions. This way, we can compare
our results and effectively quantify different measures, e.g., different objective functions.
Beyond that, different operating conditions can be investigated. For instance, the desired
steady-state temperature can easily be adjusted via (29). The same applies for the return
temperature and the initial temperatures. The latter provide the means of investigating the
effect of different initial temperature levels on the optimal actuator trajectories and thus
effectively allow for generating statements for warm-start conditions.

7.2. Demand-Side Interaction

In Section 2, we state that, for the purpose of this study, we set the system boundary
to omit the demand side, illustrated in Figure 1 with a TES. A meaningful extension of this
work could be to embed a model of the TES, where the storage temperature could serve
as an additional decision variable in the optimization. Such a holistic approach would
allow to incorporate possible physical boundary conditions of the TES, e.g., limits of the
entering/exiting mass flows in stratified TES applications. Especially in the presence of
frequent warm-up processes due to demand-driven operation, the additional benefit is
expected to be significant.

However, our mCHP-system can also provide thermal energy directly to end-users as
the output temperature can be effectively decoupled from the engine temperature due to
the two three-way valves. Accordingly, further studies may focus on prediction methods,
e.g., with gaussian processes, that estimate the demand of end-users and then adjust the
constraints of the optimization problem before its execution.

7.3. Cost-Effectiveness

The CHP sector is tremendously cost-sensitive such that each measure must be eval-
uated against the costs incurred. Compared to conventional system layouts, our mCHP
system utilizes two continuously adjustable three-way valves that allow for bypassing the
central plate heat exchanger which links both hydraulic circuits. These valves enable us to
demonstrate the impact of our optimization framework on the thermal warm-up behavior
and the achievable performance increase. We are convinced that the achievable benefits in
terms of energy savings outweigh the additional costs of integrating these valves.

7.4. Implementation

The optimization routine generates optimal time-based output trajectories for each
actuator during the warm-up phase. One approach of realizing these trajectories consists of
implementing PI controllers for the actuators, each of which aims to track the correspond-
ing reference trajectory. Additionally, the decision variables do not directly describe the
actuator control signals but physical quantities, mass flows and mass flow fractions, that
are convenient for the model formulation. We have built predefined look-up tables that
map our actuator inputs to these model quantities during the system identification process.
These look-up tables can be inverted to translate the values of the optimized reference
trajectories to appropriate actuator control signals in a feed-forward control fashion.

SISO approaches are not optimal in case of systemic cross-couplings. Therefore,
the plant could be operated in an MPC-fashion [44] during the warm-up phase. The
optimization problem would be solved repeatedly on a receding horizon, taking into
account the current temperature and actuator values as initial conditions. This approach
effectively handles any cross-couplings and disturbances.

8. Conclusions

The warm-up process is one of the main causes of inefficiency in the operation of an
mCHP plant, so it is desirable to quickly reach steady-state operating conditions. In this
study, we propose an optimization framework to improve the warm-up performance of
an mCHP plant. The framework consists of an experimentally validated physics-based
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model of a real-world mCHP plant and generates optimal time-based actuator trajectories.
Selected case studies illustrate that the optimization result can lead to large improvements
in the thermal behavior, e.g., up to a 40% shorter warm-up phase. These performance gains
are achieved with only a small set of parameters and a model of low complexity. Utilizing
the flexibility and versatility of the framework, we study various objectives and evaluate
the trade-offs between the duration and the thermal efficiency of the warm-up phase. With
a further expansion into an MPC control structure, the optimization framework presented
in this work could make a significant contribution to increasing the efficiency of mCHP
plants and to facilitating the wider adoption of this type of energy generation units.
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Abbreviations
The following abbreviations are used in this manuscript:

CAN Controller Area Network
CCHP Combined Cooling, Heat and Power
CHP Combined Heat and Power
ECU Electronic Control Unit
HRSG Heat Recovery Steam Generator
HXE Heat exchanger exhaust gas
HXP Plate heat exchanger
ICE Internal Combustion Engine
mCHP Micro Combined Heat and Power
MPC Model Predictive Control
NLP Nonlinear Program
OCP Optimal Control Problem
ODE Ordinary Differential Equation
PI Proportional Integral
SISO Single-Input Single-Output
TES Thermal Energy Storage
TWC Three-way Catalytic Converter

Symbols
The following symbols are used in this manuscript:

ϑ temperature [°C]
f pump mass flow [kg s−1]
γ valve split factor [-]
m mass kg
ṁ mass flow [kg s−1]
Q̇ heat flow [W]
cp isobaric specific heat capacity [J kg−1 K−1]
UA lumped heat transfer coefficient and contact surface [W K−1]
kA lumped heat transfer coefficient and contact surface [W K−1]
N horizon [-]
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Ts uniform time period between consecutive samples [s]
k discrete time index [-]
ηth thermal efficiency measure [-]

Subscripts and Superscripts
The following symbols are used in this manuscript:

a air
avg average
byp bypass
c coolant
chp combined heat and power plant
cold cold
e engine
exh exhaust
hot hot
hxe heat exchanger exhaust
hxp plate heat exchanger
in entering
max maximum
mid middle
out exiting
re f reference
w water

Appendix A

Table A1. Test rig hardware.

Component Type Range Accuracy

Engine 1-cylinder, displacement volume 0.325 L, mechanical power Pe = 7.7 kW - -

Generator EMWB AG, asynchronous, efficiency η = 0.931, cos(φ) = 0.93 - -

HXP Alfa Laval CBH16-25H plate heat exchanger - -

HXE Prototype, gas-to-water heat exchanger, Vwater = 0.051 m3 - -

Pumps Wilo-Stratos PARA/-Z - -

3-way valves Valves: Belimo R513, Electric Actuator: Belimo NRC24A-SR - -

ECU Woodward ECM-0563-048-0701-C - -

Temperature Sensors Thermocouple Type K 0 to 25 ◦C ±2.2 °C

Thermocouple Scanner Axiomatic AXTC20 - ±1 °C

Flow Sensors Vortex Flow Sensor 200 1.8 to 32 L/min <2%

Gas Valve Heinzmann E-LES 30 SMC - -

CAN Connector Kvaser Leaf Light HS v2 - -

Lab Computer Dell Precision Tower 3620 XCTO, 20 GB RAM - -
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Table A2. Model Parameters.

Parameter Description Value

Q̇comb,e Heat flow to engine block due to combustion 1.16× 105 W

UAe,a Lumped heat transfer coefficient and surface between engine block and ambient 1535.2 W K−1

UAe,c Lumped heat transfer coefficient and surface between engine block and coolant 76.343 W K−1

kAhxe Lumped heat transfer coefficient and heat exchange surface in exhaust gas heat exchanger 73.193 W K−1

kAhxp Lumped heat transfer coefficient and heat exchange surface in plate heat exchanger 1275.4 W K−1

cp,c Specific heat capacity of coolant fluid (water with 25% ethylene glycol) 1772.4 J kg−1 K−1

cp,e Specific heat capacity of engine block 1807.9 J kg−1 K−1

cp,exh Specific heat capacity of exhaust gas 10,044 J kg−1 K−1

cp,w Specific heat capacity of water 1945.6 J kg−1 K−1

mc,e mass of coolant fluid in engine 4.524 kg

mc,hxp mass of coolant fluid in plate heat exchanger 1.478 kg

me mass of engine 25.696 kg

mexh,hxe mass of exhaust gas in heat exchanger 404.71 kg

mw,supply mass of water in supply pipe after plate heat exchanger 1.271 kg

mw,hxe mass of water in exhaust gas heat exchanger 115.21 kg

mw,hxp mass of water in plate heat exchanger 2.291 kg

ṁexh exhaust gas mass flow 0.446 kg s−1

ϑin
exh,hxe temperature of exhaust gas at inlet of exhaust gas heat exchanger 113.04 °C
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