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Abstract

The understanding of the solvation of electrons and their degree of delocalisation in that
state have been of fundamental interest ever since first discovered in alkali metal ammonia
solutions. Neutral, alkali metal-doped clusters serve as ideal model systems to study
solvated electrons in their size-dependent properties. The presented work focuses on the
characterisation of electronic properties via angle-resolved photoelectron spectroscopy
and of their magnetic properties by Stern-Gerlach deflection. The combination of both
experimantal techniques reveals information on the solvated electron binding energy,
electron orbital and spin angular momenta as well as the cluster rotational angular
momentum.
We report measurements of electron binding energies and photoelectron anisotropies
in angle-dependent photoelectron spectra of lithium-doped dimethyl ether clusters as a
function of cluster size distribution. Neutral singly doped lithium clusters are studied
in the range from bare lithium atom to an average cluster size of 63 dimethyl ether
molecules. We explain trends in electron binding energies and photoemission anisotropies
on the bases of density functional calculations of Li(CH3OCH3)n clusters. The results of
lithium-doped clusters are compared to a previous study [1, 2] performed in our group
on Na(CH3OCH3)n clusters. The comparison reveals similar trends of electron binding
energies and photoemission anisotropies with increasing cluster size. Yet, structural
and electronic differences arise from the alkali metal substitution. In highly symmetric
clusters, the highest occupied molecular orbital can delocalize over an extended region
and form a symmetric charge distribution of mainly s-character, resulting in a pronounced
photoemission anisotropy. The photoelectron angular distributions of Li(CH3OCH3)n
reveal pronounced s-character at n = 4, 5 and 6. These cluster sizes are refered to as magic
clusters for the photoelectron anisotropy.
Photoelectron studies of cluster size distributions are limited in their details of cluster
size-resolved photoelectron contributions. Size-resolved measurements of electron binding
energies and photoemission anisotropies of neutral Na(NH3)n clusters are achieved with
photoelectron-photoion-coincidence-spectroscopy, for photon energies in the range of
5.5 eV − 9.9 eV. Photoelectron kinetic energy spectra in combination with ab initio
calculations show three distinct ionisation pathways of the single solvated electron, each
of the pathways is dominant in a certain photon energy range. One of the ionisation
pathways occurs via an autoionisation process after resonant excitation of the neutral

I



II

state. The excitation process is proposed to be characterised by an electron transfer of
an NH3 molecule lone pair to the singly occupied molecular orbital. This excited state is
characterised by a doubly occupied orbital, the so called solvated dielectron. The excited,
solvated dielectron subsequently decays by electron transfer processes with the emission of
low kinetic energy electrons.
Besides studying the electronic states of the clusters, we exploit their magnetic character
due to the unpaired electron in magnetic deflection experiments on molecular beams.
The paramagnetic propeties of sodium-doped clusters with ammonia, water, methanol
and dimethyl ether for cluster sizes n = 1 − 4 are characterised by their deflection
behaviour when traversing a magnetic field gradient. The spatial deflection is compared
to molecular dynamics simulations based on the Zeeman interaction of a spin 1/2 system.
The comparison of experiment and simulation reveals unperturbed magnetic properties
of a spin 1/2 system for the smallest clusters NaNH3 and NaH2O. All larger clusters, in
contrast show reduced deflection compared to simulations of a spin 1/2 system. Deviations
from a spin 1/2 deflection behavior are attributed to a reduction of magnetic moment
due to intracluster spin-relaxation processes. Determining effective magnetic moments for
these clusters allows us to identify trends in their paramagnetic properties. The observed
trends are discussed in terms of spin and rotational angular momentum interactions of the
thermally accessible rovibrational density of states. We used density functional methods
to determine the lowest energy cluster geometries and the rovibrational states with the
harmonic oscillator and rigid rotor approximation. With this approach we find that the
dominant mechanism of intracluster spin-relaxation processes in sodium-doped clusters is
governed by the thermal population of spin-rotational coupled Zeeman states.



Zusammenfassung

Das Verständnis der Solvatisierung von Elektronen und deren Delokalisierungsgrad in
diesem Zustand, ist seit ihrer ersten Entdeckung in Alkalimetall Ammoniak Lösungen
von wissenschaftlichen Interesse. Neutrale Alkalimetall-dotierte Cluster dienen als ide-
ale Modellsysteme, um systemgrössenabhängige Eigenschaften zu studieren. Die vor-
liegende Arbeit befasst sich mit der Charakterisierung der elektronischen und magnetis-
chen Eigenschaften dieser Cluster mittels winkelaufgelöster Photoelektronenspektroskopie
beziehungsweise Stern-Gerlach Deflektion. Die Kombination beider Messtechniken er-
möglicht es, Rückschlüsse über die Bindungsenergie, den Orbital- und Spindrehimpuls des
solvatisierten Elektrons, als auch den Rotationsdrehimplus des Clusters zu ziehen.
Wir berichten über Messungen der Elektronenbindungsenergien und Photoelektrone-
nanisotropien von Lithium-dotierten Dimethylether Clustern in Abhängigkeit ihrer Grössen-
verteilungen unter Verwendung winkelaufgelöster Photoelektronenspektren. Hierzu wurden
neutrale, einfach dotierte Lithiumcluster im Grössenbereich von einzelnen Lithiumatomen
bis zu einer durchschnittlichen Clustergrösse von 63 Dimethylether Molekülen untersucht.
Wir erklären beobachtete Trends in der Elektronenbindungsenergien und Photoemis-
sionsanisotropien auf der Grundlage von Dichtefunktionalrechnungen an Li(CH3OCH3)n
Clustern. Die gezeigten Resultate werden mit früheren Studien aus unserer Gruppe [1, 2]
über Na(CH3OCH3)n Clustern verglichen. Der Vergleich zeigt ein ähnliches clustergrössen-
abhängiges Verhalten in Bezug auf die Bindungsenergie und Photoemissionsanisotropie.
Jedoch bewirkt der Alkalimetallaustausch strukturelle und elektronische Unterschiede. In
hochsymmetrischen Clusterstrukturen kommt es zur Delokalisierung des höchsten beset-
zten Molekülorbitals über einen ausgedehnten räumlichen Bereich und zur symmetrischen
Ladungsverteilung mit hauptsächlich s-Charakter, was zu einer ausgeprägten Photoemis-
sionsanisotropie führt. Die Winkelverteilungen der Photoelektronen von Li(CH3OCH3)n
zeigen ausgeprägten s-Charakter für die Clustergrössen n = 4, 5 und 6. Diese Grössen
werden als magische Cluster in ihrer Photoelektronenanisotropie bezeichnet.
Photoelektronenstudien an Clustergrössenverteilungen sind limitiert in ihrer Auflösung
der einzelnen Clustergrössenbeiträge. Grössenaufgelöste Messungen von elektronischen
Bindungsenergien und Photemissionanistropien an neutralen Na(NH3)n Clustern wurden
mittels Photoelektron-Photoion-Koinzidenz-Spektroskopie, mit Photonenergien zwischen
5.5 eV− 9.9 eV, gemessen. Spektren der kinetischen Elektronen nach Anregung in Kombi-
nation mit ab initio Rechnungen legen drei verschiedene Ionisationspfade nahe, wobei jeder
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Pfad in einem bestimmten Photonenenergiebereich dominant ist. Einer dieser Pfade läuft
über die resonante Anregung des neutralen Zustandes und anschliessende Autoionisation
ab. Wir vermuten dass der Anregungsprozess durch einen Elektronentransfer vom freien
Elektronenpaar eines Ammoniak-Moleküls zum einfach besetzten Molekülorbital des sol-
vatisierten Elektrons beschrieben ist. Der angeregte Zustand ist durch ein zweifach besetzes
Molekülorbital charakterisiert, welches als solvatisiertes Dielektron bezeichnet wird. Das
angeregte solvatisierte Dielektron zerfällt anschliessend durch Elektronentransferprozesse
und die Emission von Elektronen mit niedriger kinetischer Energie.
Neben Studien über die elektronischen Zustände dieser Cluster, ist es möglich den mag-
netischen Charakter des ungepaarten Elektrons in magnetischen Deflektionsexperimenten
an Molekularstrahlen zu untersuchen. Dazu charakterisieren wir die paramagentischen
Eigenschaften von Natrium-dotierten Ammoniak, Wasser, Methanol und Dimethylether
Clustern mit n = 1− 4 Molekülen in ihrem Ablenkverhalten während der Interaktion mit
einem inhomogenen Magnetfeld. Das Ablenkungsverhalten wird mit Molekulardynamik-
simulationen, welche auf der Zeeman-Wechselwirkung eines Spin 1/2 Systems basieren,
verglichen. Der Vergleich von Experiment und Simulation zeigt unveränderte magnetische
Eigenschaften des Spin 1/2 Systems für die kleinsten Cluster NaNH3 und NaH2O. Alle
grösseren Cluster zeigen hingegen reduzierte Deflektion. Die Abweichungen vom Spin
1/2 Deflektionsverhalten werden auf ein reduziertes magnetisches Moment zurückgeführt,
welche wahrscheinlich durch Intracluster-Spinrelaxationsprozesse ausgelöst werden. Die
Bestimmung effektiver magnetischer Momente für diese Cluster ermöglicht es uns, Trends
in deren paramagnetischen Eigenschaften zu identifizieren. Die beobachteten Trends
werden im Hinblick auf Spin- und Rotationsdrehimpulswechselwirkungen der thermisch
zugängliche Rotationsschwingungszustandsdichten diskutiert. Unter Verwendung von
Dichtefunktionalmethoden werden energieoptimierte Clusterstrukturen und dazugehörige
Schwingungen und Rotationen in der Näherung eines harmonischen Oszillators und starren
Rotators berechnet. Unter diesen Annahmen stellen wir fest, dass der bestimmende Mech-
anismus der Intracluster-Spinrelaxationsprozesse in Natrium-dotierten Clustern durch die
thermische Besetzung von Spin-Rotations gekoppelten Zeeman-Zuständen bestimmt ist.
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Chapter 1

Introduction

Ever since the first discovery of concentration-dependent colours in alkali metal ammonia
solutions by Davy in 1808 and rediscovery by Weyl in 1864 [3], there has been scientific
interest in studying these solutions. In 1907, Krause [4] identified the high electrical
conductivity of these solutions, blue colour when dilute and copper colour when concen-
trated, as being due to the presence of solvated electrons. In these solutions a variety of
diamagnetic and paramagnetic species are thought to exist e.g. solvated electrons, solvated
metal atoms, electron-cation pairs and bipolarons [5, 6, 7, 8]. Recent experimental and
theoretical studies on solvated electrons were motivated by their potential relevance in
liquid-phase chemistry [9, 10, 11], organic synthesis as a reducing agent [12] and radiation
damage in aqueous systems [9, 11, 13, 14, 15], as well as their importance in biology and
atmospheric processes [13, 15, 16].
Alkali metal doped solvent clusters provide an experimental and theoretical model system
to study properties of excess electrons as a function of system size [17, 18, 19, 20, 21, 22,
23, 24, 25, 26, 1, 2, 27] (and references therein). The work presented in this thesis uses
photoelectron spectroscopy (PES) and Stern-Gerlach deflection to study the electronic and
magnetic properties of neutral alkali metal-doped solvent clusters M(Sol)n with n = 1− 6
(M: Li, Na; Sol: H2O, NH3, CH3OH, CH3OCH3). PES is an experimental technique which
allows for the study of the electronic structure of matter, nearly independent of aggregation
state and material [28, 29]. The photoelectron kinetic energies contain information on
the electronic states of the material, reflecting their chemical composition and structure.
Resolving the photoelectron angular distributions (PAD) [26, 30, 31] of emitted electrons
represented by a final state |f〉 gives insight on the orbital character, respectively the
orbital angular momentum of the initial electronic state |i〉 [32, 33, 34, 35, 36]. Angle-
resolved photoelectron spectroscopy (ARPES) of neutral clusters is still not a commonly
applied technique due to difficulties in size-selection [37, 38, 39], determination of size
distributions [25, 40, 23] and demanding modelling of PAD [41, 42, 43, 33, 44]. Alkali
metal-doping with subsequent photoionisation provides a nearly destruction-free method
of size determination [40].
Size-resolved PAD are achieved with photoelectron-photoion-coincidence-spectroscopy
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2 CHAPTER 1. INTRODUCTION

(PEPICO) [45, 46, 47]. Conservation of energy and momentum during the photoionisation
process defines the internal energy of the photoion by the initial energy of the neutral
species, the photon energy, the ionisation energy and the kinetic energy of the electron.
Much faster photoelectrons are detected on the nanosecond timescale which define the
internal clock, whereas photoions are detected microseconds later. The momentum and
energy conservation correlates the photoions and photoelectrons, and the photoelectrons
are assigned to their cluster size. In chapter 7 we present a PEPICO study of small
sodium-doped ammonia clusters. With a combination of size-selected PAD and ab initio
calculations we show three distinct ionisation pathways of the singly solvated electron
accompanied by the formation of the electronic ground state cluster cation. One pathway
proceeds via the formation of spin-paired solvated dielectrons, which may subsequently de-
cay on ultrafast timescales via an electron transfer mediated decay (ETMD) [48, 49, 50, 51],
and form the corresponding cationic cluster.
In chapter 8 we present an ensemble study of the solvated electron precursor system
Li(CH3OCH3)n (1 ≤ n ≤ 175). We characterise various cluster size distributions in their
ionisation energy of the highest occupied molecular orbital (HOMO), as well as the sym-
metry of the initial electronic state. In clusters of high symmetry, the HOMO is typically
delocalized over the entire cluster, which forms symmetric charge distributions of high
s-character [1, 52, 53, 2]. The photoelectron anisotropy of Li(CH3OCH3)n clusters reveals
magic numbers at n = 4, 5 and 6. These cluster sizes correspond to the completion of the
first coordination shell, and can be considered as isomeric motifs of the first coordination
shell. Previous work in our group [1] found magic numbers in the photoelectron anisotropy
at n = 4 and 6 for sodium-doped ammonia and dimethyl ether clusters, respectively. Yet,
for sodium-doped water and methanol clusters no magic numbers were found. Performing
cluster size-dependent PAD studies on alkali metal-doped clusters, provide a molecular
level understanding of solvated electron formation and their dependence on system size
[5, 1, 2, 27]. Furthermore, an understanding of the HOMO symmetry could provide
information on possible minor spin-orbit contributions.
The formation of solvated spin-paired electrons as a function of alkali metal concentration
in sodium-doped nanodroplets [54] and liquid bulk solutions [55] is of recent interest.
Probing spin-pairing effects via PES is limited in its application due to similar electron
kinetic energies of the involved electronic species. However, investigating differences in
magnetic properties of alkali metal-doped clusters is likely to be a favourable approach to
probe spin-pairing effects. Distinguishing diamagnetic (singlet) and paramagnetic (triplet)
states using SG deflection is suggested here as a first experimental approach. The original
SG experiment was designed to determine the quantisation of the electron spin in silver
atoms [56]. In atoms the total electronic angular momentum J is composed of the orbital
angular momentum L and its intrinsic spin angular momentum S. The Zeeman effect
results from the coupling of the net angular momentum to an external magnetic field B.
The quantised projection of the total angular momentum onto the magnetic field axis is
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expressed as MJ . Each J component has 2J + 1 sublevels (MJ = +J, ..., 0, ...,−J), with
their characteristic Zeeman energy, which is proportional to the magnetic field strength B
and the atomic Landé factor g. In a SG experiment each Zeeman level corresponds to an
individual deflecting beamlet [57]. In general polyatomic molecules, additional degrees of
freedom like vibrations and rotations (neglecting nuclear spins) may contribute to the net
angular momentum. The molecular Zeeman effect is due to the same fundamental cause
as in atoms, although usually at least contributions of the rotational angular momentum
must be considered. Theoretical investigations of the diatomic case were performed by Hill
[58] and later Schadee [59]. An overview of the theory in diatomic molecules is given by
Berdyugina and Solanki [60], where analytical solutions of molecular Landé factors gJ in
the limiting Hund’s cases (a) and (b) are evaluated. Gedanken et. al [61, 62] showed the
importance of spin-rotation interaction in Stern-Gerlach deflection experiments of oxygen
and nitrogen oxide radicals. For instance, O2 in its lowest rotational level (R = 1) exhibited
nine spatially separated peaks characterised by MJ [61]. Amirav and Navon [63, 64] found
that paramagnetic molecules and stable radicals (TEMPO: 2,2,6,6-tetramethyl-piperidine-
N -oxyl and DTBN: di-t-butyl nitroxide) would be deflected less than predicted. Their
interpretation being that fast intramolecular spin relaxation (ISR) induced by spin-orbit
coupling causes a loss of net magnetic orientation and according depletion in observable
deflection magnitude. Gedanken et al. [62] disputed these interpretations, since their
magnetic deflection spectra of TEMPO combined with line-profile calculations did not
support the interpretation of ISR processes occurring while traversing the deflector. Yet, in
the case of the large chromium complex Cr(CF3COCHCOCF3)3 Gedanken and co-workers
[65] interpreted the complete indifference to the magnetic field gradient of the SG deflection
pattern, in the manner of Amirav and Navon [63, 64], and stated the possibility of a
characteristic relaxation time τ < 1× 10−6 s.
For large paramagnetic molecular and cluster systems the density of Zeeman-like levels
becomes so high that quantum chemical calculations are prohibitively expensive. Various
groups [66, 67, 68] developed more simplified theoretical models in order to explain SG de-
flection experiments within terms of ISR processes caused by several spin flip processes while
conserving the total angular momentum. De Heer and co-workers [69, 70, 71, 72] observed
one-sided deflection towards high field for Fem, Com and Nim clusters (m = 10− 1000),
which was interpreted as rapid ISR processes [66]. More recent studies show similar
deflection behaviour for metal-organic sandwich clusters [73, 74, 75, 76] and paramagnetic
metal superatoms [77, 78, 79, 80].
Correct interpretations of SG deflection and their underlying effects for cluster systems,
are still a challenge in itself. Singly sodium-doped clusters are promising model systems as
several characteristic properties can be exploited, in order to understand their magnetic
properties as a function of system size. In the case ofmS = ±1/2 systems zero field splitting
terms are vanishing and high symmetry HOMOs suggest minor contributions of spin-orbit
coupling. In the presented work, hyperfine effects from couplings to the core spins are
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neglected, although Fuchs et al. [81] demonstrated that nuclear spins diminish the electron
spin coherence in metal clusters. In a first approximation, we reduce the dominating
interactions to spin-rotational couplings. Quantification of SG deflection magnitudes of
Na(NH3)n (chapter 4), Na(H2O)n, Na(MeOH)n and Na(DME)n clusters (chapter 5) are
achieved in comparison to predictions based on a molecular dynamics model (chapter 3).
Combining SG deflection and detection via photoion velocity map imaging [82] allows us to
directly record velocity dependent deflection data. We find superparamagnetic deflection
behaviour for NaNH3 and NaH2O, whereas all other clusters showed significantly reduced
deflection. The relative deflection trends of the sampled clusters are discussed in terms of
thermally accessible rovibrational states. Spin-rotational coupling causes the formation of
avoided crossings between Zeeman-like levels of the same total angular momentum J , and
contributes to the cluster Landé factor gJ of each J state. The combination of both effects
as a function of populated rotational states are expected to represent the SG deflection
behaviour of sodium-doped clusters. Comparing the different clusters in their deflection
behaviour and their thermally accessible rovibrational states reveals that the magnetic
properties are dominated by the density of rotational states. Within the presented work we
describe the rovibrational states with the harmonic oscillator and rigid rotor approximation
and evaluate the population of vibrational and rotational states with estimated vibrational
(50 K ≤ Tvib ≤ 200 K) and rotational (10 K ≤ Trot ≤ 50 K) temperatures.



Chapter 2

Methods & experimental setups

2.1 Cluster formation and alkali metal-doping

2.1.1 Cluster formation - supersonic expansion

The clusters studied in this work were generated via supersonic expansion of neat gases or
gas mixtures into vacuum. During an expansion from a high pressure (∼ 1 bar) reservoir
into vacuum (∼ 1× 10−7 bar), the sample gas is accelerated to supersonic velocities. Since
the initial thermal energy is converted into directed kinetic energy the sample gas rapidly
cools. The cooling process causes supersaturation of the expansion gas and subsequent
condensation [83]. Weakly bound molecular clusters are formed, bound via van der Waals
interactions, dipole-dipole interactions, higher order multipole electrostatic interactions
and induced interactions [84]. The degree of cooling is characterised by the number of
two-body collisions undergone by a given molecule. The number of two-body collisions
can be increased by rising the quantity p0 · d, where p0 is the stagnation pressure and d
the nozzle diameter [85, 86]. To further enhance cluster formation it is possible to co-
expanded a carrier gas (e.g. He or N2) which causes more efficient cooling. Previous studies
[87, 88, 89, 90] showed that higher stagnation pressures and lower source temperatures
support condensation and cause formation of larger clusters. Yet, it is difficult to predict
optimal cluster formation conditions, and controlled cluster generation techniques are still
to be developed. Vapour pressures, specific heat capacities, source temperatures, nozzle
geometries, gas compositions and chamber pressures influence the formation of clusters.
The directed flow of a supersonic expansion is characterised by its velocity distribution in
molecular beam direction. Foremost we are able to influence the beam velocity by varying
the carrier gas and source temperatures. In general, a heavier carrier gas causes a slower
molecular beam and a higher source temperature a faster beam. A representation of the
carrier gas effect is shown in Fig. 2.1.1a for experimental cluster velocity distributions
(see subsection 2.3.2) of NaMeOH with N2 (mN2 = 28 u) or He (mHe = 4 u) as carrier gas.
With the light noble gas the cluster beam is approximately 250 m/s faster compared to
the N2 seeded expansion. Fig. 2.1.1b shows the velocity distributions of the toluene dimer

5
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(C6H5CH3)2 generated with a room temperature nozzle or a heated nozzle of 100 °C. The
higher temperature source conditions generate a cluster beam which is approximately
60 m/s faster.

a)

pMeOH = 1.2 bar
vN2 ≈ 850 m/s
vHe ≈ 1100 m/s

b)

pTol = 0.1 bar
vRT ≈ 720 m/s
v100 ≈ 780 m/s

Fig. 2.1.1: (a) Velocity distributions of NaMeOH with N2 carrier gas (black squares:
pN2 = 2.0 bar, vN2 ≈ 850 m/s, FWHM ≈ 490 m/s) and He carrier gas
(red squares: pHe = 2.0 bar, vHe ≈ 1100 m/s, FWHM ≈ 450 m/s). (b)
Velocity distributions of (C6H5CH3)2 with Tnozzle = RT (black crosses:
vRT ≈ 720 m/s, FWHM ≈ 150 m/s) and Tnozzle = 100 °C (red crosses:
v100 ≈ 780 m/s, FWHM ≈ 170 m/s).

Controlling the cluster beam velocity distributions allows us to vary the experimental
time scale. This especially benefits the magnetic deflection studies presented in chapter 4,
chapter 5 and chapter 6, since the cluster velocities define the interaction time with the
magnetic field. In the presented work, clusters were generated via either continuous or
pulsed supersonic expansion. In the following we discuss experimental properties of both
cluster generation techniques.

Continuous supersonic expansion

In order to generate a continuous supersonic expansion we use a 1/4′′ stainless steel tubing
with a laser drilled hole of d = 25− 100 µm orifice diameter. The flow of the expansion
gas is controlled by the orifice diameter and backing pressure. The gas throughput into
the source chamber is limited by the pumping capacity. We typically perform experiments
with source chamber pressures ≤ 1× 10−3 mbar (see Fig. 2.3.1 and Fig. 2.4.1). Fig.
2.1.2 depicts cluster size distributions of Na(NH3)n clusters for various backing pressures
and two different nozzle diameters d (see subsection 2.4.1 for time-of-flight (TOF) mass
spectrometry and subsection 2.1.2 for alkali metal doping).
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a) b)

Fig. 2.1.2: TOF mass spectra of Na(NH3)n clusters for various NH3 backing pressures
and nozzle diameters of: (a) d = 35 µm and (b) d = 75 µm.

By varying the gas flow as a function of backing pressure pNH3 and nozzle diameter d,
we are able to control the average cluster size 〈n〉 of the cluster size distribution (see
subsection 2.4.1 for determination of 〈n〉). The cluster size distributions and furthermore
the cluster velocity distributions of a continuous cluster beam are independent of the
ionisation time. In other words, at each point in time in the ionisation region the full
information of cluster sizes and beam velocities is present.

Pulsed supersonic expansion

In the presented work pulsed supersonic expansions were generated with the Even-Lavie
(EL) valve [91] operated at 1−20 Hz repetition rates. This allows us to work at significantly
higher backing pressures before reaching the pressure limit in the source chamber. Due to
the pulsed manner of the expansion, the relative time of valve tEL and the detection/laser
timing tL are synchronized to retrieve cluster signals. Fig. 2.1.3a displays representative
experimental TOF mass spectra of Na(H2O)n clusters (see subsection 2.1.2 for the alkali
metal doping process) as a function of the relative time delay ∆tL-EL = tL − tEL (see Fig.
2.3.10 for a schematic sketch of the timing sequence).
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Fig. 2.1.3: Na(H2O)n clusters generated via pulsed supersonic expansion for various
relative time delays ∆tL-EL. (a) TOF mass spectra (see section 2.4.1). (b)
Experimental NaH2O velocity distributions (see section 2.3.2), where ∗
refers to ∆tL-EL.

We are able to control the detectable cluster size distribution by tuning the relative timing
∆tL-EL. The relative timing defines the observable cluster velocities. Shorter relative
timings sample clusters which reach the ionisation region first, the faster clusters. With
longer relative timings, we therefore should sample slower cluster velocities. Yet, due
to the mechanical motion of the plunger in the EL-valve [91], several recoils occur and
subsequently the valve opens several times per trigger pulse. The time separation of the
recoils, allows different velocity components of each rebound to reach the detection region
simultaneously. We observe these mechanical plunger recoils as distinct peaks in our
experimental cluster velocity distributions (see subsection 2.3.2 for determination of cluster
velocities), as shown in Fig. 2.1.3b. We use this experimental artefact to our advantage
and simultaneously sample a range of velocity components of the cluster beam. This
allows us to record magnetic deflection data of various velocity components, by simple
changing the relative time delay ∆tL-EL (see chapter 5).

2.1.2 Alkali metal-doping

Alkali metal-doping of molecular clusters is a technique which was originally demonstrated
by Bobbert et al. [92] and later extended in our research group [40, 25], to address the issue
of cluster fragmentation upon ionisation and the determination of cluster size distributions.
Alkali metal-doping of weakly bound solvent clusters is achieved via collisions of alkali
metal atoms in a pickup cell (see Fig. 2.1.4). The interaction of alkali metal atom and
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solvent molecules causes a significant decrease of the ionization energy < 5 eV of the alkali
metal valence electron. This allows for a nearly destruction free ionisation of the clusters
using UV light. This form of ionisation yields in more accurate measurements of cluster
size distributions, since fragmentation processes are suppressed [40]. Furthermore studying
alkali metal-doped solvent clusters sparked scientific interest, since these clusters serve
as model systems to study electron solvation [5] and references therein. Alkali metal-
doped clusters in molecular beams offered a controlled alternative to study size-dependent
electronic [1, 2, 27] and magnetic properties [93].
A schematic representation of the alkali metal doping process is shown in Fig. 2.1.4 where
the alkali metal vapour pressure is controlled by the oven temperature Toven.

Alkali metal
oven / ‘pickup cell’

UV-photon
ionization

+ + +
PhotoionsSolvent

cluster

Alkali metal-doped
solvent cluster

Fig. 2.1.4: Sketch of the alkali metal-doping process of molecular clusters.

The efficiency of the doping process depends on two major aspects: Firstly, on the collision
probability of the alkali metal atom M with the molecular cluster (Sol)n. Secondly, on
the lifetime of the newly formed alkali metal-doped species M(Sol)n which must be longer
than the experimental time scale. The collision probability to form M(Sol)n is described
by a Poisson distribution [94, 95].

Pm = 〈m〉
m

m! · exp(−〈m〉), (2.1.1)

where m is the number of collisions and the average number of collisions 〈m〉 is given by

〈m〉 = n̄LσF. (2.1.2)

Hereby n̄ denotes the number density of alkali metal atoms, L the length of the pickup cell,
σ the collision cross-section and F is a parameter which takes the relative velocities of the
cluster beam and alkali metal atoms into account (see section 3.4). In the presented work
the density of alkali metal atoms n̄ is controlled via the oven temperature, with which it is
possible to control signal intensities and degrees of doping. Since σ increases with cluster
size, larger clusters are more likely to form alkali metal-doped species. Inelastic collisions
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between the metal atom and solvent cluster can result in further processes, which influence
the doping efficiency. Part of the collision energy can be converted into translational energy
and internal energy of the activated collision complex M(Sol)*n . The internal excess energy
can be further redistributed into two different fragmentation processes. On one hand it is
possible to stabilise the complex via dissociation of the alkali metal atom. This process is
more likely for smaller clusters with less internal degrees of freedom to redistribute their
collisional energy. On other hand, cluster stabilisation can be achieved by evaporative
cooling of one or more solvent molecules. The competing mechanisms of collisional energy
redistribution are summarised in the following reactions.

M + (Sol)n −−→ M(Sol)∗n −−→ · · ·
M(Sol)∗n −−→ M + (Sol)n (2.1.3)
M(Sol)∗n −−→ M(Sol)n-k + k(Sol) k = 1, 2, 3, · · · (2.1.4)

The conservation of momentum after the collision processes define the resulting velocity
distribution of the clusters. A representative experimental velocity distributions (see
subsection 2.3.2 for the evaluation of molecular beam velocities) are shown in Fig. 2.1.5
for the toluene dimer. With a cold oven (Toven = RT) the vapour pressure of sodium is so
low that no collisions occur in the pickup cell. The velocity distribution is merely defined
by the supersonic expansion conditions. With a heated oven (Toven = 210 °C) sodium
collisions are possible and the initial velocity distribution is perturbed.

Fig. 2.1.5: Experimental cluster velocity distributions of (C6H5CH3)2 with a cold
(black circles: Toven = RT) and heated (red circles: Toven = 210 °C) sodium
oven.

The collisions of Na and (C6H5CH3)2 are characterised by velocity shift towards slower
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velocities with ∆v ∼ 50 m/s. A possible explanation for the observed velocity shift is given
in section section 3.4. Tab. 2.1.1 summarises working conditions of Toven used throughout
this work to generate single and multi-doped lithium- or sodium-doped solvent clusters.

Tab. 2.1.1: Oven temperatures for Li-doping and Na-doping applied in this work.

Alkali metal Li Na

Doping degree single multi single multi
Toven / °C 340− 380 390− 450 170− 200 210− 250

2.2 Light sources

2.2.1 Ultraviolet laser light sources

For experiments described in chapter 4 and chapter 5, photoionization was achieved
with UV light 266 nm (4.66 eV), generated by the fourth harmonic of a pulsed (20 Hz)
nanosecond (∼ 7 ns) Nd:YAG laser (Quantel Ultra). The propagation direction and the
linear polarisation vector were aligned parallel to the detection plane (see Fig. 2.3.1). The
laser power could be varied by rotating the polarisation via the angle of the half-wave
plate relative to the Glan-laser prism.
Single photon ionisation of bare sodium atoms was achieved with pulsed (20 Hz) nanosecond
(∼ 7 ns) 212 nm (5.85 eV) laser light, created by tripling the 636 nm output of a dye laser
(Radiant Dyes Narrow Scan). Where the dye laser was pumped by 532 nm light from a
Nd:YAG laser (Continuum powerlite), and used DCM (4-(Dicyanomethylene)-2-methyl-
6-(4-dimethylaminostyryl)-4H-pyran) as a laser dye. Third harmonic generation was
possible by doubling the frequency in a non-linear crystal, and additionally performing
sum frequency generation (SFG) of the second harmonic and the residual fundamental in
a further non-linear crystal. Once more the linear polarisation of the laser light was set by
passing through a Glan-laser prism. In the given case the laser power was adjustable by
detuning the second non-linear crystal which causes a reduced conversion efficiency.

2.2.2 DESIRS beamline radiation at SOLEIL synchrotron

For experiments described in chapter chapter 7, photoionization was achieved with VUV
light generated at the DESIRS beamline at the French national synchrotron facility
SOLEIL. Nahon et al. [96] present detailed conceptualisation and performance of the
DESIRS beamline. Nevertheless we summarise the most important technical aspects for
the experiments we carried out. In an undulator, highly relativistic electrons (2.75 GeV)
follow an oscillating motion due to an alternating magnetic field. The magnetic fields
are induced by pure electromagnets. The acceleration and deceleration of the oscillating
electrons causes emission of electromagnetic radiation. The radiation frequency depends
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on the strength and the spatial period of the magnetic fields. The DESIRS beamline
undulator is 10 m long and consists of 14 periods of 640 mm length. Controllable driving
currents of the electromagnetic coils leads to possible photon energies of 5− 40 eV. The set
of coils used in the undulator defines the polarisation vector of the emitted radiation. The
polarisation vector can either be set to horizontal or vertical orientation. Furthermore, by
using multiple sets of coils with fixed phase relation it is possible to generate circular and
elliptical polarisations. Since higher harmonics of a desired wavelength are also generated
in the undulator, suppression of these unwanted harmonics are achieved with a rare gas
filter. Before entering the experimental chamber, the required wavelength is selected with
a 6.65 m long grating monochromator. With the described beamline, photon energies with
a minimal bandwidth of 1/50 000 and adjustable polarisation can be generated. For the
presented work, the polarisation vector was linear with perpendicular alignment in regard
to the electron and ion extraction axis. The photon energies were varied between 5 and
20 eV.

2.3 Pulsed Stern-Gerlach velocity map imaging pho-
toion spectrometer

Parts of this section have been previously published in ref. [93] which is presented in its
entirety in chapter 4. The pulsed Stern-Gerlach setup used to study the size-dependent
magnetic properties of Na(NH3)n (presented in chapter 4), Na(H2O)n, Na(MeOH)n and
Na(DME)n clusters (presented in chapter 5) is shown in Fig. 2.3.1.

A

sample gas nozzle

continuous
expansion

or pulsed
expansion

B

Na-oven

C

Stern-Gerlach
deflector

D

CCD camera +
MCP stack +

phosphor screen

HV
extractor

Fig. 2.3.1: Sketch of the experimental setup consisting of the source chamber (A),
the Na-oven chamber (B), the deflection chamber (C) and the ioniza-
tion/detection chamber (D). The figure is adapted with permission from
[93] Copyright ©2021 Royal Society of Chemistry.

The experimental setup consists of four chambers (A-D) which are separated by skimmers
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to ensure differential pumping conditions and a well-defined molecular beam. In the source
chamber (A) solvent clusters are generated via supersonic expansion, which is described in
subsection 2.1.1. After traversing the source chamber, the solvent cluster beam passes a
2 mm diameter skimmer before entering the sodium oven chamber (B). The solvent clusters
are doped with sodium atoms inside the oven via collisions (see subsection 2.1.2). The
resulting sodium-doped solvent clusters pass through a 1.5 mm diameter skimmer to enter
the deflection chamber (C). This chamber houses the pulsed Stern-Gerlach deflector and the
sodium-doped clusters interact with the magnetic field gradient. The non-deflecting cluster
beam is separated by 2 mm diameter detection skimmer from the deflecting cluster beam.
The remaining cluster beam enters the detection chamber (D) and reaches the interaction
region where the clusters are ionised by 266 nm (4.66 eV) UV light (see subsection 2.2.1)
and are subsequently detected. For the detection of photoion kinetic energies, velocity
map imaging is applied (see subsection 2.3.2). Time-of-flight (TOF) based mass spectra
signals are used to gain qualitative and quantitative cluster information and further
quantify magnetic deflection (described in subsection 2.3.3). The following subsection 2.3.1
emphasises the mechanical and electronic design of the pulsed Stern-Gerlach deflector.

2.3.1 Pulsed Stern-Gerlach deflector

The pulsed Stern-Gerlach deflector was built in a collaboration with the group of Prof.
Edvardas Narevicius at the Weizmann Institute of Science in Israel. The Narevicius group
designed and machined the deflector parts, designed and built the essential electronic
circuits to operate the deflector and simulated magnetic fields for several proposed flight
channel cross sections. Design of the deflector and extending the existing velocity map
imaging spectrometer (described in section 2.4) with the deflector were achieved in our
group, as were all further deflection measurements. The mechanical and electronic design
described in the following sections were adapted from the supplementary information of
Barnes et al. [93].

Mechanical deflector design

The dimensions of the deflector and its position in the deflector chamber are shown in
Fig. 2.3.2. The metal body parts of the deflector are machined from magnetic steel (1080
carbon steel).



14 CHAPTER 2. METHODS & EXPERIMENTAL SETUPS

entrance
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0.7 cm 1.4 cm 1.4 cm 0.7 cm

1st electro-
magnet

2nd electro-
magnet

3rd electro-
magnet

7 cm 7 cm 7 cm

z

x

2.50 2.00

7.25
1.007.50

2.75
2.75

3.30

flight channel cross section

dimensions in mm

a)

b)

c)

Fig. 2.3.2: (a) Side view of the deflector chamber with dimensions along the molecular
beam propagation axis. (b) Side view of the deflector consisting of three
electromagnets with the relevant dimensions. (c) Cross section of the
deflector flight channel and the axis system. The figure is adapted with
permission from [93] Copyright ©2021 Royal Society of Chemistry.

The assembled deflector with a length of 21 cm, consists of three electromagnets of 7 cm in
length. Each electromagnet is composed of a metal body on which a coil, manufactured
from 15 turns of insulated copper wire is mounted. Fig. 2.3.2c is a sketch of the cross
section of the deflector with relevant dimensions. In addition 2.3.3a shows a photograph of
the deflector front with its magnetic steel body, aluminium cooling plate and flight channel.
The rounded metal bridge, situated in the centre of each coil is 5.6 cm long and 2 mm wide,
acts as a pole shoe. With the chosen geometry the flight channel reaches a maximum height
of 3.75 mm. The asymmetric geometry of the flight channel causes an inhomogeneous
magnetic field with a gradient in z-direction. In the centre of the flight channel (x = 0)
the gradient ∂B/∂z is nearly constant. The gradient in x-direction produces a focusing
effect for one spin component and divergence for the opposite spin component. Fig. 2.3.3b
displays the vector addition of the magnetic field gradients (∂B/∂x+ ∂B/∂z), which were
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obtained from COMSOL simulations.
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Fig. 2.3.3: (a) Photograph of the deflector front, with its aluminium cooling plate,
magnetic steel body and flight channel. (b) Magnetic field gradient
(∂B/∂x + ∂B/∂z) obtained from a COMSOL simulation with 1000 A
electromagnetic current.

The electromagnetic coils are set in epoxy for mechanical protection and increased heat
conductivity to the steel bodies. All three bodies are mounted onto a single, liquid-
cooled aluminium plate. With a cooling liquid mixture of 30% glycol and 70% water, the
aluminium plate is cooled to −10 °C by a closed-cycle chiller. Monitoring the pressure
in the deflection chamber (∼ 1× 10−7 mbar) and realising constant pressure conditions,
while operating the deflector ensures stable temperature conditions of the deflector during
measurements. The rear ends of the deflector are each mounted onto x, z-translation
stages, to achieve fine alignment of the flight channel relative to the molecular beam. The
detection skimmer positioned 21.5 cm after the deflector exit defines the selectivity of
non-deflected species.

Electronic deflector design

Each electromagnet is driven by a 3-stage Pulse Forming Network (PFN) circuit designed
to generate a square pulse of 1000 A with a FWHM of 270 µs. A TDK-Lambda Genesis
1000-10 (Umax = 1000 V and Imax = 10 A) power supply is used to charge the capacitors
(simplified to CPFN in Fig. 2.3.4) of each PFN circuit. A simplified sketch of the electronic
circuit to operate the deflector is shown in Fig. 2.3.4.
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Fig. 2.3.4: Schematic representation of the electronic circuit used to generate mag-
netic fields of the pulsed Stern-Gerlach deflector.

The 1Ω resistor is used to limit peaks arising in the charging currents of the power supply.
Decoupling diodes are implemented to control the current direction and to protect the
power supply. High power thyristors are used to switch the PFN circuits. The thyristor
is a bistable switch which is opened by a trigger pulse and closes if the current through
the switch falls below a threshold value. The trigger pulse sequence for each PFN circuit
is generated by a home built time delay device. This device uses a master offset td of
a delay generator (Stanford Research Systems DG535) as an internal time zero. The
auxiliary trigger signals of charge, discharge and recovery, relative to td are programmed
in our home built delay device. For deflection experiments, each electromagnet is triggered
individually, with time delays t1, t2 and t3 relative to the master trigger td. We achieve
this via a Complex Programmable Logic Device (CPLD) board and a micro controller
(µC) board, schematically shown in Fig. 2.3.5.
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Input: t1, t2, t3 USB Interface
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out: t2 + td

Trigger
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Fig. 2.3.5: Schematic representation of our home built delay device, composed of a
µC-board and a CPLD-board.

The µC-board is controlled via a USB interface and a self written LABVIEW program
in which individual coil trigger timings are set and the triggering of the PFN circuit is
controlled. With the µC-board we are able to write relative timings t1, t2 and t3 to the
CPLD-board, which introduces an additional individual time offset for the auxiliary trigger
signals of each PFN circuit. An internal oscillator of 25 MHz operates as an internal clock
for all three timers. The trigger pulse scheme implemented in the CPLD-board is shown
in Fig. 2.3.6a and the corresponding voltage on the PFN capacitor CPFN is displayed in
Fig. 2.3.6b.
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Fig. 2.3.6: (a) Schematic representation of the trigger pulse scheme programmed
into the CPLD to control the PFNs. The discharge pulse (top panel)
initiates the electromagnetic current pulse, the recovery pulse (mid panel)
resets the voltages on the capacitors to a slightly positive voltage value
and the charging pulses (bottom panel) start the charging process of the
capacitors. (b) Schematic representation of the voltage over the PFN
capacitor CPFN. The current pulse is emitted between tdis and trec.

The charging trigger initiates the charging process of the capacitors within the PFN
circuit. Followed by a discharge trigger which starts the discharge of the capacitors and the
emission of a surge current pulse to one of the deflector’s electromagnets. The discharge
through the inductive coil causes a negative voltage on the capacitors. With a recovery
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trigger it is possible to reset this voltage to a slightly positive value, which supports the
following charging process.
With the employed power supply, we were required to introduce an additional capacitor
circuit of 1.25 mF before the 1Ω resistor to suppress instabilities in the charging behaviour.
Additional serial resistors before the 1Ω resistor helped to further limit peak currents of
the power supply and control the charging behaviour of the capacitors. These additional
electronic components allowed us to reduce the load on the power supply at the cost of
slightly increased charging times. The actual performance when driving the electromagnet
(of about 32 µH impedance and 75 mΩ resistance) was verified by measuring the current
pulses and resulting magnetic field pulses in the flight channel with a Hall-probe for various
charging voltages Ud. The measured magnetic field responses are displayed in Fig. 2.3.7.

Fig. 2.3.7: Measured magnetic field responses in the deflector flight channel for
various charging voltages Ud.

With the current deflector design we are able to collect data at a repetition rate of 5 Hz
with a charging voltage up to 150 V (corresponds to 300 A peak pulse). With the current
experimental setup working at higher charging voltages is only possible if the repetition
rate is reduced. The limit in repetition rate and peak pulse current arises from thermal
loads generated in the in-vacuum coils that cannot be efficiently dissipated by our cooling
method. Attempts to operate with higher thermal loads are prevented by the onset of
outgassing, accompanied by a total loss of signal at a chamber pressure of approximately
1.0× 10−4 mbar. We attribute this loss of signal to obstruction of the flight channel. Since
this mechanism of signal extinction would compete with signal loss due to deflection,
we choose repetition rates that maintain the pressure increase in the deflector chamber
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< 3.0× 10−8 mbar (from the base pressure). Tab. 2.3.1 summarizes the repetition rates f ,
charging voltages Ud and deflector currents Id to operate the deflector.

Tab. 2.3.1: Operating conditions of the pulsed Stern-Gerlach deflector setup used in
this work.

f in Hz 5 5 5 2 1 1 1

Ud in V 50 100 150 200 250 300 350
Id in A 100 200 300 400 500 600 700

2.3.2 Photoion velocity map imaging - velocity dependent de-
flection

Highest possible magnetic deflection in our pulsed Stern-Gerlach setup is achieved by
synchronising the time between electromagnetic current trigger timings t1, t2, t3 and the
laser timing tL. These relative time delays must be set evaluated as a function of the
cluster velocity distributions. Extracting photoions perpendicular to the molecular beam
propagation axis (see Fig. 2.3.8a) under optimised velocity map imaging (VMI) conditions
(summarised in Tab. 2.3.2) allows us to determine cluster velocity distributions in the
propagation direction of the molecular beam (vy). Note, that the experimental principles of
VMI for photoelectrons are explained in section subsection 2.4.2. Size-selection is achieved
via time-of-flight based mass-gating to only detect the cluster size of interest [30], shown
in Fig. 2.3.8b. Velocities of the neutral clusters in the molecular beam correspond to the
displacement of the impinging photoions in the detector plane.

Tab. 2.3.2: Optimised VMI extraction conditions for photoion imaging all electro-
static potentials are given in V.

VR VE VMCP, high VMCP, low VA

8000 5630 2000 1500 6000

With the given voltages of the repeller VR, the extractor VE, the MCP stacks VMCP, high,
VMCP, low and the anode (phosphor screen) VA. The acquired photoion images were rotated
by 1° to correct for a slight imperfection in the CCD camera alignment. The recorded
ion signal five pixels above and below the center line (in total 11 pixels) were summed to
retrieve the total ion signal as a function of the displacement in pixels. The displacement
from the image center r (white cross in Fig. 2.3.8b) in pixels can be related to the neutral
cluster’s velocity vy, by the following equation.

vy =
√

2 · C · VR · r2

m
(2.3.1)
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Where C is a setup dependent calibration constant and m is the cluster mass. Fig. 2.3.8c
displays an example cluster velocity distribution after converting the photoion image
shown in Fig. 2.3.8b from pixel coordinates into velocity coordinates via Eq. 2.3.1.

R

E

G

vy

VMI detector

hν

VR = 8000 V
VE = 5630 V
VG = 0 V

VMI of
photoions I+

n

a) b)

c)

Fig. 2.3.8: (a) Sketch of perpendicular extraction of photoions I+
n relative to the

molecular beam axis (y-axis). (b) Measured ion image with distances
given in pixels at VR = 8000 V, the white cross represents the image center.
(c) Experimental velocity distribution retrieved from the ion image.

The average calibration constant 〈Ci,j〉 is determined from several VMI measurements of
various cluster sizes mj at different repeller voltages (VR,i = 8 kV, 7 kV and 5 kV). For a
single VMI Ci,j is determined by

Ci,j = Ekin

r2 · VR,i
=

mj · v2
pixel

2 · r2 · VR,i
. (2.3.2)

Where the velocity vpixel in pixels per second is calculated via the displacement r and the
ion’s arrival time at the detector tTOF.

vpixel = r

tTOF
(2.3.3)

The dimensions of 〈Ci,j〉 is converted into [kgm2/Vs2pixel2] with the factor k in [m2/pixel2],
which is retrieved from the detector diameter 40 mm measured in pixels.

C = 〈Ci,j〉 · k (2.3.4)

As mentioned above, with the evaluated cluster beam velocities we are able to synchronise
the deflector trigger timings t1, t2 and t3 relative to the laser trigger tL. A global
optimization of the coil trigger timings is performed in order to achieve highest possible
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deflection. The optimisation procedure is described in subsection 3.2.1. Operating the
deflector with optimal trigger timings and recording photoions with VMI extraction
conditions produces velocity dependent deflection data when compared to deflector ‘off’
measurements. The comparison of the photoion images of NaDME with the deflector
switched ‘off’ (Fig. 2.3.9 a) and deflector ‘on’ (Fig. 2.3.9b) illustrates the described
technique. Fig. 2.3.9c depicts the calibrated velocity distributions of both ion images.

a) Def. off

b) Def. on

c)

Fig. 2.3.9: (a) NaDME ion image measured in perpendicular extraction at VR = 8 kV
while the deflector is ‘off’. (b) NaDME ion image measured while the
deflector is ‘on’ with Id = 700 A. The distances of the VMIs are given in
pixels. (c) Retrieved velocity distributions of both photoion VMIs.

In a similar fashion, we investigated the deflection contribution of each electromagnetic
coil individually, as is presented in chapter 4 for NaNH3 clusters. The deflection results of
Na(H2O)n, Na(MeOH)n and Na(DME)n presented in chapter 5 are based on photoion VMI
measurements. Additional deflection measurements for the investigated sodium-doped
solvent clusters are based on time-of-flight mass spectrometry, which is described in the
following.

2.3.3 TOF mass spectrometry - deflection measurements

Time-of-flight (TOF) measurements are carried out under optimized TOF extraction
conditions summarized in Tab. 2.3.3. We thereby obtain qualitative and quantitative
information of the molecular beam, respectively the different cluster sizes and their absolute
signal.

Tab. 2.3.3: Optimized TOF extraction conditions.

VR VE VMCP VA

8000 V 6520 V 2200 V 3000 V
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Magnetic deflection of paramagnetic clusters is expected to be identified as TOF-signal
depletion. In order to investigate deflection induced signal depletion, we choose to record
a series of TOF spectra with varied deflector timing td relative to the ionising laser timing
tL. The time sequence of a deflection measurement is schematically shown in Fig. 2.3.10.

tEL td ∼ 1 ms
tL

t

t1 t2 t3td

∼300 µs

t

Fig. 2.3.10: Sketch of the timing sequence of the pulsed deflection experiment. The
relative timing between deflection td and ionization tL is varied for various
TOF measurements. In the case of Na(H2O)n clusters a pulsed EL-valve
was used to generate clusters. The EL-valve trigger timing tEL is set
constant during a deflection measurement. The deflector consists of three
individual coils, which are operated with their individual trigger timings
t1, t2 and t3 relative to td. The lower sketch shows the experimentally
measured magnetic field pulses for each coil trigger timing. The figure
is adapted with permission from [93] Copyright ©2021 Royal Society of
Chemistry.

Each recorded TOF spectrum is transformed from time-scale into m/z-scale, which is
described in subsection 2.4.1. The baseline of each TOF trace was fitted using a piecewise
cubic Hermite interpolation method and the baseline as well as the background were
subtracted (see Fig. 2.3.11a). In addition we applied a Savitzky-Golay finite impulse
response smoothing filter with 4th order polynomial and integrated the TOF mass signals
(see Fig. 2.3.11b).
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a) b)

Fig. 2.3.11: (a) Baseline corrected and background substracted NaDME and
Na(DME)2 TOF signals. (b) Smoothed TOF signals with the inte-
gration limits shown as dashed lines.

Relative integrated TOF mass signals θrel are defined as the ratio of the integrated mass
signal with the deflector switched ‘on’ θon and the deflector switched ‘off’ θoff.

θrel = θon
θoff

(2.3.5)

Evaluating θrel for various td is characterised by a relative signal dip with a distinct
minima (see Fig. 2.3.12a). The minima of θrel are analysed as deflection ratios γd for
different magnetic field strengths which are proportional to the deflector currents Id (see
Fig. 2.3.12b).

γd = 1− θrel = 1− θon
θoff

(2.3.6)

If γd = 1, 100% deflection is achieved and would correspond to θrel = 0. Thus no
cluster signal would be detected. A graphical representation of the deflection evaluation is
schematically shown in Fig. 2.3.12.
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a) b)

Fig. 2.3.12: The presented data is obtained from MD simulations of hypothetical
particles (see subsection 3.2.2): (a) Relative integrated ion signal θrel as a
function of the relative deflector trigger timing td with deflector currents
Id = 100− 700 A. (b) Maximal deflection ratio γd,max (corresponds to
minima of θrel) as a function of the deflector current Id.

2.4 Velocity map imaging photoelectron spectrome-
ter

The experimental setup used to study the electronic properties of Li(DME)n clusters,
presented in chapter 8 is shown in Fig. 2.4.1 and has been previously described [26, 31,
30, 2, 40, 25, 97]. For convenience the main aspects are repeated here. The experimental
setup consists of three chambers (A-C) separated by skimmers, for a well defined molecular
beam and to maintain differential pumping conditions.



26 CHAPTER 2. METHODS & EXPERIMENTAL SETUPS

A

B

C

sample
gas nozzle
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HV extractor
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Fig. 2.4.1: Sketch of the experimental setup consisting of the source chamber (A),
the Li-oven chamber and the ionization/detection chamber (C).

The source chamber (A) holds the EL-valve to generate (DME)n clusters via pulsed su-
personic expansion of a He/DME gas mixture into vacuum (see subsection 2.1.1). By
varying the expansion conditions (stagnation pressure, gas composition and source tem-
peratures) and EL-valve drive settings (pulse width and trigger timing) the solvent cluster
size distribution could be controlled. The oven chamber (B) contains the temperature
controlled Li-oven, where the doping process of (DME)n occurs (see subsection 2.1.2) to
form Li(DME)n clusters. The last chamber is referred to as the detection chamber (C),
where the Li-doped clusters are ionized with 266 nm pulse from a Nd:YAG laser (see
subsection 2.2.1) and subsequently the photoelectrons (see subsection 2.4.2) and photoions
are accelerated by Wiley-McLaren type extractor optimized for either TOF conditions
(see Tab. 2.4.1) or VMI conditions (see Tab. 2.4.2). The extraction optics consist of
three round metal plates spaced by 15 mm. The ionisation region is located between
the repeller and extractor plate. Where the extraction region and a 20 cm field-free drift
region are shielded by two concentric µ-metal cylinders. For the given experimental setup
the molecular beam axis and the ion flight axis are perpendicular. The perpendicular
configuration is useful for measurements of cluster beam velocities (see subsection 2.3.2)
and to prevent deposition of non-volatile or low-volatile compounds onto the detector.
The position sensitive detector is composed of a pair of 40 mm diameter microchannel
plates (MCPs) in a chevron stack which are coupled to a phosphor screen (Photonis USA,
Inc; APD) followed by a CCD camera. The front of the MCP assembly is held at ground
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and the back plate is biased at up to 2400 V and can be used to ‘gate’ the detector. When
gating, we use a high voltage switch (Behlke) to vary the MCP bias voltage by 500 V
to ensure that the gain is only high when ions of interest reach the detector. The CCD
camera records the luminescences of the screen. Individual frames (12 bit grayscale image,
1/3 inch sensor, 1024× 768 pixel) are taken for each laser shot, summed up in real time
using NuAcq software [98] and saved to the computer connected to the CCD camera.

2.4.1 Time-of-flight mass spectrometry

The cluster size distributions were determined by mass spectrometry under optimized
TOF conditions, which are summarized in Tab. 2.4.1.

Tab. 2.4.1: Optimized TOF extraction conditions.

VR VE VMCP VA

15 000 V 12 330 V 1650 V 3000 V

TOF focusing conditions are defined by the ratio VE/VR ∼ 0.8, with the given settings
it is possible to correct for their width in arrival times due to a distribution of the birth
coordinates in the ionization volume. Increasing VR with a constant VE/VR allows to
measure larger cluster size distributions in a perpendicular extraction configuration. With a
perpendicular setup, care must be taken to ensure that the full cluster size distribution fits
onto the detector. Otherwise, size-dependent studies of electronic cluster properties become
invalid. The mass to charge ratio m/z of the cluster size distributions was calibrated with
given equation.

m/z = (tTOF − t0)2/c (2.4.1)

where tTOF is the cluster specific time-of-flight, t0 the laser trigger timing and c an
experimental setup constant. The detection screen functions as an anode which records the
signal current generated in the MCPs. The time-dependent current signal is transformed
via a homebuilt capacitative decoupling circuit to a time dependent voltage signal. The
data is then displayed on an oscilloscope and saved to the computer. Fig. 2.4.2 shows an
example TOF mass spectrum of Li(DME)n clusters.
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a) b)

Fig. 2.4.2: (a) TOF-signal of Li(DME)n clusters. (b) Corresponding calibrated m/z-
signal with equidistant peak spacing (DME = 46m/z).

The cluster size distributions are characterized by an average cluster size 〈n〉 for cluster
size n > 4. This is a valid approach, since the photoelectron energy spectrum is resolved
for small Li(DME)n clusters (n = 1− 4).

〈n〉 =
∑nmax

n=5 An · n∑nmax
n=5 An

(2.4.2)

An is the integrated area of each mass peak n, throughout this work the integration was
carried out in time-space.

2.4.2 Photoelectron velocity map imaging

The theory and concepts of velocity map imaging, as well as the applied image recon-
structions methods to obtain photoelectron binding energies and photoelectron angular
distribution parameters β are discussed in section 3.3. In this section we focus on the
experimental techniques, to record velocity map images. Photoelectrons are accelerated
under optimized VMI conditions (see Tab. 2.4.2) to achieve kinetic energy focusing at the
detector plane.

Tab. 2.4.2: Optimized VMI extraction conditions.

VR VE VMCP, high VMCP, low VA

−3000 V −2125 V 1750 V 1250 V 6000 V

The optimal energy focusing conditions are determined by the extraction ratio VE/VR ∼ 0.7.
Varying VR while maintaining the extraction ratio, controls the image size and energy
resolution of the VMI in the detector plane. Hereby the size of the image is limited by the
screen diameter, for a successful measurement it has to be assured that the photoelectrons
of highest kinetic energy are still detectable. Recorded VMIs are reconstructed and
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evaluated using the pBASEX [99] and MEVIR [100] algorithm (see section 3.3). The
electron kinetic energies Ekin are determined by the displacement r in pixels of the image
center spot.

Ekin = r2 · VR/C (2.4.3)

where C is a setup dependent calibration constant, which is determined from a recorded
VMI of lithium atoms with its radius r and known ionization potential (shown in Fig.
2.4.3). The theory in order to determine the radius of a Newton sphere projected onto a
two dimensional detector plane is described in subsection 3.3.2.

~E

hν

r

Fig. 2.4.3: Experimental photoelectron VMI of Li. The bold arrows indicate the
electric field vector and the propagation axis of the laser light. The dashed
arrow shows the radial displacement from the center of the image, shown
as white cross.

2.5 Photoelectron-photoion-coincidence-spectrometer
The double imaging photoelectron-photoion-coincidence (i2PEPICO) spectrometer used
in this work to study Na(NH3)n (see chapter 7) has been previously described by Garcia,
Tang and Nahon [96, 46]. The experimental setup is located at the DESIRS (dichroïsme
et spectroscopie par interaction avec le rayonnement synchrotron) beamline of SOLEIL
synchrotron and is schematically shown in Fig. 2.5.1.
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Fig. 2.5.1: Schematic representation of the double imaging photoelectron-photoion-

coincidence-spectrometer at DESIRS beamline of SOLEIL synchrotron.
The figures is adapted from [101] with permission of S. Hartweg.

The experimental setup is composed of three consecutive vacuum chambers (A-C). In
the presented studies small aperture nozzles were installed in source chamber (A) in
order to generate continuous supersonic molecular beams. The sample gas nozzle is fixed
on a computer controlled x, y, z manipulator to adjust the molecular beam position in
vacuum and in real-time. An additional temperature controlled Na-oven was installed in
the source chamber (A) to generate sodium-doped clusters (see subsection 2.1.2). After
traversing a first skimmer, the molecular beam enters the double-skimmer differential
chamber (B). The position of the first skimmer separating both chambers is adjustable in
vacuum by another computer controlled x, y, z-manipulator. A thin sliding valve behind
the second skimmer is used to isolate the ionisation chamber when chambers (A) and
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(B) are vented. After passing through a second skimmer, the molecular beam enters
the detection chamber (C) and reaches the center of the DELICIOUS III spectrometer
which corresponds to the photoionisation region. Here molecular clusters cross with the
synchrotron beam in perpendicular orientation, resulting photoelectrons and photoions are
extracted and accelerated vertically in opposite directions by a modified Wiley-McLaren
TOF [102] device and detected via VMI [82]. From position sensitive photoion detection
and their TOF, recorded with respect to the arrival time of the corresponding electron ,
it is possible to reconstruct the three dimensional photoion momentum distribution [46].
A second position sensitive detector is used to record photoelectron VMIs which can be
processed with ion mass- and momentum-selection filters. With this technique it is possible
to retrieve fully cluster size resolved electron VMIs and thus gain cluster size-dependent
electronic properties. An Abel inversion algorithm was used to treat electron images to
get the electron angular distribution and photoelectron spectra. In the recorded photoion
image the different cluster masses are additionally separated spatially. This allows to
furthermore filter out for example background signals, by choosing a spatial region of
interest.
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Chapter 3

Theory & Modelling

3.1 Atoms and clusters in magnetic fields
The theory and models presented in the following sections have been adapted by the works
of various groups. The theory on the Zeeman effect for atoms and molecular systems (see
sections 3.1.1 and 3.1.2)) is based on the review by Jansen and Merkt [103] (and references
therein). The main aspects of the avoided crossing model (see section 3.1.4), is adapted
from Xu et al. [104, 68]. The thermodynamic based spin relaxation model (see section
3.1.5), refers to the interpretations given by Knickelbein [66] and others [105, 106, 107].
The molecular Landé factor of diatomic systems described in section 3.1.6, is adapted from
the theoretical work of Berdyugina and Solanki [60] (and references therein).

3.1.1 Zeeman effect in atoms

The Zeeman effect describes the energy splitting of a state into several components in
the presence of an external magnetic field. The initial energy states at zero-field are
represented by the Hamiltonian Ĥ0 and the interaction with the external magnetic field
B is described by the Zeeman Hamiltonian ĤZeeman. The Zeeman levels are eigenstates of
the resulting Hamiltonian, given by

Ĥ = Ĥ0 + ĤZeeman, (3.1.1)

where the atomic Hamiltonian in the absence of the field Ĥ0 is composed of the electronic
energy, the spin-orbit interaction and the hyperfine interaction. In terms of the Russel-
Saunders (or spin-orbit) coupling approximation (for atoms with small nuclear charges),
spin-orbit and hyperfine interactions can be treated for each electronic state separately.
The Zeeman interaction is then described by

ĤZeeman = µB
~
(
gLL̂+ gSŜ

)
B − µN

~
gN ÎB (3.1.2)

where µB is the Bohr magneton, gL = 1 the Landé factor of the orbital angular momentum
L, gS ≈ 2.00232 the Landé factor of the free electron spin angular momentum S, µN the

33
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nuclear magneton, gN the Landé factor of the nuclear spin angular momentum I and ~ the
reduced Planck constant. The nuclear magneton µN is approximately 103 smaller than µB,
we therefore neglect contributions of the nuclear spin term for all following considerations.
The magnetic moment µ, within sole spin-orbit coupling, is expressed by

µ = −µB (gLL+ gSS)
~

, (3.1.3)

and the Zeeman energy splitting ∆EZeeman is given by

∆EZeeman = −µ ·B. (3.1.4)

The interaction of the magnetic moment with the magnetic field causes each total angular
momentum state J = L + S level to split into 2J + 1 Zeeman components with its
projections onto the magnetic field axis MJ = −J,−J + 1, ..., J − 1, J . In the case of
s-electrons, L = 0 and the magnetic moment is purely composed of the electronic spin S.
The corresponding Zeeman effect causes a splitting into 2S + 1 components, with their
projection mS = −S, ...+ S onto the magnetic field axis. For example, sodium atoms Na
(3s1) show a Zeeman diagram consisting of two Zeeman levels according to their spin sates
mS = −1/2 and +1/2.

3.1.2 Zeeman effect in sodium-doped clusters

Unlike atoms, molecules and clusters have additional vibrational and rotational degrees
of freedom which may contribute to the total angular momentum J . The total angular
momentum J for a general molecule or cluster is said to consist of four different angular
momenta, namely the angular momentum of molecular rotations R, orbital angular
momentum of electrons L, spin angular momentum of electrons S and spin angular
momentum of nuclei I. Calculating the Zeeman states with contributions of all four
angular momenta is demanding, since angular momenta couplings are possible among all
four angular momenta. Methods to calculate the Zeeman effect of an asymmetric-top free
radical, with contributions of the four angular momenta are summarised by Sears [108].
For sodium-doped clusters we introduce the following approximations to simplify the
couplings of angular momenta to the dominant contributions. As mentioned above, in
a first approximation we neglect contributions of the nuclear spin term. In addition
we assume L ≈ 0, this is reasoned by former angle-resolved photoelectron studies of
sodium-doped clusters [1, 2] which showed mainly s-character for the highest occupied
molecular orbital (HOMO) of the solvated electron. We thus expect minor contributions
from the spin-orbit coupling term and pronounced angular momenta contributions of S
and R. Within these assumptions the Zeeman interaction for sodium-doped clusters is
given by

ĤZeeman = µB
~
(
gRR̂+ gSŜ

)
B (3.1.5)
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where gR is the Landé factor corresponding to the rotational angular momentum. For
given case, R and S add to form J with corresponding Zeeman energies expressed by

E(J,MJ) = µB
~
gJMJB (3.1.6)

where gJ represents the molecular Landé factor and MJ is the projection of the total
angular momentum onto the magnetic field axis. Approximated solutions of gJ in the
limiting Hund’s cases (a) and (b) for diatomic systems are shown in section 3.1.6.

3.1.3 The force field of an inhomogeneous magnetic field

In the case of an inhomogeneous magnetic field a cluster in a state MJ with corresponding
magnetic moment µJ will experience a force F , defined in the direction of the negative
Zeeman potential gradient.

F = ∇ (µJ ·B) = −µBgJMJ




∂B/∂x

∂B/∂y

∂B/∂z




(3.1.7)

In the case of free spin 1/2 particles the force is expressed in similar manner, although
with µJ = µ0, gJ = gS and MJ = mS. In our experiments the main component of the
magnetic field gradient is defined in the z-direction. The resulting force component in z is
described by

Fz = −µz
∂B

∂z
(3.1.8)

with the projection of the magnetic moment µz onto the gradient axis. The resulting force
causes an acceleration in z-direction for mS = +1/2 (low-field seeking) and mS = −1/2
(high-field seeking) particles. A spin 1/2 particle beam traversing the magnetic field
gradient orthogonal with velocity vy results in two diverging beamlets corresponding to
their spin state mS. While particles with a total spin of S = 0 do not experience any force
and the cluster beam trajectories are not affected by the magnetic field gradient. The
described deflection trajectories for mS = ±1/2 are visualised in Fig. 3.1.1.
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Fig. 3.1.1: Graphical representation of cluster beam trajectories with the spin states
mS = −1/2 and mS = +1/2, traversing an inhomogeneous magnetic
field with a gradient in z-direction (∂B/∂z). The figure is adapted with
permission from [93] Copyright ©2021 Royal Society of Chemistry.

The x, z coordinates of the individual spin states mS = −1/2, S = 0 and mS = +1/2,
obtained from MD simulations (see subsection 3.2.2) after experiencing the magnetic field
gradient are shown in Fig. 4.2.4 of chapter 4. An aperture of suitable size in the x, z
plane, allows for magnetic selection regarding the deflection in z-direction of the particles.
For clusters with a distribution of populated MJ states, an effective broadening of the
molecular beam is expected, which in our experiments would be observed as reduced
deflection.
The number of Zeeman levels E(J,MJ) for large paramagnetic clusters increase significantly,
due to small rotational constants which result in dense rotational states (see chapter 6).
Quantum chemical calculations of spin-rotational Zeeman-like levels becomes increasingly
time consuming for larger cluster systems. We therefore choose to describe clusters by
their density of thermally accessible rovibrational states and discuss trends in terms of the
simplified avoided crossing model and spin relaxation model, presented in the following.

3.1.4 Avoided crossing model

The avoided crossing model is based on the sole coupling of rotation and spin angular
momentum. Within this assumption spin-rotation coupling causes an increase in the total
number of Zeeman-like levels form 2S + 1 to (2S + 1)(2R + 1) given by [109]

R+S∑

J=|R−S|
2J + 1 = (2S + 1)(2R + 1). (3.1.9)

where corresponding Zeeman energies are expressed as E(J,MJ). In the case of vanishing
spin-rotational coupling, the corresponding eigenstates are described as uncoupled (diabatic)
with J = S andmS = ±1/2 Zeeman splitting is expected (neglecting all other contributions
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of angular momenta). However, the states are in general spin-rotational coupled and the
cluster Zeeman levels form coupled (adiabatic) states [104, 68]. For two states φi and φj
with same J but different R and S the spin-rotation coupling causes an interaction of the
two levels and the formation of avoided crossings between the intersecting states. The
Hamiltonian at the avoided crossing can be expressed as a perturbation of the uncoupled
(diabatic) states Ei and Ej,

ĤAVC =




Ei ∆SR

∆SR Ej


 (3.1.10)

∆SR ≡
〈
φi|Ĥcouple|φj

〉
is the matrix element that corresponds to the spin-rotation coupling.

Two important aspects for spin-rotational coupled states are noted. At the avoided crossing,
the total magnetisation of the two levels is conserved and the spin state of each of the
two adiabatic states reverse their sign after the avoided crossing. The latter transition
between adiabatic states is commonly known as ‘spin flip’ process where the total angular
momentum ∆J = 0 is conserved. For systems with mS = ±1/2 ‘spin flips’ are defined by
∆mS = ±1, subsequently the rotational angular moment will change its quantum number
∆MR = ±1 to conserve J , given by

|R,MR〉 |S,mS〉 spin flip−−−−→ |R,MR + ∆MR〉 |S,mS − ∆mS〉 . (3.1.11)

Where mS and MR specify projections of the angular momenta S and R onto a fixed
axis, which we choose in direction of the external magnetic field gradient z-axis. In
the case of a spin 1/2 system ‘spin flips’ are only allowed for neighbouring rotational
states. In a two-level system, the probability of traversing Ei and Ej adiabatically pad
can be estimated by the Landau-Zener formula [68, 110]. The Landau-Zener formula is
an analytical solution of the equation of motion describing the transition dynamics of a
two-level system. Analytical solutions are found within the Landau-Zener approximation
which consists of the following simplifications. The perturbation parameter ∆LZ is a known
linear function of time, the energy separation of the diabatic states varies linearly with
time and the spin-rotational coupling ∆SR matrix elements are independent of time.

pad = 1− exp

−

(
∆SR

∆LZ

)2

 (3.1.12)

∆2
LZ = µB~ |∆mS| dB/ dt. (3.1.13)

While traversing the deflector with an approximate time-dependent magnetic field change
dB/ dt ∼ 1× 103 T/s and estimated values of ∆SR ∼ 10× 10−7 eV [68] pad ≈ 1 is obtained.
Thus it is expected that the avoided crossings are traversed adiabatically and the spin state
is able to always flip. For sodium-doped clusters with rotational constants in the range
of 〈B〉rot ≈ 0.05 − 4 cm−1 (see Tab. 6.3.2-6.3.5), dense rotational levels ρrot ∼ 1/ 〈B〉rot
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are expected within Zeeman energy splitting ∆EZeeman = 2gSµBSBmax ≈ 5.6 cm−1, at
Bmax = 6 T. We thus expect several avoided crossings among the Zeeman levels and effects
on the observed deflection behaviour due to changes in the cluster trajectories, induced
by spin flip processes. Xu et. al [68] showed that several traversed avoided crossings
among adiabatic states can be expressed as so called average net state. It was reasoned
that in magnetic field ranges ∆B ∼ mT fine details of the adiabatic states cannot be
resolved in current Stern-Gerlach deflection experiments. Nevertheless, averaging the
adiabatic states over the experimental magnetic field range ∆B results in average net
states which are described as follows: At low fields, the average net states exhibit parabolic
behaviour and at high fields linear correlations. Note that the average slope at a given
magnetic field strength resembles the effective net magnetic moment. Since all of the
average states decrease with increasing field, asymmetric deflection to one side is expected
for spin-rotational coupled systems with dense rotational levels. Walter de Heer and co.
workers [104, 68] experimentally observe one-sided deflection and discuss their findings in
terms of the avoided crossing model. For cluster with dense rotational energies thermally
accessible, we would expect a corresponding distribution of intrinsic effective magnetic
momenta, with µeff ≤ µ0. In our experiments this would be observed as molecular beam
broadening and reduced deflection when compared to the free mS = ±1/2 system. A
quantitative description of the expected deflection behaviour derived from the avoided
crossing model is given in [68]. Assuming a Boltzmann distribution of cluster energy states
a distribution of the magnetisation follows

P (µ̄z) =
∣∣∣∣∣
ρ(E0) · exp(−E0/kBT )

∂µ̄z/∂E

∣∣∣∣∣ , (3.1.14)

where the density of states is given by ρ(E0). For high magnetic fields µ̄z saturates at
a single value µ = gJµBJ and the distribution of µ̄z is described by a delta function.
Whereas at low fields the magnetization distribution depends on the thermal excitation of
the degrees of freedom and analytical solutions can only be given in specific cases [68]. For
thermal population of high density of states the avoided crossing model predicts similar
magnetization distributions as the spin relaxation model (SRM) [66, 105, 106, 107]. Xu
et al. [68] state that the SRM is the high density of states limit of the avoided crossing
model.

3.1.5 Spin relaxation model

The SRM determines the intrinsic magnetic moment of an isolated cluster via the thermo-
dynamics based analysis of the average magnetic moment projected on the magnetisation
axis (z-direction) µ̄z. At higher temperatures the state density acts as a heat bath to
exchange angular momentum and energy in order to allow for spin relaxation processes
[104, 66, 105, 106, 107]. This model assumes thermal equilibrium among the Zeeman-
like levels [111]. Where the statistical thermodynamic based Brillouin model BJ(η) of
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paramagnetism describes the magnetisation as a function of temperature of the intrinsic
magnetic moment µ = gµBJ .

µ̄z = BJ(η)µ (3.1.15)

µ̄z =
[2J + 1

2J coth
(2J + 1

2J η
)
− 1

2J coth
(
η

2J

)]
µ (3.1.16)

with η = µB/kBTrot. In the limit of J →∞ the Brillouin function reduces to the Langevin
function L(η).

µ̄z = lim
J→∞

BJ(η)µ = L(η)µ =
(

coth(η)− 1
η

)
µ (3.1.17)

In the low-field limit η → 0 (µB � kBTrot) the average magnetic moment in z-direction
reduces to Curie’s Law

µ̄z = lim
η→0
L(η)µ = µ2B/3kBTrot. (3.1.18)

In the high-field limit (µB � kBTrot) the average magnetic moment along the magnetisation
axis is described by

µ̄z = µ. (3.1.19)

The different thermodynamics-based analytical functions are shown in Fig. 3.1.2.

Fig. 3.1.2: Average magnetic moment in z-direction µ̄z/µ, as described by the Bril-
louin function BJ(η), the Langevin function L(η) and Curie’s Law.

For clusters with dense rovibrational eigenstates and high internal temperatures, a ther-
modynamic description of the magnetisation distribution becomes significantly more valid.
In Stern-Gerlach experiments of such systems, only a weak broadening of the molecular
beam was observed [112, 113, 69, 114, 80]. Within our experiments we would observe
cluster systems with similar deflection behaviour as slightly or non-deflected.
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3.1.6 Molecular Landé factor

We here present the molecular Landé factor gJ for a diatomic system as has been ap-
proximated by Berdyugina and Solanki [60]. We aim to provide a qualitative trend of
how gJ evolves towards higher J and contribute to the deflection behaviour of sodium-
doped clusters. Theoretical investigations on the molecular Zeeman effect for diatomic
[58, 59, 115, 60, 103] and polyatomic [116, 108, 117] systems have been carried out by
various groups. An overview of the theory of the molecular Zeeman effect for diatomic
systems in the limiting Hund’s coupling cases (a) and (b), as well as for the intermediate
coupling case (a-b) are given by Berdyugina and Solanki [60]. In Hund’s coupling case
(a), the angular momenta of electron orbital and spin are coupled to the internuclear axis
and interact very weakly with the rotational angular momentum. In Hund’s case (b) the
orbital angular momentum is coupled to the molecular axis, whereas the electron spin is
decoupled or very weakly coupled to the axis [118]. The molecular Landé factor gJ in both
cases includes contributions from the electron spin angular momentum, orbital angular
momentum and rotational angular momentum. The corresponding expression in Hund’s
case (a) is given by [60]

g
(a)
J = (gLΛ + gSΣ)Ω

J(J + 1) (3.1.20)

with the projection of the spin angular momentum onto the internuclear axis Σ, Λ is
the projection of the orbital angular momentum onto the internuclear axis and Ω is the
corresponding projection of the total angular momentum. Whereas in Hund’s case (b) the
molecular Landé factor can be approximated by [60]

g
(b)
J = gL

2J(J + 1)

[
Λ2 (J(J + 1) +R(R + 1)− S(S + 1))

R(R + 1)

]

+ gS
2J(J + 1) [J(J + 1)−R(R + 1) + S(S + 1)] (3.1.21)

For example, in a diatomic systems where Λ = 0 and S 6= 0, the coupling of spin and
rotations is described by Hund’s case (b) [119, 118]. The cluster Landé factor gJ for both
limiting coupling cases decreases towards higher J states, which is expressed as reduced
Zeeman energy splitting which is expected to cause reduced magnetic deflection. For a
graphical representation of the Hund’s coupling cases see [60, 119]. Cluster Landé factors,
are presented as part of the outlook in chapter 6.

3.2 Modelling of the pulsed Stern-Gerlach deflection
In order to achieve successful deflection measurements with our pulsed Stern-Gerlach setup,
it is important to synchronise the relative time delays between magnetic field pulse and
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laser. The optimisation of deflector timings for a given molecular beam velocity is achieved
with a two dimensional space-time model. Further characterisation and verification of
experimental deflection results are carried out by comparison of experimental results with
molecular dynamics simulations of deflected particles. In the following sections, we present
the models used to characterise the pulsed Stern-Gerlach deflection.

3.2.1 2D Space-Time Model

Our Stern-Gerlach deflector consists of a series of three electromagnets (see section 2.3.1),
which are pulsed with their individual trigger timings t1, t2 and t3. In order to achieve
sufficient magnetic deflection of paramagnetic clusters, the electromagnetic trigger timings
relative to the laser timing tL have to be synchronised. Molecular beams generated via
continuous supersonic expansions (see section 2.1.1) at all points along their propagation
axis exhibit the characteristic cluster velocity distribution. In order to fully sample this
parameter space we choose a method inspired by ray tracing. We employ a 2D space-time
model where the position along the central axis of the molecular beam (y-coordinates)
and the time axis (t-coordinates) are considered. In space this model uses y-coordinates
corresponding to the dimensions of the electromagnets (y1 − y3) and ionisation region
yL. In time the model uses the duration of a square wave pulse (300 µs starting at each
trigger timing: t1, t2, t3) and the timing of the ionisation laser pulse tL. A graphical
representation of the 2D space-time model is shown in Fig. 3.2.1.

t1

t2

t3

tL

y1 y2 y3 yL

I

II

III

∅L

vfastest

vslowest

300 µs

Space

T
im

e

7 cm

Fig. 3.2.1: Graphical representation of a 2D space-time model to optimise γd(t1, t2, t3)
for maximal possible deflection. See text for further details.
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The final parameter is a threshold value, which is used to decide if a particle was deflected
or not. A particle is considered to be deflected if the time it spends in the magnetic field
is above this threshold. In our model the magnetic pulse is simplified as a box (magnet
length: 7 cm × on-time: 300 µs) and the ionisation volume is represented by a 1D line
(∅L) located at the ionisation time. Cluster trajectories are represented as straight lines
in this plane, with a slope depending on their inverse velocity. A part of the rays will
intersect with the magnetic field pulse boxes, as a function of their slopes and ionisation
coordinate. These intersections reflect the interaction time with the magnetic field. Finally,
the results are scaled with a experimentally determined velocity distribution. This converts
the uniform set of trajectories into realistic intensities and facilitates the computation of γd.
A global optimisation algorithm was used to calculate γd(t1, t2, t3) with a scatter-search
mechanism together with a sequential quadratic programming method for the refinement
stage.
In the case of a pulsed supersonic expansion, the rays of cluster trajectories are additionally
defined by their time of birth which corresponds to the opening time of the EL-valve
tEL. The relative time of valve and laser ∆tL-EL defines the observable velocities (see Fig.
2.1.3b). With experimentally determined velocity distributions (see section 2.3.2) we are
able to calculate at which time each ray enters the electromagnets. By regarding the
limiting cases of vfastest reaching the beginning (yL − 0.5 · ∅L) and vslowest reaching the
end (yL − 0.5 ·∅L) of the ionisation region, we determine the limiting time window ∆tE,i
(i = 1,2,3) at the entrance of each electromagnet (y1,y2,y3).
The optimal deflector trigger timings are obtained by overlaying the limiting time window
and magnetic field pulse symmetrically in time.

ti = tE,min,i −
(

300 µs− ∆tE,i
2

)
with i = 1, 2, 3 (3.2.1)

Here, tE,min,i is the earliest entering time at each coil, defined by the slowest velocity
reaching the end of the ionization region. Evaluating velocity dependent deflector timings
allows us to focus the magnetic field pulses on specific velocity components and thus
retrieve velocity dependent deflection data, as are presented in chapter 5.

3.2.2 Molecular Dynamics Model

In order to predict the performance of the deflector and verify experimental magnetic
deflection results, we choose a molecular dynamics (MD) approach which simulates the
cluster trajectories from deflector entry up to the ionisation region. Newton’s equations of
motion are numerically integrated with the Verlet algorithm [120]. In the given model the
cluster beam is defined by the initial coordinates (x,y,z) and momentum pi of each particle,
where the mass of the particle corresponds to the cluster mass of interest. The initial particle
coordinates are defined as a Gaussian beam profile, where the y-coordinates are defined by
the y-position of the entrance skimmer and x, z-coordinates are defined by the diameter of
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the entrance skimmer. The initial velocities in the molecular beam direction (y-direction)
are randomly sampled from experimentally determined cluster velocity distributions (see
section 2.3.2). The corresponding initial velocities in x- and z-direction are retrieved from
the molecular beam divergence angle (0.17°) and the velocity component in y-direction. In
order to achieve nearly continuous sampling of initial parameters, we modelled 105 − 106

particles to achieve sufficient statistics. The experimental dimensions of the deflector,
flight distances, skimmer diameters and positions, and the ionisation region are defined in
our MD model (see section 2.3.1).
The inhomogeneous magnetic field of the deflector with its magnetic field gradients ∂B/∂x
and ∂B/∂z are obtained from two dimensional COMSOL simulations of the deflector cross
section at a DC current of 1000 A (see Fig. 2.3.3). The gradients of the Zeeman potential
define the force field F acting on mS = ±1/2 particles (neglecting contributions from
other angular momenta).

VZeeman = µBgs
~
∇ (S ·B) (3.2.2)

F = ∇ (µ0 ·B) = −µBgs
~
∇ (S ·B) (3.2.3)

The magnetic field gradient in the z-direction causes a deflecting force in either the positive
or negative z-direction, resulting in a diverging beam of mS = ±1/2 particles. In the
center of the flight channel (x = 0), ∂B/∂z is approximately constant. The gradient in
x-direction causes one spin component to diverge while it focuses the other spin component.
Since the deflector is operated in a pulsed manner the force field only acts during the
on-time of the magnetic field pulses. In the experiment, the on-time of the magnetic field
is defined by the electromagnetic trigger timings t1, t2 and t3 and the time dependent
magnetic field profiles (see Fig. 2.3.7). The magnetic field pulses were measured for various
peak currents and are used as an input parameter for the MD simulations. Id specific
scaling factors fB of the force field are determined in relation to the integrated magnetic
field pulse profile at 1000 A. These scaling factors are shown in Fig. 3.2.2.



44 CHAPTER 3. THEORY & MODELLING

fB = C

A

fB =
∫
B(t)Id dt

∫
B(t)1000 A dtA

C

a) b)

Fig. 3.2.2: (a) Id specific scaling factor fB of the force field. (b) Integrated magnetic
field pulses B(t) at Id = 1000 A (A) and at Id < 1000 A (C) to retrieve
fB. See Fig. 2.3.7 in chapter 2 for absolute magnetic field pulses.

Additional magnetic field measurements at the end of each metal bridge showed approx-
imately 0.2 of the peak pulses inside the deflector flight channel. The force field in the
epoxy layers is therefore defined to be 0.2 · fB of the current specific scaling factors of
the electromagnetic coils. Each electromagnet is thus divided into three magnetic field
scaling sections along the molecular beam axis. In total the deflector is simulated with
nine different scaling zones Z1− Z9, as shown in Fig. 3.2.3.
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Fig. 3.2.3: The deflector as defined in our MD simulations is composed of nine zones
Z1− Z9. Current specific scaling factors fB and deflector trigger timings
t1, t2 and t3 are given for each deflector zone.

In the experiment, not all particle trajectories will reach the ionisation region. With
that in mind, the following conditions are implemented into our simulations. Particles
which collide with the deflector walls are considered as ‘lost’. Only particles that are in
the ionisation region (Gaussian laser beam profile of 4.8 mm FWHM) at time tL can be
detected.
The MD simulation output consists of x, y, z-coordinates and corresponding momenta
px, py, pz for particles of spin states −1/2, 0 and +1/2. Since the calculations are carried
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out for the three spin states, the relative signal θrel at the ionisation region is calculated
by following equation.

θrel = θ+1/2 + θ−1/2

2θS=0
(3.2.4)

γd = 1− θrel = 1− θ+1/2 + θ−1/2

2θS=0
(3.2.5)

where θ+1/2, θ−1/2 and θS=0 are the number of particles of each individual spin state which
are ionised at tL. Simulations of trajectories without magnetic field B = 0 are equivalent to
S = 0 trajectories. Therefore, θS=0 represents the particle trajectories when the deflector is
switched off. Varying the deflector timing td relative to the laser timing tL and evaluating
θrel for each timing, leads to a relative signal dip (see for example Fig. 3.2.4 and 3.2.5)
with a distinct minimum. The MD simulations are compared to experimental deflection
measurements, to support the characterisation of sodium-doped solvent clusters in their
magnetic properties.
We further introduce an additional (optional) scaling factor in order to account for possible
intracluster spin relaxation effects. We choose to scale the magnetic moment with an
exponential decay, defined by the interaction time with the magnetic field tm and a
characteristic relaxation time τ .

µeff = µ0 · exp
(
−tm
τ

)

F = ∇ (µeff ·B)

By sampling various values of τ and comparing simulations to experimental deflection
results, we estimate characteristic spin relaxation times τ of the investigated clusters.
With modelled effective magnetic moments µeff we are able to compare the clusters with
respect to their deflection behaviour. These results are presented in chapter 6.
As an additional simulation step, the particles reaching the ionization region at tL, corre-
sponding to the output parameters of the MD simulation, are translated into input files
for SIMION. The software package SIMION 8.0 is used to simulate the trajectories of
the photoions in the electrostatic extraction field under VMI conditions (VR = 8000 V,
VE = 5830 V). Experimental VMI conditions are not exactly the same as SIMION VMI
conditions, due to an offset in the spacing between the electrode plates. To determine clus-
ter velocity distributions, photoions have to be extracted perpendicular to the molecular
beam propagation axis. Hereby 2D coordinates in the detector plane are gained for each
impinging photoion. From the simulated 2D position sensitive detection data, it is possible
to calibrate the spatial positions into velocity coordinates (see 2.3.2). The velocities of
the neutral clusters in molecular beam direction correspond to a displacement of the
photoions in the detector plane. As the extraction and calibration are carried out for the
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spin states −1/2, 0 and +1/2, a simulated deflector ‘off’ velocity trace is retrieved from
S = 0 particles and a simulated deflector ‘on’ velocity trace is retrieved from the average of
mS = +1/2 and mS = −1/2 particles. The simulated velocity traces are then compared to
the experimental velocity traces. In the following, we characterise the deflection behaviour
by modelling dependences on various experimental parameters.

Detection skimmer & ionisation region

The observable deflection of mS = ±1/2 particles depends on the detection skimmer size
and its y-position. These dependencies are especially pronounced for low Id with small
molecular beam divergence in the z-direction. In order to achieve significant deflection,
the detection skimmer size has to be smaller than the average spread in z-direction of the
molecular beam in the xz-plane of the detection skimmer. Fig. 3.2.4a shows the relative
signal θrel transmitted through various detection skimmers as a function of td at Id = 100 A.
For large skimmer diameters ∅skim = 6.0 mm approximately 80% of particles pass the
skimmer. Decreasing the detection skimmer size significantly improves the resolvable
deflection. Increasing the deflector current to Id = 700 A (see Fig. 3.2.4b), causes the
transmitted signal to be less sensitive to the selecting skimmer size, since the average
beam divergence is larger than ∅skim. In our experimental setup, we choose to work with
∅skim = 2.0 mm (red diamonds in Fig. 3.2.4), as sufficient deflection is achievable for
all sampled deflector currents. Furthermore, alignment of the molecular beam is readily
achievable at at skimmer size of 2 mm.

a)

b)

Fig. 3.2.4: MD simulations of particles with the mass of NaNH3 with their relative
signal θrel as a function of the deflector timing td. θrel of particles traversing
the detection skimmer for various diameters ∅skim at (a) Id = 100 A and
(b) Id = 700 A.
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a)

b)

Fig. 3.2.5: MD simulations of particles with the mass of NaNH3 with their relative
signal θrel as a function of the deflector timing td. θrel of particles ionised for
various laser beam diameters ∅L with ∅skim = 2.0 mm at (a) Id = 100 A
and (b) Id = 700 A.

After traversing the detection skimmer the particles continue to the ionisation region, which
is defined by the laser diameter ∅L. The size of the ionisation region further defines the
measurable deflection. Due to the remaining cluster beam divergence after the detection
skimmer, θrel decreases with smaller laser beam diameters. This effect is more pronounced
for low deflector currents shown in Fig. 3.2.5a, since weaker magnetic fields induce less
beam divergence. The spread in z-direction in the ionisation region, defines the quality
of θrel as a function of the laser beam diameter. With increasing Id, this effect becomes
negligible small, since θrel is mainly defined by the size of the detection skimmer, as can
be concluded by comparing θrel with ∅skim = 2.0 mm (red diamonds in Fig. 3.2.4b) to the
relative signals in Fig. 3.2.5b. All further deflection measurements and simulations were
carried out with ∅L = 4.8 mm.

Zeeman force & cluster mass

With given detection skimmer size (∅skim = 2.0 mm) and laser beam size (∅L = 4.8 mm)
we further investigate how the Zeeman force and cluster mass effect γd. The force field in
the deflector is scaled by the Id specific factor fB, as previously discussed (see Fig. 3.2.2).
Increasing the force field causes a stronger acceleration in z-direction for a given particle
mass. In our experimental setup this is represented by an increase of γd as a function of
Id, summarised in Fig. 3.2.6a for particles with the mass of Na(NH3)n (n = 1− 4) and a
molecular beam velocity distribution shown in Fig. 3.2.6b.
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a) b)

Fig. 3.2.6: (a) Deflection ratio γd as a function of the deflector current Id for particle
masses of Na(NH3)n (n = 1 − 4). (b) Experimental molecular beam
velocity distribution vy used as MD simulation input.

The average force acting on a ms = ±1/2 particle depends on Id. Therefore, increasing
the particle mass for a given Id causes a deceleration in z-direction and subsequently a
decrease in γd.

Velocity distributions

Reasonable deflection ratios with our pulsed Stern-Gerlach setup are achievable if the
time delay between td and tL reflects the flight time from the deflector to the ionisation
region, which is defined by the experimental distance and the molecular beam velocities.
As previously described (see section 3.2.1), optimised deflector trigger timings t1, t2 and t3
are set to achieve highest possible deflection for a given velocity distribution. Ideally, the
magnetic field pulses should interact with the full velocity distribution in order to achieve
highest possible deflection. In the experiment some velocity distributions are so broad that
a suitable overlap of the magnetic field pulses and velocity distribution is not achievable.
After traversing the pulsed magnetic fields residual signal remains from particles at the
slow and fast end of broad velocity distributions.
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a) b)

Fig. 3.2.7: (a) Deflection ratio γd as a function of the deflector current Id for particle
mass of NaNH3 with various velocity distributions. (b) Experimental
molecular beam velocity distributions vy of Na(NH3)n (n = 1− 4) used
as MD simulation input.

MD simulations with experimental velocity distributions of Na(NH3)n (n = 1− 4) shown
in Fig. 3.2.7b and the particle mass of NaNH3 exhibit an increase of γd with decreasing
FWHM of the velocity distribution. These results indicate that nearly 100% deflection is
achievable for narrow velocity distributions (FWHM ≤ 350 m/s) with vy ≤ 1000 m/s and
Id = 700 A.

Individual coil contribution

Each electromagnetic coil generates a similar magnetic field gradient, hence ms = ±1/2
particles experience the same force field while traversing each coil. Nevertheless, each coil
does not contribute equally to the overall deflection (see Fig. 3.2.8). Varying the deflector
delay for each coil individually results in a relative signal dip with distinct minima for each
coil, shown in Fig. 3.2.8a. The minimal relative signal decreases from 3rd coil: θrel = 0.60,
2nd coil: θrel = 0.55 to 1st coil θrel = 0.50. This trend is explained by the experimental
distances along the molecular beam axis. Since, the 3rd coil is closest to the detection
skimmer deflected particles exhibit the smallest spread in z-direction in the skimmer plane,
compared to the 2nd and 1st coil. Optimal deflection conditions are achieved if all three
coils are operated with optimised deflector delays t1, t2, t3 (see section 3.2.1) to ensure the
longest possible interactions times of the sampled velocities with the magnetic field pulses.
The relative signal dip with all coils is shown in Fig. 3.2.8a, with a minimum of θrel = 0.20.
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a) b)

Fig. 3.2.8: (a) MD simulations of particles with the mass of NaDME with their
relative signal θrel as a function of the deflector timing td. The coils of
the deflector were pulsed individually (1st, 2nd, or 3rd) and together (all
coils) with Id = 700 A. (b) Corresponding velocity traces obtained from
simulations at td = 600 µs.

Simulated velocity traces for the deflection by each individual coil and all coils together
are shown in Fig. 3.2.8b with deflector delays at minimal θrel. The velocity dependent
deflection profiles demonstrate that the experimental velocity distribution of NaDME is too
broad to be fully deflected by the magnetic field pulse of each coil or all three coils together.
These simulations show that 100% deflection is achievable for the velocities 600− 800 m/s.
This finding shows that overall deflection can be improved by either narrowing the velocity
distribution or broadening the magnetic field pulses in time. The simulations suggest that
further enhancement of magnetic deflection is achievable by increasing the deflector length
as well as the distance between deflector and detection skimmer.

Effective magnetic moment

As is described above, we introduce an exponential scaling factor of the magnetic moment
µ0 to account for possible intracluster spin relaxation effects. With this approach spin
relaxation processes are characterised by the relaxation time τ of an exponential decay,
which essentially causes a reduced effective magnetic moment µeff. Fast relaxation processes
are described by small τ values, a significant reduction of the magnetic moment and
observable deflection. Fig. 3.2.9a shows the dependence of θrel on td for various τ values.
Since the cluster beam passes the deflector in approximately 200 µs, characteristic spin
relaxation times are sampled with shorter times.
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a)

b)

Fig. 3.2.9: (a) MD simulations of particles with the mass of Na(NH3)2 with their
relative signal θrel as a function of the deflector timing td with various
characteristic spin relaxation times τ and Id = 700 A. (b) Corresponding
velocity traces obtained from simulations at td = 900 µs (dashed line in
(a)).

The corresponding simulated velocity dependent deflection traces at minimal θrel (td =
900 µs, indicated as dashed line in (a)) are shown in Fig. 3.2.9b and are compared to the
deflector ‘off’ simulation. The velocity trace with τ = 25 µs exhibits the least deviation
from the deflector ‘off’ trace. As τ increases, the deviations from the deflector ‘off’ trace
increase and approach the free ms = ±1/2 case, where µeff = µ0.

3.3 Angle-resolved photoelectron spectroscopy
Photoelectron velocity map imaging (VMI) was used to investigate the electronic properties
of alkali metal doped solvent clusters. With this technique we determine angle-resolved
photoelectron spectra. Measuring the kinetic energies and photoelectron angular distribu-
tions (PAD) as a function of different cluster size distributions, allows us to determine
cluster size-dependent trends in ionisation energies and electronic structures. The following
explanation of angle-resolved photoelectron spectroscopy has been adapted from [101, 121].

3.3.1 Photoelectron angular distribution

The photoelectron angular distribution (PAD) is given by the photoelectron intensity
I(θ, φ) as a function of the spatial emission direction, defined by θ polar angle and φ

azimuthal angle. Quantum mechanically the electron probability distribution is described
by the square of the electron wave function Ψe. The photoelectron intensity is thus fully
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described by the wave function of the emitted electron.

I(θ, φ) = Ψ∗eΨe (3.3.1)

Where the photoelectron wavefunction can be expressed as a superposition of initial and
final state harmonic functions Ylm,

Ψe =
∑

lm

clme
iδlYlm(θ, φ) (3.3.2)

where clm are linear coefficients containing radial and angular information of initial and
final states, as well as properties of the ionising radiation. The orbital angular momentum
quantum number is given by l and its projection by m. The phase shifts δl reflects the
interference between the partial waves. The phase shifts arise from time delays in the
formation of various partial waves, which depend on the interaction with the scattering
potential. With this we find the following expression for the photoelectron intensity

I(θ, φ) =
∑

lm

∑

l′m′
c∗lmcl′m′ei(δl−δl′ )Y ∗lm(θ, φ)Yl′m′(θ, φ),

=
∑

LM

BLMYLM(θ, φ). (3.3.3)

The coefficients BLM contain information regarding the individual contributions of each
partial wave and their interferences with every other partial wave. For closed-shell atomic
systems, when an electron is ejected from an orbital where l is a good quantum number,
only two partial waves with l± 1 contribute to the photoelectron wavefunction. This arises
from the selection rule ∆l = ±1 for allowed electronic transitions during a single-photon
process.
In molecular systems, l is no longer a good quantum number since the initial state is
not described in terms of a single l value. The photoelectron wavefunction therefore is
composed of more than two partial waves. In the case of a general PAD an infinite number
of spherical harmonics results in a complete and correct description of photoelectron
wavefunctions [35].
In the case of single-photon ionisation with linearly polarised light of an isotropic ensemble
of gas-phase molecules an analytic solution for I(θ, φ) can be found [32]. Equal population
of magnetic sub levels m = −l, ..., l is assumed and only partial waves with l = li ± 1 can
contribute to the photoelectron wavefunction.

I(θ) = σtot
4π

(
1 + β

2 (3 cos2(θ)− 1)
)

(3.3.4)

where σtot is the total ionisation cross section, θ the angle between the photoelectron
momentum vector k and the electric field polarisation vector E of the laser light and
1
2(3 cos2 θ − 1) is the 2nd order Legendre polynomial. The parameter β is constrained to
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values between −1 ≤ β ≤ +2 and a full description of the PAD is given by its value. Fig.
3.3.1 shows PADs for β = −1, 2 and β = 0.

β = 2

a)

~E

hν

β = 0

b)

~E

hν

β = −1

c)

~E

hν

Fig. 3.3.1: Calculated photoangular distributions I(θ) obtained from the 2nd order
Legendre polynomial for (a) β = 2, (b) β = 0 and (c) β = −1. The light
propagation axis and electric polarisation vector are indicated as white
arrows.

In the case of β = 2 the PAD is characterised by a cos2(θ) term where photoelectrons
are ejected preferentially parallel to the light polarisation axis E (see Fig. 3.3.1a). This
case is described by the photoionisation of an atomic s-orbital with li = 0. Due to the
selection rule l = li+ 1 = 1 the photoelectron wavefunction is merely composed of a p-wave
corresponding to I(θ) ∝ cos2(θ). An isotropic distribution with I(θ) = const. shown in
Fig. 3.3.1b is described by β = 0 and is the case for an ionisation process with no angular
preference in photoemission. In the case of β = −1, the PAD is described by a sin2(θ)
term which indicates that photoelectrons are ejected mainly perpendicular to the light
polarisation axis (see Fig. 3.3.1). Intermediate β-parameters resemble linear combinations
of the mentioned cases. Where the resulting β value depends on the contributing partial
waves with their relative intensities (given by radial matrix elements σl±1) as well as their
interference (given by the relative phase shifts δl±1). Where the β-parameter is given by
the Cooper-Zare formula [32].

β = l(l − 1)σ2
l−1 + (l + 1)(l + 2)σ2

l+1 − 6l(l + 1)σl−1σl+1 cos (δl+1 − δl−1)
(2l + 1)

(
lσ2
l−1 + (l + 1)σ2

l+1

) (3.3.5)

3.3.2 Velocity map imaging of photoelectrons

In this section we will focus on the description of photoelectron imaging, whereas the
imaging of photoions was previously described in section 2.3.2. Velocity map imaging
[82] is an imaging technique to obtain 3D kinetic energy distributions of photoions (I+)
and photoelectrons (e−). I+ and e− are generated via photoionisation with sufficient
energy hν in a ionisation point. Isoenergetic photoelectrons reside on a spherical surface
in velocity space. The electron velocity ve ∝

√
Ekin defines the radius of the spherical

surface and the intensity distribution follows the PAD described above. In position space
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the radius of the corresponding sphere is furthermore defined by the time delay between
ionisation and detection ∆t. By extracting the photoelectrons with tailored electrical
fields, 3D electron velocities distributions are projected onto a 2D detector plane. The
resulting projection exhibits a circular geometry, where the radius contains the information
of electron velocities and the 2D angular intensity distribution reflects the PAD.
In experimental reality ideal ionisation in a single point is not achievable. Instead ionisation
occurs in a finite volume, defined by the cross section of laser beam and molecular beam,
which causes an uncertainty of the spherical surface in position space. In order to correct
for this finite irregularities, electrostatic focusing with unique electrical field gradients is
applied [82]. This allows to map electrons with the same initial velocity vector to the same
position in the detector plane, irrespective of their birth positions. With this technique a
2D velocity map image is generated from the projection of the initial 3D distribution.

3.3.3 Image reconstruction

Single photoionisation with linearly polarised light causes a cylindrical symmetry of the
PAD, hence it is possible to reconstruct the full 3D velocity distribution from the measured
2D velocity map image. In order to reconstruct the 3D information it is required that
the light polarisation axis (electric field component) is parallel to the detection plane.
Mathematical inversion methods to obtain the full 3D distribution are described as follows.

Abel transformation

The 3D electron distribution of a Newton sphere can be given in Cartesian coordinates
I(x, y, z), where the origin is defined by the ionisation point, y is the axis of cylindrical
symmetry corresponding to the polarisation vector of the light and z is the extraction
direction towards the imaging detector (xy-plane). The 2D projection of the 3D distribution
is expressed by [122]

p(x, y) =
∫ +∞

−∞
I(x, y, z) dz (3.3.6)

A single line of the projection with a constant value of y = y0 is expressed as

p(x, y0) =
∫ +∞

−∞
I(x, z) dz = 2

∫ ∞

0
s(x, z) dz. (3.3.7)

Where s(x, z) = I(x, z, y0) is a cross-section through the 3D distribution perpendicular to
the symmetry axis at y = y0. In cylindrical symmetry the single line projection can be
expressed in polar coordinates by variable substitution r2 = x2 + y2.

p(x, y0) = 2
∫ ∞

x

s(r)r√
r2 − x2

dr (3.3.8)

This operation is known as Abel transform. With the use of an inverse Abel transform it
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is possible to obtain s(r) from the 2D projection p(x, y0) given by

s(r) = 1
π

∫ ∞

r

dp(x, y0)
dx · 1√

x2 − r2
dx. (3.3.9)

This approach allows to obtain the 3D distribution slice by slice from infinitesimal lines.
In practice solving the inverse Abel transform analytically involves two problems. Firstly,
the singularity r2 = x2 keeps the integral from converging and secondly the derivative
in the integrand amplifies noise. Several different algorithms, as onion peeling [123, 124],
backtracking algorithms [125, 126], fitting a set of basis functions to an image [127, 99]
and maximum entropy methods [100, 128] were developed to circumvent these problems.
The applied approaches within this work are discussed in further details.

Polar basis set expansion algorithms

The basis set expansion algorithm (BASEX) [127] method takes the experimental projection
data and expands it over a set of basis functions. Garcia et al. [99] used polar symmetry
adapted basis sets (pBASEX), consisting of functions fkl where the radial part is described
by a Gaussian function.

fkl(r, θ) = exp
(
−(r − rk)2

σ

)
· Pl(cos(θ)) (3.3.10)

where the Gaussian peak has a width of σ and is centred at rk and the angular dependence
is given by Legendre polynomials Pl(cos(θ)). By expressing the basis set function fkl(r, θ)
as a linear expansion, the 3D distribution is expressed by

I(r, θ) =
kmax∑

k=0

lmax∑

l=0
cklfkl(r, θ). (3.3.11)

here the value of kmax has to be large enough in order to sample the full radius of the
experimental image. For single photon ionisation processes with linearly polarised light
the sum over l reduces to l = 0 and lmax = 2 . Via Abel transformation of the basis
functions fkl, a set of basis functions gkl are obtained which reflect the 2D projection of
the 3D distribution.

gkl(r′, θ′) = 2
∫ ∞

x

fkl(r, θ)r√
r2 − x2

dr (3.3.12)

By linear expansion of the 2D set of basis functions gkl, an expression is found which
reflects an experimentally measured image.

p(r′, θ′) =
kmax∑

k=0

∑
l = 0lmaxcklgkl(r′, θ′) (3.3.13)

The coefficients ckl are subsequently determined via fitting of p(r′, θ′) to an experimental
image. With obtained coefficients ckl and the initial set of basis functions fkl of the 3D
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distribution, the initial 3D velocity distribution is reproduced. In order to obtain the
kinetic energy distributions it is sufficient to calculate the radial part with l = 0.

I(r) = r2
kmax∑

k=0
ck,0fk,0 (3.3.14)

The β parameter trace of the 2nd order Legendre polynomial is given by the ratio

β(r) =
∑
k ck,2 · fk,0∑
k ck,0 · fk,0

. (3.3.15)

Maximum entropy methods

The other method used in this work to reconstruct velocity map images is Maximum
Entropy Velocity Image Reconstruction (MEVIR), developed by B. Dick [100]. The
method is not based on Abel inversion instead it uses an iterative approach. In a first
step the reconstructed image (‘map’) of a 3D distribution is simulated. In a second step
the corresponding 2D projection is obtained via Abel transform, which is then compared
to the experimental data in the last step. The initial reconstructed image is fitted via a
least-square method until agreement is found with the experimental image. The algorithm
finds several maps F which describe the experimental image reasonable well. In order to
find the most likely image, a further criterion is introduced. The approach finds the image
with least information content which corresponds to a maximum in entropy S. Which for
a strictly positive map is given by

S = −
NF∑

J=1
FJ ln FJ

eBJ

. (3.3.16)

Where the index J runs over all the pixel values NF of the simulated image F which has
been fit to the data and BJ is an element of the default reference image. The negative of S
holds the information content in the map F , where a maximum entropy map contains the
least information necessary to still reproduce the experimental 3D distribution. The speed
distribution and β parameter trace are obtained by projection of the maximum entropy
map onto Legendre polynomials.

Ql(r) = r2(2l + 1)
∫ π

0
P S(r, θ)Pl(cos(θ)) sin(θ) dθ (3.3.17)

with the Legendre polynomial order l and the maximum entropy map F transformed to
spherical coordinates P S(r, θ). The speed distribution is once more retrieved from the
l = 0 Legendre polynomial Q0(r). For single photon ionisation processes with linearly
polarised light the PAD is described by β(r) = Q2(r)/Q0(r).
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3.4 Momentum transfer of alkali metal-doping
The experimental technique of alkali metal-doping is presented in section 2.1.2. It is
pointed out that an inelastic collision between a cluster and alkali metal atom causes a
part of the total kinetic energy to be converted to internal energies of the collision complex.
The sticking probability of an alkali metal atom is determined by the energy redistribution
into internal degrees of freedom. Forysinski et. al [97] theoretically showed that the
capture cross sections of sodium and acetic acid are cluster size-dependent. The average
capture cross sections were calculated with a Langevin model [129], assuming long-range
interaction potentials by isotropic dispersion and induction terms. It was furthermore
shown that sodium-doped acetic acid monomer and dimer clusters formed upon collisions,
dissociate within picoseconds (∼ 10× 10−12 s). For the larger trimer and tetramer energy
stabilisation is achieved via evaporation of one or two acetic acid monomer units. For
small clusters with insufficient degrees of freedom adequate collision energy redistribution
is not possible and dissociation of the collision complex becomes favourable, given by

Na + (Sol)n −−→ Na(Sol)n∗ −−→ (Sol)n + Na (3.4.1)
Na + (Sol)n −−→ Na(Sol)n∗ −−→ Na(Sol)n-k + k(Sol) (3.4.2)

Redistribution of internal excess energy can be achieved by evaporation of either sodium
(equation 3.4.1) or one or more monomer units (equation 3.4.2). The collision energy can
furthermore stabilise via intramolecular vibrational energy redistribution (IVR) under the
formation of the sodium-doped species. The collision probability between the alkali metal
and cluster are said to follow Poisson distributions [94, 95],

Pm = exp (−〈m〉) 〈m〉
m

m! (3.4.3)

here Pm is the probability of m collisions between a cluster and alkali metal atoms, with
the average number of collisions 〈m〉. Although it is pointed out that the simple Poisson
collision probabilities describe the resulting cluster size distributions with an estimated
accuracy of 30% [94]. In addition, Fárník et al. [130] report capture cross sections of several
gas molecules on ArN clusters in which they show that the Poisson distributions result in
too small capture cross sections inconsistent with the determined cluster size distributions
of ArN. In contrast, capture cross section obtained from velocity measurements support
their simulations.
The number of picked up sodium atoms K along the collision length L with sodium vapour
as an ideal gas at a pressure p is expressed as

K = p

kBToven
σcL, (3.4.4)

where σc is the pickup collision cross section. The cross section of the sodium doping
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process is velocity-dependent and is expressed as a velocity corrected cross section σ0

σc = σ0F (x) (3.4.5)

where is F (x) is the velocity-dependent correction factor obtained from kinetic gas theory
[131, 132] of the possible form

F (x) = 1√
π
x−1 exp

(
−x2

)
+ (2 + x−2)erf(x). (3.4.6)

With x = vi,Sol/vp,Na being defined as the ratio of the initial cluster velocity vi,Sol and the
most probable sodium velocity vp,Na and where erf(x) is the Gauss error function

erf(x) = 2√
π

∫ x

0
exp

(
−y2

)
dy. (3.4.7)

The most probable velocity of alkali metal vapour vp,Na of a three dimensional Maxwell-
Boltzmann distribution is given by

vp,Na =
√

2kBToven
mNa

. (3.4.8)

Liang and Kresin [133] derive an exact expression for the average kinetic energy of the
collision process. Their approach is based on kinetic gas theory [134, 135, 136] for inelastic
collisions of a particle beam with a Maxwell-Boltzmann gas. The main idea of their work
is to determine an expression for the number of collisions per time unit Nm as well as an
expression for the amount of kinetic energy delivered by the collisions per time unit Φt.
These analytically obtained expressions represent the collision rate, respectively the kinetic
energy flux. Dividing the kinetic energy flux by the collision rate results in an expression
which describes the average amount of kinetic energy deposited into the particle by one
molecular collision.

〈Et〉 = kBToven ·
µ

mNa
· Θ(x)

Ψ(x) (3.4.9)

where µ is the reduced mass of the collision partners and Θ(x) and Ψ(x) are velocity-
dependent corrections of similar form as F (x). The function Ψ is given by

Ψ(x) = x exp
(
−x2

)
+
√
π
(1

2 + x2
)
erf(x), (3.4.10)

and the function Θ is expressed as

Θ(x) = x
(5

2 + x2
)

exp
(
−x2

)
+
√
π
(3

4 + 3x2 + x4
)
erf(x). (3.4.11)

We here present the non-sticky collisions between a molecular beam of toluene dimer
(C6H5CH3)2 cluster and sodium atoms. We shortly discuss experimental possibilities to
apply the theoretical approach developed by Liang and Kresin [133].



3.4 Momentum transfer of alkali metal-doping 59

The non-sticky collisions of (C6H5CH3)2 with sodium are described by

K · Na + (C6H5CH3)2 −−→ Na(C6H5CH3)2
∗ −−→ (C6H5CH3)2 +K · Na. (3.4.12)

where contributions of fragmentation processes of larger clusters n > 2 are excluded.
The final velocity vf,Tol2 of toluene dimer clusters can be expressed by conservation of
momentum

K ·mNa · vi,Na +mTol2 · vi,Tol2 = mTol2 · vf,Tol2 +KmNa · vf,Na

vf,Tol2 = vi,Tol2 +K · mNa

mTol2
· (vi,Na − vf,Na) (3.4.13)

with the masses for sodium mNa and (C6H5CH3)2 mTol2, the initial molecular beam velocity
vi,Tol2, the velocity distribution of the sodium vapour vi,Na, the number of picked up sodium
atoms K and an isotropic velocity distribution of the dissociation process vf,Na. In our
experiments the molecular beam is defined by a small acceptance angle (0.17°), we therefore
assume that observable velocities result from sodium collisions parallel and antiparallel to
the molecular beam direction. The initial sodium velocity can be described by a Maxwell-
Boltzmann distribution (1D, 2D and 3D at Toven = 210 °C) shown in Fig. 3.4.1. Negative
sodium velocities represent the possibility of antiparallel collisions with the molecular
beam, whereas positive sodium velocities account for parallel collisions.

Fig. 3.4.1: Initial velocity distributions of 1D, 2D and 3D Maxwell-Boltzmann sodium
gas at Toven = 210 °C as well as the initial molecular beam velocity
distribution of (C6H5CH3)2 (black line), all distributions are normalised
to their area.

Molecular beam velocity measurements of (C6H5CH3)2 with sodium collisions show a
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distinct velocity shift towards slower velocities (see Fig. 2.1.5). Calculating vf,Tol2 via
equation 3.4.13, with the initial velocity distributions of the toluene dimer cluster and
possible sodium vapour velocity distributions shown in Fig. 3.4.1 as well as a velocity
independent collision cross section σc = σ0, do not reproduce the experimentally observed
velocity shift.
Applying equation 3.4.9 and evaluating the average kinetic energy 〈Et〉 per collision reveals
velocity shifts towards slower velocities although in a too large extent, not observed in
the experiment. Hereby it is unclear in which form the correction factors Ψ and Θ apply,
since the sodium velocity distribution may deviate from the proposed Maxwell-Boltzmann
distribution and show effusive character. We suggest photoion VMI measurements (see
section 2.3.2) of bare sodium atoms to determine the sodium velocity distribution in
molecular beam direction. Measuring velocity distributions of e.g. toluene clusters as a
function of sodium oven temperature is a promising experimental technique to study the
kinetic energy transfer of the impinging sodium atoms. Revisiting the theoretical approach
by Liang and Kresin [133] with additional corrections for dispersion interaction collision
cross sections is an applicable approach to support the proposed experimental sodium
collision studies.
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Pulsed magnetic deflector

Abstract: We describe the setup and the performance of a new pulsed Stern-Gerlach
deflector and present results for small sodium-doped ammonia clusters Na(NH3)n (n = 1−4)
in a molecular beam. NaNH3 shows the expected deflection of a spin 1/2 system, while all
lager clusters show much smaller deflections. Experimental deflection ratios are compared
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with the values calculated from molecular dynamics simulations. The comparison reveals
that intracluster spin relaxation in NaNH3 takes place on a time scale significantly longer
than 200 µs. Assuming that intracluster relaxation is the cause of the reduced deflection,
relaxation times seem to be on the order of 200 µs for all larger clusters Na(NH3)n
(n = 2− 4). Our work is a first attempt to understand the magnetic properties of isolated,
weakly-bound clusters with relevance to the variety of diamagnetic and paramagnetic
species expected in solvated electron systems.

4.1 Introduction
The discovery of concentration-dependent colours of alkali metal-ammonia solutions in
the early 19th century by Sir Humphry Davy and later reported by W. Weyl [3] sparked
a large series of experimental and theoretical works on excess electrons in alkali metal
ammonia solutions [5] (and references therein). In dilute blue coloured solutions, a variety
of diamagnetic and paramagnetic species may exist (solvated electrons, electron–cation
pairs, solvated metal atoms and bipolarons) [5, 6, 7, 8] In bulk solutions the paramagnetic
species have been investigated via electron spin resonance (ESR) [137] and nuclear mag-
netic resonance (NMR) spectroscopy [138] (and references therein). Neutral sodium-doped
ammonia clusters Na(NH3)n have previously served as model systems to study the elec-
tronic properties of the ‘ammoniated’ electron via photoion spectroscopy, photoelectron
spectroscopy and ab initio methods [17, 18, 19, 20, 21, 22, 25, 23, 26, 1, 2, 24, 27] (and
references therein). Photoion spectroscopy has revealed that the ion appearance energy of
Na(NH3)n decreases systematically with increasing number of solvent molecules [23] (and
references therein). Various effects such as increasing delocalization of the 3s electron with
increasing cluster size, surface and bulk localization of the electron, closing of solvation
shells and cluster symmetry can contribute to the decrease in the ion appearance energy
and the ionization (binding) energy. From n = 1 to 4, for example, a substantial decrease of
∼ 1.4 eV was observed. A similar trend for the ionization (binding) energy was later found
in photoelectron studies and in high-level ab initio calculations [1, 2, 24]. Experiments
and calculations for the smaller clusters are consistent with surface electrons (compared to
internally solvated electrons), which essentially can be described as an unpaired electron
of Na that is perturbed by the solvent molecules [1, 2, 24]. These studies also reveal
many structural isomers for a given cluster size. An intriguing result of the high-level
ab initio study by Gunina and Krylov [24] concerns the electronic properties. The study
found that the hydrogen-bond network of the NH3 solvent molecules contributes signif-
icantly to the overall electronic properties, such as the dipole moment. Angle resolved
photoelectron spectroscopy provides experimental access to the photoelectron anisotropy
(photoelectron anisotropy parameter β) and thus to the orbital character of the unpaired
electron. Experimental and calculation results [1, 2] show that the lowest electronic states
of small clusters have high s-character and thus large β values. The β values decrease with
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increasing cluster size, except for highly symmetric clusters (e.g. n = 4; magic number for
the photoelectron anisotropy). Generally, the decrease in β is accompanied by an increase
in the electric dipole moment. Effective polarizabilities of Na(NH3)n were determined from
electric deflection studies [139]. Yet, detailed knowledge of the magnetic properties of the
solvated electron in free clusters is still not established. To the best of our knowledge,
we present the first study on the magnetic properties of small (n = 1− 4) sodium-doped
ammonia clusters Na(NH3)n investigated via Stern-Gerlach deflection.
The original Stern-Gerlach experiment was designed to determine the magnetic moment
of isolated silver atoms [56], later various other isolated atoms [57], several molecules
with a nonzero spin S [140, 63, 64, 61, 62, 141, 142, 143, 144, 145, 146] and metallic
and bi-metallic clusters [147, 69, 148, 70, 149, 150, 71, 151, 107, 72, 104, 152, 153] were
investigated with Stern-Gerlach setups (except for ref. [152]). For molecular systems and
metal clusters, additional degrees of freedom like vibrations and rotations are accessible
compared with atomic systems. It has been shown that the overall molecular rotations can
induce Zeeman-like sublevels [61, 62]. Several groups [65, 66, 67] gave theoretical explana-
tions of why transitions between Zeeman-like sublevels can occur and how Stern-Gerlach
deflection experiments could be influenced by so called intramolecular spin relaxation (ISR)
and its intracluster analog. Amirav and Navon provided experimental evidence of ISR
effects in isolated molecules [63, 64]. In their deflection studies on the molecular beams of
paramagnetic molecules and stable organic radicals, they observed smaller-than predicted
deflection magnitudes and incomplete spin refocusing involving two Stern-Gerlach magnets.
These two experimental results were interpreted as ISR processes occurring on faster time
scales than the interaction time with the magnetic field. In one case, however, this interpre-
tation was disputed [62]. Later, various groups investigated the magnetic properties of free
Fem, Com, and Nim clusters (m = 10− 1000) via Stern-Gerlach deflection [69, 70, 71, 72].
Hereby, one-sided deflection toward high field instead of symmetric magnetic deflection
was observed. This asymmetric deflection behaviour was interpreted as being due to
rapid ISR [66] occurring among the perturbed, spinrotation induced Zeeman sublevels.
Studies on one-dimensional metal-organic sandwich clusters [73, 74, 75, 76] show similar
one-sided deflection in the high-field direction, indicating that intracluster spin relaxation
occurs within the complexes as they traverse the magnetic field. In recent studies, Schäfer
and co-workers investigated spin relaxation processes via spin refocusing of paramagnetic
superatoms with two Stern-Gerlach magnets [78, 79].
Here, we present a new setup for a pulsed Stern-Gerlach experiment, characterize its
performance and study the magnetic properties of neutral sodium-doped ammonia clusters,
which can be seen as solvated electron precursors. An overview of previous Stern-Gerlach
setups is provided in ref. [154] along with a description of a new strong permanent magnet
gradient deflector and its comparison with commonly employed electromagnets. Similar
to the experiments of various groups highlighted above, we investigate the deflection mag-
nitude in relation to a predicted (from a molecular dynamics (MD) approach) deflection
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magnitude. With this we aim to probe the cluster size-dependent magnetic properties of
neutral Na(NH3)n (n = 1− 4) clusters. Studying the size-dependent magnetic properties
of sodium-doped ammonia clusters will lead to a better understanding of the involved
paramagnetic species in bulk sodium ammonia solutions. In the present study, we focus
on the interpretation of cluster size-dependent intracluster relaxation times.

4.2 Methods

4.2.1 Experimental setup

Fig. 4.2.1 shows the experimental setup for the current study of the size-dependent
magnetic properties of neutral sodium-doped ammonia clusters Na(NH3)n (n = 1− 4). It
consists of four chambers (A-D) which are separated by skimmers, in order to produce
a well-defined molecular beam along with differential pumping (Fig. 4.2.1a). For the
detection of ion kinetic energies, we use velocity map imaging (VMI) [82]. Mass spectra
were produced by collecting time-of-flight (TOF) signals using the same ion optics as that
in the case of VMI.
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Fig. 4.2.1: (a) Sketch of the experimental setup consisting of the source chamber (A),
the Na-oven chamber (B), the deflection chamber (C) and the ionization
detection chamber (D). See text for details. (b) Side view with dimensions
along the molecular beam propagation axis. (c) Side view of the deflector
consisting of three electromagnets with relevant dimensions and the axis
system (right). Shaded areas correspond to epoxy parts. (d) Cross
section of the deflector flight channel and calculated z-component of the
magnetic field gradient. A detailed description of the mechanical and
electronic design is given in sections 4.6.1 and 4.6.2 of the supplementary
information.
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Cluster formation and sodium doping process.

Ammonia clusters are formed in vacuum in the source chamber (A) by continuous neat
supersonic expansion (stagnation pressure: ∼ 6 bar) through a temperature controlled
(Tnozzle = 115 °C) nozzle (nominal orifice diameter: 35 µm). During operation, the chamber
pressure is typically maintained below ∼ 10× 10−4 mbar. After passing through the source
chamber, the cluster beam enters the Na-oven chamber (B) through a 2 mm diameter
skimmer. Sodium doped ammonia clusters are formed via collisions with Na atoms inside
the oven [25, 155, 92]. The Na vapour pressure is controlled by the oven temperature
(Toven = 195 °C). A typical working pressure of ∼ 4× 10−6 mbar is maintained in the oven
chamber.

Pulsed Stern-Gerlach deflection.

After the doping process, the cluster beam enters the deflection chamber (C) through a
1.5 mm diameter skimmer. The dimensions, parallel to the molecular beam propagation
(y-axis), of the deflection chamber are shown in Fig. 4.2.1b and c. Furthermore, the cross
section of the flight channel and the magnetic field gradient in the z-direction are displayed
in Fig. 4.2.1d. The magnetic force in the z-direction causes deflection of paramagnetic
clusters. The diverging paramagnetic cluster beam is separated from the non-diverging
diamagnetic cluster beam by a 2 mm diameter detection skimmer, placed 21.5 cm after the
exit of the deflector. The deflector is operated at repetition rates between 1 and 5 Hz and
typical chamber pressures of ∼ 1× 10−7 mbar. The mechanical and electronic design of
the deflector are discussed in detail in sections 4.6.1 and 4.6.2 of the of the supplementary
information. The performance of the deflector was tested for an effusive Na atom beam
(section 4.6.3, of the supplementary information).

Ionization by UV laser light and VMI detection.

Once the clusters traverse the detection skimmer and reach the centre of the extraction
zone, the clusters are ionized and then detected. Single photon ionization of sodium-doped
ammonia clusters was achieved using light from a pulsed (20 Hz) nanosecond (∼ 7 ns)
266 nm (4.66 eV) Nd:YAG laser (Quantel Ultra). For single photon ionization of bare
sodium atoms, pulsed (20 Hz) nanosecond (∼ 7 ns) 212 nm (5.85 eV) laser light generated
by tripling the output of a dye laser was used [156]. The propagation direction and the
polarization vector lie in a plane parallel to the ion detector. Two-dimensional (2D) VMI
experiments on the photoelectrons/ ions formed upon VUV ionization of sodium-doped
ammonia clusters were carried out with perpendicular extraction (see Fig. 4.2.1a). In
this configuration, the molecular beam axis and the TOF axis are perpendicular. This
arrangement allows the determination of velocity distributions along the molecular beam
propagation axis, which is discussed in detail in section 4.2.2.
Upon ionization, the ions are accelerated by a Wiley-McLaren type extractor optimized
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for either TOF conditions or VMI conditions (0 to 15 kV). The ionization region is located
between the repeller and the extractor plate. The extraction region and a 20 cm field-free
drift region are shielded by two concentric mu-metal cylinders. The position sensitive
detector is composed of a pair of 40 mm diameter microchannel plates (MCPs) in a chevron
stack which are coupled to a phosphor screen (Photonis USA, Inc.; APD), followed by a
charge coupled device (CCD) camera. The front of the MCP assembly is kept at ground
potential when the voltage on the back plate is used to ‘gate’ the detector. A high voltage
switch (Behlke) is used to vary the MCP bias voltage by 500 V so that the gain is only
high when the ions of interest are impinging on the detector. The luminescence of the
screen is recorded by the CCD camera. Individual frames (12 bit grayscale image, 1/3
inch sensor, 1024× 768 pixel) are taken for each laser shot, summed up in real time using
NuAcq software [98] and saved to a computer connected to the CCD camera.

Timing sequence of a deflection measurement.

A deflection measurement consists of a series of TOF measurements. For each TOF mass
spectrum the time delay between the deflector timing td and the timing of the ionizing
laser tL is varied. Throughout the presented work td was varied relative to tL. This is
shown in the upper sketch of Fig. 4.2.2.

td ∼ 1 ms
tL

t

t1 t2 t3
t

td

∼300 µs

Fig. 4.2.2: Sketch of the timing sequence of a deflection measurement. The relative
timing between deflection (td) and ionization (tL) is varied for various TOF
measurements (upper sketch). The deflector consists of three individual
coils, which can be operated with different offset timings (t1, t2, t3) relative
to td. The lower sketch shows the experimentally measured magnetic field
pulses (Id = 300 A) for each coil timing, t1, t2, and t3.

The lower sketch of Fig. 4.2.2 shows that each individual coil can be operated with timings
t1, t2, and t3. Throughout one deflection measurement, these coil timings are constant
relative to the absolute deflector timing td. The relative integrated TOF mass signal γrel
is defined as the ratio of the integrated TOF mass signal with the deflector switched on
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and the integrated TOF mass signal with the deflector switched off.

θrel = θon
θoff

(4.2.1)

θrel for various td allows us to analyse the deflection ratio γd for different cluster sizes.

γd = 1− θrel = 1− θon
θoff

(4.2.2)

The optimal timings t1, t2, and t3 (relative to td) were determined empirically, supported
by global optimization of a simplified model. This model returns an estimate for γd as a
function of t1, t2, and t3. The computational cost needed to achieve sufficient statistics
using a 3D MD simulation (as used for verification, vide infra) would have been too high
to be executing fast global optimization on an office computer. Therefore, we employed
a 1D model where only the position along the central axis of the molecular beam (y
coordinates) is considered. In space, this model uses the y-coordinates corresponding to
the dimensions of the electromagnets and ionization region. In time, the duration of a
square wave pulse (starting at each trigger time) and the timing of the ionization laser
pulse act as fixed parameters. The final parameter is a threshold value, which is used to
decide if a particle was deflected or not. A particle is considered to be deflected if its time
spent in the magnetic field is above this threshold. This value was tuned to reproduce
the deflection ratios observed in the actual experiment. To fully sample the parameter
space at a low computational cost, a method inspired by ray tracing was implemented.
For this, the model was represented in a 2D space-time, which is on a flat surface defined
by (y, t) coordinates. On this surface, the magnetic pulse appears as a box (magnet length
× on-time) and the ionization volume can be represented by a 1D pixel array located at
the ionization time. Cluster trajectories travel as straight lines over this plane, with a
slope depending on their velocity. Each ray will intersect the boxes as a function of its
slope and ionization pixel, and these intersections reflect the time spent in the magnetic
field. If the sum of the temporal cutting ranges through the boxes is above the threshold
parameter, it is deflected. Finally, the results are scaled with a simulated or measured
velocity distribution. This converts the uniform set of trajectories into realistic intensities
and facilitates the computation of γd using equation 4.2.2. The actual implementation of
this model was done using MATLAB. Processing all trajectories in collective, fixed-size
arrays, using a model that exclusively relies on elementary single cycle operations, the
calculation of γd(t1, t2, t3) is sufficiently fast to be utilized within a global optimization
algorithm. Relying on the built-in algorithms of MATLAB, a scatter-search mechanism was
used together with a sequential quadratic programming method for the refinement stage.
Two classes of solutions were found. For low fields (requiring high threshold values), the
magnets are triggered sequentially, to deflect the dominant part of the velocity distribution
in a joint effort. For high fields (low threshold values), the central magnet is triggered
first to also deflect slow clusters, even before those fast clusters that reach the ionization
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volume at the same time entered the first magnet.

4.2.2 Measured velocity distributions of Na(NH3)n
Since the deflector is operated in a pulsed manner, the coil timings ti (i = 1, 2, 3) have to
be synchronized with tL. The time delay between deflection and ionization (Fig. 4.2.2)
depends on the cluster size specific velocity distributions. The knowledge of individual
cluster beam velocity distributions is thus crucial to optimize the deflector timings for high
deflection ratios. To determine cluster velocity distributions, photoions were extracted
perpendicular to the molecular beam propagation axis (Fig. 4.2.1a). The extraction field
was set to optimized VMI conditions. Time-of-flight based mass gating was used to record
the size selected photoion images of Na(NH3)n (n = 1 − 4) shown in Fig. 4.2.3a. The
velocities of the neutral clusters in the molecular beam correspond to a displacement of
the photoions in the detector plane. The cluster-resolved velocities can be determined
by the displacement of the image centre (white cross in Fig. 4.2.3a). The velocity v is
calculated using the equation:

v =
(
2 · C · VR · r2/m

)1/2
(4.2.3)

where VR is the voltage on the repeller, r is the radial position in the image, m is the
cluster mass and C is a setup dependent calibration constant.

a) b)

Fig. 4.2.3: (a) Na(NH3)n (n = 1−4) ion images measured in perpendicular extraction
at VR = 7 kV. (b) Experimental Na(NH3)n velocity distributions retrieved
from ion images. The calculated velocity distribution for an effusive
Na-beam at 265 °C is shown as a dashed line (see the supplementary
information in section 4.6.3). Its distribution function is given by the
convolution of a 1D Maxwell–Boltzmann distribution with an exponential
transmission function.



70 CHAPTER 4. SG DEFLECTION OF NA(NH3)N

The velocity distributions are plotted as coloured lines in Fig. 4.2.3b. The velocity
distributions were retrieved by averaging over four different extraction settings (VR = 10 kV,
7 kV, 5 kV and 3 kV). This is feasible because the cluster velocity distributions in the
molecular beam do not depend on the extraction settings (VR and MCP gating times).
Furthermore, a calculated 1D Maxwell-Boltzmann velocity distribution for an effusive
Na-beam at 265 °C convoluted with an exponential transmission function (see section 4.6.3,
supplementary information) is shown as a black dashed line in Fig. 4.2.3b. The effusive
Na-atoms have a centre velocity of 1000 ms−1 and a full width at half-maximum (FWHM)
of 870 ms−1. In comparison, Na(NH3)4 has a centre velocity of 1070 ms−1 and a FWHM
of 350 ms−1. The significant difference in beam velocities (magnitude and width) arises
from the differences in the generation of effusive and molecular beams.

Tab. 4.2.1: Centre velocities vc and FWHM of the measured velocity distributions of
Na(NH3)n

Cluster vc/ms−1 FWHM/ms−1

NaNH3 970 540
Na(NH3)2 1000 445
Na(NH3)3 1020 420
Na(NH3)4 1070 350

Comparing the velocity distributions of doped ammonia clusters, two effects can be seen
with increasing cluster size. Firstly, the centre velocity vc shifts to slightly higher velocities,
and secondly the FWHM decreases (Table 4.2.1). These differences can be attributed to
collisions occurring between the bare clusters and sodium atoms inside the oven during
the doping process. Due to momentum conservation, lighter particles deviate further
from their initial molecular beam velocity than heavier particles. This explains why the
velocity profiles are essentially cluster size independent on the high velocity side of the
distributions (Fig. 4.2.3b). This part of the velocity distributions reflects collisions between
Na and clusters with little momentum transfer, thus largely retaining the initial neat NH3

supersonic velocity distribution.

4.2.3 Modelling of the magnetic deflection

To verify our experimental results, we chose a MD approach to simulate the cluster
trajectories from the entry of the deflection chamber until ionization. For this approach,
firstly, a detailed model of the cluster beam is essential. Secondly, a detailed description of
the inhomogeneous magnetic field is needed. In our model we describe the cluster beam by
the initial velocity and mass of each particle. The initial velocities in the y-direction are
randomly sampled from the cluster size specific molecular beam velocity distribution, which
is discussed in detail in section 4.2.2. The initial velocities in the x- and z-directions are
calculated using their beam divergence angle and the velocity in the y-direction. The initial
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particle coordinates are defined by the position and diameter of the entrance skimmer
(see Fig. 4.2.1b). Hereby the skimmer position defines the y-coordinate and the diameter
defines the possible x, z coordinates of the Gaussian beam profile. By sampling enough
particles (> 105) a nearly continuous distribution of initial properties is achieved. The
experimental dimensions described in section 4.2.1 are accounted for by our MD approach.
The force caused by the inhomogeneous potential in the flight channel is defined as the
negative gradient of the Zeeman potential (neglecting the contribution of the electron
orbital angular momentum L = 0).

VZeeman = µBgS
~
· S ·B (4.2.4)

F = ∇ (µ ·B) = −µBgS
~
∇ (S ·B) (4.2.5)

where µB is the Bohr magneton, gS the gyromagnetic factor of the total spin angular
momentum S, B the magnetic field and F is the force. The force field for the MD
simulations is defined by the magnetic field gradients, obtained from a COMSOL simulation
assuming a 2D model of the deflector cross section (see Fig. 4.2.1d) and a DC current
of 1000 A. As in the experiment the force field is only applied during the on-time of
the magnetic field pulses. For an accurate description of the magnetic pulse profiles, we
used a Hall probe for the time-resolved measurement of the pulses inside the deflector
flight channel. These magnetic pulse profiles (see Fig. 4.2.2) were measured for various
peak currents and used as input for our MD simulations. Current specific scaling factors
are determined in relation to the integrated magnetic field pulse profile at 1000 A. An
additional magnetic field measurement showed that the induction at the end of each metal
bridge is approximately 20% of the peak pulse inside the deflector flight channel. We
therefore define the magnetic field magnitude in the epoxy layers to be 20% of the current
specific scaling factor of the electromagnetic coils. The forces applied during the pulse
are calculated using equation 4.2.5. As in the experiment, the three electromagnets can
be pulsed with individual timings t1, t2, and t3. Due to the experimental dimensions, not
all particle trajectories will reach the ionization region, and consequently we introduce
the following conditions to simulate the particle trajectories. Particles that collide with
the deflector walls are considered ‘lost’. Only particles that are transmitted through the
detection skimmer can be detected. Only particles that are in the ionization region at
time tL can be detected.
As an output, the MD simulation creates x, z-coordinates for each trajectory in the
detection skimmer plane. These coordinates resemble the molecular beam cross section.
In Fig. 4.2.4, the visualization of such an output (106 trajectories) is shown for three spin
states −1/2, 0 and +1/2 for particles with the same mass as NaNH3.
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Fig. 4.2.4: MD simulations of a particle with the same mass as NaNH3 for spin states
(a) mS = −1/2, (b) S = 0 and (c) mS = +1/2. 106 trajectories were
calculated for all simulations. The white lines indicate the cross section
of the flight channel, while the white dotted lines represent the borders of
the epoxy layers. The white circle represents the detection skimmer.

The magnetic field gradient in the z-direction deflects paramagnetic particles in either the
positive or the negative z-direction depending on mS. In the centre of the flight channel
(x = 0), the field gradient along the z-axis is close to constant. The gradient in the
x-direction causes one spin component to diverge (see Fig. 4.2.4a), while it focuses the
other spin component (see Fig. 4.2.4c). The relative signal passing through the detection
skimmer, shown as a white circle in Fig. 4.2.4, and reaching the ionization region at the
same time, is calculated using the following equation:

θrel = θmS=+1/2 + θmS=−1/2

2θS=0
(4.2.6)

where θmS=+1/2, θmS=−1/2 and θS=0, respectively represent the number of trajectories of
each individual spin state passing through the detection skimmer, reaching the ionization
region at tL and subsequently being ionized. Simulating trajectories without a magnetic
field is equivalent to simulating trajectories for S = 0. Therefore, θS=0 represents the ion
signal when the deflector is switched off. By varying td with respect to tL, relative signals
can be evaluated for each time delay. This procedure generates a relative signal dip, which
is compared to the experimental data.
In a further step, we simulated the trajectories reaching the ionization region. Trajectories
that pass through the detection skimmer and overlap with the Gaussian laser beam profile
of 4.8 mm FWHM are treated as ionized. For those ionized particles, an output file is
created. It contains the spin state, ionization coordinates and velocity vectors. In addition,
the output files are translated into input files for SIMION. SIMION ®8.0 [157] is used to
simulate the trajectories of the generated photoions in the electrostatic extraction field and
at which positions they impinge on the 2D plane of the ion detector. With this combination
of simulations, we are able to simulate the full trajectories from neutral clusters entering
the deflector to photoions colliding with the position-sensitive detector (see section 4.3.1).
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4.3 Results

4.3.1 Coil contributions to the deflection of NaNH3

Fig. 4.3.1 visualizes the influence of the individual coils on the deflection for the example of
NaNH3. For that purpose, mass gated NaNH3 photoions were extracted perpendicular to
the molecular beam propagation axis and detected via VMI while operating the deflector
at Id = 300 A (Fig. 4.3.1a). For the experiment where all coils (‘all coils’) were used,
the electromagnets were fired in an optimized t2 < t1 < t3 sequence. Hereby, td was set
to a timing where the highest possible deflection ratio is achievable. By operating each
electromagnet separately (1st, 2nd, and 3rd coils), we aim to understand the individual
deflection contribution. A further ion image was recorded when the magnetic field was
turned off. These recorded ion images are shown in Fig. 4.3.1a on the same colour code
intensity scale. Operating the deflector clearly reduces the ions impinging the 2D detector
plane. Each coil acts on a subset of the cluster distribution and all coils acting together
cause a decreased ion signal of θrel = 0.19.

a)

b) c)

Fig. 4.3.1: (a) NaNH3 ion images measured with VR = 5 kV for different coil settings.
The coils of the deflector were pulsed individually (1st, 2nd, or 3rd coil),
together (all coils) with a t2 < t1 < t3 coil sequence and Id = 300 A,
or not at all (Def. off). (b) Experimental NaNH3 velocity distributions
retrieved from the photoion VMIs in panel a. (c) Corresponding simulated
NaNH3 velocity distributions obtained by combining MD and SIMION
simulations. The displacement coordinates on the detector were calculated
and then transformed into velocity coordinates.

The retrieved experimental NaNH3 velocity distributions for each ion image are shown in
Fig. 4.3.1b. The 2nd coil (orange line), being switched on first, mainly acts on particles
with slow velocities of about 500 ms−1. The 1st coil (blue line) acts on particles travelling
with about 1000 ms−1 and the 3rd coil (yellow line) acts on almost the full width of the
distribution. The violet line shows all coils being fired, with residual signal remaining from
particles at the fast and slow ends of the velocity distribution. These results visualize
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the functioning of the pulsed deflector and clearly show how critical it is to properly set
the coil timings for a given cluster velocity distribution. To achieve reasonable deflection
ratios, the magnetic field pulses have to act on the full velocity distribution. If the coil
timings are not set well, a certain part of the velocity distribution will not be deflected.
Finding such optimal coil timings in the experiment can be challenging. Due to the
repetition rate (1− 5 Hz) of the deflector, tracking of experimental deflection signals would
be prohibitively time consuming. Therefore, we decided to rely on our simplified model
for global optimization of the coil timings (section 4.2.1).
Fig. 4.3.1c displays the corresponding simulated NaNH3 velocity distributions obtained
from a combination of MD simulations with SIMION simulations (section 4.2.3). The
experimental and simulated data show good general agreement if all coils are operated
simultaneously. Yet the experimental results for the 1st and 3rd coils are only partially
verified. While the simulation overestimates the deflection ratio of the 1st coil, deflection
by the 3rd coil is underestimated. The experimental and simulated deflection ratios γd
(equation 4.2.2) of the individual coils are summarized in Table 4.3.1.

Tab. 4.3.1: Experimental and simulated deflection ratios γd for each individual elec-
tromagnetic coil and all coils together.

1st coil 2nd coil 3rd coil All coils

γd(experiment) 0.09 0.25 0.33 0.81
γd(simulation) 0.23 0.25 0.19 0.77

4.3.2 Deflection ratios for Na(NH3)n: Experiment vs. MD sim-
ulations

NaNH3.

Fig. 4.3.2a shows, as an example, the integrated relative TOF signals θrel as a function of
td (circles) at Id = 300 A with a 2σ error. The average signal intensity of the five or four
(for 600 A and 700 A) late timings defines θrel = 1 and their standard deviation defines
the error bars (2σ) of a measurement. The minimum error of θrel for each cluster size
measurement series was taken to be half of the average error determined from all of the
studied deflector currents. For comparison, the results of the MD simulations are shown
as diamonds. The experimental θrel decreases to a minimum of 0.31(7), which corresponds
to the minimum of the MD simulation of θrel = 0.32. The comparison of experimental
and simulation data shows very good agreement across the sampled deflector timings td.
This indicates that the deflection process of NaNH3 at 300 A is correctly described by the
interaction of the magnetic moment µ and the inhomogeneous magnetic field B. The
same holds for larger currents (not shown). NaNH3 TOF signals of four representative
td (0, 4.6, 4.8 and 10.0 ms) are marked as open black circles in Fig. 4.3.2a and shown
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a) b)

Fig. 4.3.2: (a) Relative integrated NaNH3 TOF signal θrel (2000 shots per data
point) as a function of td (circles with 2σ error), compared with MD
simulations (diamonds). (b) NaNH3 TOF signals for four representative
td corresponding to the open black circles at 0, 4.6, 4.8 and 10.0 ms in
panel (a). The deflector was operated at Id = 300 A.

as representative TOF traces in Fig. 4.3.2b. The TOF traces are baseline subtracted,
background corrected and smoothed before the signal peaks are integrated. The dashed
lines indicate the integration window applied to retrieve integrated NaNH3 TOF signals
for each td.
By changing the integration window to larger cluster sizes, we are able to obtain equivalent
data as in Fig. 4.3.2 for all cluster sizes Na(NH3)n (n = 1 − 4) from the same TOF
traces. Repeating measurements and MD simulations for several magnetic field strengths
by varying Id provides the maximum γd (corresponding to the minima as in Fig. 4.3.2a) as
a function of Id. Fig. 4.3.3 shows the maximal γd as a function of Id for NaNH3, obtained
from the experimental data (circles) and from the simulations (diamonds). With increasing
magnetic field strength, the experimental γd increases reaching a maximum of 0.78(7) at
Id = 700 A.
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NaNH3

Fig. 4.3.3: Maximal γd as a function of Id for NaNH3. Circles: experiment. The error
indicates 2σ. Diamonds: MD simulation. The deflector was operated in a
t1 < t2 < t3 coil timing sequence.

For all different Id, the experimental and simulated γd agree very well within error bars
(2σ). Due to the fact that the applied MD approach does not take any intracluster spin
relaxation (ISR) times [142, 65, 66] into account, the good agreement between experiment
and simulation reveals that for NaNH3 the intracluster spin relaxation time has to be
significantly longer than the interaction time with the magnetic field gradient [63, 64] (see
discussion in section 4.4). Also see Fig. A.0.1a in the appendix for additional data of
maximal γd as a function of Id for a t2 < t1 < t3 coil timing sequence.

Na(NH3)2.

Fig. 4.3.4 shows equivalent data as in Fig. 4.3.3, but for Na(NH3)2. Within error bars, γd
is larger than 0 for all experimental data points and reaches a maximal value of γd = 0.39(8)
at Id = 700 A. In other words, deflection is observed for Na(NH3)2 for all applied magnetic
field gradients.
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Na(NH3)2

Fig. 4.3.4: Maximal γd as a function of Id for Na(NH3)2. Circles: experiment. The
error indicates 2σ. Diamonds: MD simulation. The deflector was operated
in a t1 < t2 < t3 coil timing sequence.

Yet an agreement with the MD simulations is not found for any applied deflector current.
By increasing the cluster size, several effects have to be taken into account that influence
the degree of deflection. On one hand, a higher magnetic force has to be applied to deflect
a heavier particle to the same extent as a lighter particle. On the other hand, the FWHM
of the velocity distribution decreases for heavier particles, which results in a higher γd
(section 4.2.2 and section 4.6.3, supplementary information). Both of these effects are
taken into account in the MD simulations. Nonetheless, the experimental results and MD
simulations show crucial deviations which cannot be explained within 2σ error of each
measurement. As discussed in section 4.4, a possible explanation for the discrepancies
is ISR processes, [142, 65, 66] which for Na(NH3)2 would occur at the same time scale
comparable to or slightly faster than the interaction time with the magnetic field gradient
[63, 64]. See Fig. A.0.1b in the appendix for additional data of maximal γd as a function
of Id for a t2 < t1 < t3 coil timing sequence.

Na(NH3)3 and Na(NH3)4.

Fig. 4.3.5 and 4.3.6 (circles) show that the effects observed for Na(NH3)2 become even more
significant when increasing the cluster size further to Na(NH3)3 and Na(NH3)4, respectively.
At a current of 300 A (panel a), θrel = 1 within 2σ error for all sampled deflector timings td,
meaning that both Na(NH3)3 and Na(NH3)4 show no clear deflection. At currents of 700 A
(Fig. 4.3.5b) and 600 A (Fig. 4.3.6b), both Na(NH3)3 and Na(NH3)4 are slightly deflected,
with maximal signal depletions of θrel = 0.77(11) and θrel = 0.79(7), respectively. Again,
substantial deviations are found when compared with the MD simulations (diamonds).
These deviations are best summarized by the maximal γd as a function of the current
Id (panels c in Fig. 4.3.5 and 4.3.6). Clear deflection within error bars is only achieved
for the highest currents of Id ∼ 600 − 700 A, even though it is worth mentioning that
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the average values of γd also lie slightly above zero for almost all other currents. For the
higher currents, the MD simulations predict γd ∼ 0.7, which is in disagreement with the
experimental values of γd ∼ 0.2.
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a)

b)

c)

Na(NH3)3

Fig. 4.3.5: θrel as a function of td of
Na(NH3)3 recorded at (a)
Id = 300 A and (b) Id =
700 A. (c) Maximal γd as a
function of Id for Na(NH3)3.
Circles: experiment. The er-
ror indicates 2σ. Diamonds:
MD simulation.

a)

b)

c)

Na(NH3)4

Fig. 4.3.6: θrel as a function of td of
Na(NH3)4 recorded at (a)
Id = 300 A and (b) Id =
600 A. (c) Maximal γd as a
function of Id for Na(NH3)4.
Circles: experiment. The er-
ror indicates 2σ. Diamonds:
MD simulation.
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In summary, we observe the same deflection as expected from MD simulations for the
smallest cluster NaNH3 at all currents (Fig. 4.3.3), while the larger clusters Na(NH3)n
(n = 2 − 4; Fig. 4.3.4 to 4.3.6) show strongly reduced deflection compared with the
simulations. Na(NH3)2 experiences small but clear deflection at all currents. For Na(NH3)3
and Na(NH3)4, in contrast, clear deflection within error bars could be seen only at
higher currents. For comparison, at a current of Id ∼ 700 A, the simulations predict γd
values around 0.8 for all cluster sizes, while the experimentally observed deflection ratios
systematically decrease from γd ∼ 0.8 for NaNH3 to γd ∼ 0.4 for Na(NH3)2 to γd ∼ 0.2
for Na(NH3)3 and Na(NH3)4. As discussed in the following section this hints that spin
relaxation times decrease with increasing cluster size.

4.4 Discussion
Since the effect of increasing cluster mass is already accounted for by our MD-simulations,
the reduced deflection we observe for larger clusters might at first sight be interpreted
phenomenologically as an indication of a reduction in the effective magnetic moment with
increasing cluster size. Such dependence of the magnetic moment on cluster size and
structure was found to explain the magnetic deflection experiments of isolated bi-metal
clusters. Thus, the different magnetic moments of a single magnetic impurity (Co) in non-
magnetic metallic hosts of discrete size (Nbn) have been explained within the framework of
the Anderson impurity model, in terms of the increase of the local moment with increasing
host band gap (HOMO-LUMO gap) [153]. Such arguments, however, are not applicable
to our system of single spin 1/2 doped weakly interacting molecular clusters. The host
molecules (NH3) are closed shell with a very large HOMO-LUMO gap (liquid ammonia
band gap: 7 eV) [158]. The intermolecular interaction (a few tenths of an eV) is too weak
to perturb the electronic structure of the host significantly. The effect of clustering on the
electronic structure of the dopant is more pronounced. According to ab initio calculations
the HOMO-LUMO (s-p) gap of about 2 eV in bare Na is reduced to 1.5 eV, 0.9 eV and
0.8 eV in NaNH3, Na(NH3)2 and Na(NH3)3, respectively [24]. But the unpaired electron
still largely retains its s-character. Within an earlier study of the photoelectron spectrum
of the solvated electron in Na-doped ammonia clusters, we performed extensive DFT
calculations on Na(NH3)n (n ≤ 30) [1, 2]. The s-character of the unpaired electron of
96% in Na(NH3) decreases only slightly to about 93% in Na(NH3)4. In all these cases
the unpaired electron mainly resides on the surface of the cluster (see Fig. 4.4.1). There
is some delocalization of the spin density over the NH3 host molecules, which tends to
increase with cluster size, but with 16% in Na(NH3)4 it still remains rather modest for the
cluster sizes considered in the present work. It appears unlikely that any of these effects
could change the magnetic moment significantly in these pure spin 1/2 systems. This
leaves intracluster spin relaxation as a more plausible reason for the reduced deflection
observed in our experiments.
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In order to discuss our results in terms of possible intracluster spin relaxation processes, a
characteristic spin relaxation time τ is compared with the cluster specific interaction time
tm with the magnetic field for two different cases. If τ > tm, the electronic spin state does
not ‘flip’ when the cluster traverses the deflector setup (i.e. when the cluster interacts with
the magnetic field) and free spin (atom-like) deflection behaviour would be observed. This
matches the assumptions of our MD simulation, which, therefore, should reproduce the
experimentally observed deflection ratios. This was successfully verified using a beam of
Na atoms, which exhibit no spin relaxation (Fig. 4.6.1, supplementary information) during
tm. Very good agreement between the MD simulation and experimental data was observed
for NaNH3 (Fig. 4.3.3), suggesting negligible intracluster spin relaxation during tm. In
our experiment, tm is ∼ 200 µs considering the centre velocity of NaNH3 (∼ 1000 ms−1)
and the deflector length. Therefore, the intracluster spin relaxation time for NaNH3 must
be longer than 200 µs.
If τ ≤ tm, the electron spin state stochastically ‘flips’ while travelling through the magnetic
field. These statistical fluctuations of the spin reduce deflection and cause a broadening
of the molecular beam cross section [63, 64]. In our setup, this would result in partial
deflection. Since these effects are not included in our MD model, the simulations for
cases with τ ≤ tm no longer reproduce the measured deflection ratios. If τ � tm, γd
values of zero are expected, while τ values on the order of tm would result in reduced,
but non-zero deflection ratios. The latter would explain our observations for Na(NH3)2 at
all currents and for Na(NH3)3 and Na(NH3)4 at higher currents. With this explanation,
typical intracluster relaxation times would be on the order of 200 µs.
If the decrease of intracluster relaxation times in larger clusters is the reason for the
observed reduced deflection, how does this size dependence come about? The electronic
structure might play a role here, as both the spatial extension of the unpaired electron
and its average separation from the Na core increase with cluster size [24]. Given that
these effects are not dramatic we expect other contributions to be more important. A
detailed theoretical description on spin relaxation processes in isolated molecules and
clusters was previously given by Knickelbein [66]. In his interpretation of Stern-Gerlach
experiments, intracluster/intramolecular spin relaxation (ISR) becomes more likely the
higher the density of the rovibrational states. Overall rotations of molecular clusters
induce Zeeman-like eigenstates in the presence of an external magnetic field. Transitions
between such Zeeman sublevels may occur within the conservation laws of internal energy
and total angular momentum. The free molecule or cluster can undergo intramolecular or
intracluster spin relaxation processes. In such processes, the molecule or cluster serves as
a ‘thermal bath’ for its own spin, especially when the system is large and the temperature
is high enough to populate many intramolecular states.
In our study of sodium-doped ammonia clusters, we expect analogous Zeeman-like sublevels
with possible transitions occurring between the sublevels. Yet, the weak non-covalent bonds
between the sodium atom and ammonia molecules and between ammonia molecules cause



82 CHAPTER 4. SG DEFLECTION OF NA(NH3)N

distinct differences to previously investigated free molecules [63, 64, 61, 62, 143, 144, 145,
146] and cluster systems [142, 147, 69, 148, 70, 149, 150, 71, 151, 107, 72, 104, 153, 73, 74,
75, 76, 78, 79]. They are rather floppy systems undergoing large amplitude motions with
low characteristic frequencies. Many of these represent hindered internal rotations whose
vibrational angular momenta provide an effective coupling mechanism to the spin of the
unpaired electron. While the rovibrational dynamics of these systems are evidently highly
anharmonic, a harmonic analysis of the DFT calculations for the structures shown in Fig.
4.4.1 already provides a qualitative picture. The Na–N stretching and bending harmonic
wavenumbers of NaNH3 are calculated to be 231 cm−1 and 323 cm−1, respectively.

Na(NH3)n

n = 1a)

n = 2
b)

n = 3
c)

n = 4
d) IA

n = 4
e) IC

Fig. 4.4.1: Isosurfaces of the HOMOs of Na(NH3)n clusters: (a) NaNH3, (b)
Na(NH3)2, (c) Na(NH3)3, (d) Na(NH3)4 isomer IA with all eclipsed ar-
rangement of NH3 and (e) asymmetric isomer IC. (d) and (e) are adapted
with permission from ref. [1] Copyright ©2015 American Chemical Society.

Considering the level of theory and experimental uncertainties, this is consistent with
experimental results with values for the fundamental wavenumbers ranging from 195 cm−1

to 215 cm−1 for the stretching and 278 cm−1 for the bending fundamental [159, 160]. At
estimated cluster temperatures in the range of 110− 145 K [139], excited states of these
low frequency vibrations (vibrational temperature ∼ 300 K) are barely populated. This
situation changes drastically for the larger clusters Na(NH3)n (n ≥ 2) [161]. Here new
types of low frequency modes arise, i.e. internal rotation of NH3 around the Na–N
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axis and N–Na–N bending, with calculated harmonic wavenumbers of 20 cm−1 and
31 cm−1 for the NH3 rotation and 41 cm−1 for the N–Na–N bending. This is consistent
with a value of 25 cm−1 derived for the latter via ZEKE-PFI spectroscopy [160]. The
corresponding vibrational temperature falls in the range between 30 K and 60 K. Compared
with NaNH3, this leads to an abrupt increase in thermally accessible states. With each
NH3 molecule added, the number of internal modes with vibrational temperatures well
below the estimated cluster temperature increases further with a corresponding exponential
increase in the thermally accessible density of states.
The excited states of the NH3 internal rotation and N–Na–N bending (hindered orbiting
of NH3 around Na) are associated with large vibrational angular momenta, which couple
to the cluster’s rotational states and subsequently induce a highly perturbed Zeeman-like
splitting pattern. Thus the increase of the rovibrational density of states to which the spin
of the unpaired electron can couple would explain the decrease of the magnetic deflection
upon the addition of NH3 molecules to the Na-doped clusters. This density of coupling
states is low for NaNH3 translating into slow ISR. Adding a second NH3 molecule produces
a sudden increase in the density of coupling states as new types of low frequency internal
motions arise. ISR accelerates accordingly and abruptly reduces the observed magnetic
deflection. Adding more NH3 molecules further enhances the effect, but does so more
gradually. While we believe that this is the dominant cause for the cluster size dependence
of the magnetic deflection we observe, other effects can also contribute. For example,
hyperfine coupling might have to be taken into account. Furthermore, the molecular
beam can contain multiple structural isomers for a given cluster size at the estimated
cluster temperature. Each structural isomer would exhibit a particular Zeeman splitting
pattern with possible transitions occurring between the Zeeman-like sublevels. Thereby
spin relaxation would depend on the current geometry of the clusters, which might vary on
the timescale of the experiment. The above phenomena would imply a marked temperature
dependence of the spin relaxation process, which would be interesting to investigate in
future work.

4.5 Conclusion
We have implemented a pulsed Stern-Gerlach deflection experiment to study the magnetic
properties of sodium-doped ammonia clusters. The testing of the experimental setup for an
effusive Na atom beam and the comparison with molecular dynamics simulations confirm
the expected performance of the design. The present experimental study for Na(NH3)n
(n = 1 − 4) is a first attempt to understand the magnetic properties of sodium-doped
ammonia clusters, which can be seen as a model system for solvated electron precursors.
The combination of deflection experiments with molecular dynamics simulations provides,
for the first time, insights into time-scales of intracluster spin relaxation in these small
weakly-bound clusters. For NaNH3, we expect intracluster spin relaxation to take place on
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a timescale substantially longer than 200 µs. The partial deflection that is observed for the
larger clusters of Na(NH3)n (n = 2− 4) compared with molecular dynamics simulations,
that do not take intracluster relaxation effects into account, suggests the relaxation times
for these clusters to be in the order of 200 µs. We propose an acceleration of intracluster
spin relaxation in n > 1 clusters as a result of Zeeman-like spin-rotation coupling. The
emergence of very low frequency internal rotation modes for n > 1 leads to a drastic
increase in the thermally accessible density of rovibrational states to which the spin can
couple, which could explain the abrupt decrease of the deflection for clusters with n > 1.
However, to obtain a more definite explanation of the observed cluster size dependence,
further magnetic deflection experiments (e.g. spin refocusing with two Stern-Gerlach
magnets) and modelling of intracluster relaxation processes should be carried out. Detailed
studies of the magnetic and electronic properties of solvated electrons in clusters will lead
to a better understanding of the paramagnetic and diamagnetic species in bulk alkali
metal ammonia solutions.

4.6 Supplementary Information

4.6.1 Mechanical deflector design

The dimensions of the deflector and its position in the deflection chamber are shown in Fig.
4.2.1b to d. All metal body parts of the deflector are machined from magnetic steel (1080
carbon steel). As mentioned in section 4.2.1, the deflector consists of three electromagnets,
each 7 cm in length, leading to an assembled deflector length of 21 cm. Each electromagnet
consists of a metal body on which a coil, made from 15 turns of insulated copper wire
is mounted. The cross section of the metal body with its coil is shown in Fig. 4.2.1d.
The metal bridge, placed in the centre of each coil is 5.6 cm long and 2 mm wide, and
acts as a pole shoe. The flight channel reaches a maximum height of 3.75 mm. The
asymmetric geometry of the flight channel creates an inhomogeneous magnetic field with
a strong gradient in the z-direction. The coils are set in epoxy to mechanically protect
them and to increase heat conduction to the metal bodies. These bodies are mounted
onto a single, liquid-cooled aluminium plate. A cooling liquid consisting of 30% glycol
70% water mixture is circulated by a closed-cycle chiller at −10 °C through the aluminium
plate. The deflector is mounted on two x, z-translation stages (one at each end) to allow
fine alignment of the flight channel relative to the molecular beam. The detection skimmer
is positioned 21.5 cm after the deflector exit to select the non-deflected species.

4.6.2 Electronic deflector design

Each electromagnet is driven by a 3-stage Pulse Forming Network (PFN) circuit designed
to generate a high current square pulse of 1000 A with a pulse of 270 µs. High power
thyristors are used to switch the PFN circuits, which resemble Cauer topology low-pass
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filters using three capacitors and two inductors each. The PFNs are individually triggered
by a delay generator (Stanford Research Systems DG535), using one channel for the master
offset (td) and three others for the relative delays (t1, t2, t3). Auxiliary signals (energy
recovery and recharging sequences) are generated by a complex programmable logic device.
To verify the actual performance when driving an electromagnet (of about 32 µH impedance
and 75 mΩ resistance), both current pulses and resulting magnetic field pulses were mea-
sured for various charging voltages. The form of a typical magnetic field response measured
in our setup (about 300 µs width) is included in Fig. 4.2.2. Charging voltage is provided
from an external buffer capacitor bank, which is charged by a modified programmable
power supply (TDK-lambda genesis 1000-10). With the current deflector design we are
able to collect data at a repetition rate of 5 Hz when pulsing the electromagnetic coils
with up to 300 A peak pulses (∼ 150 V charging voltage). Working at higher currents is
only feasible if the magnetic field pulse repetition rate is reduced. Operating the deflector
with 700 A peak pulses (∼ 350 V charging voltage) is achievable, if the repetition rate is
reduced to 1 Hz. The limit in repetition rate and peak pulse currents arises from thermal
loads generated in the in-vacuum coils that cannot be efficiently dissipated by our cooling
method. Attempts to operate with higher thermal loads are prevented by the onset of
outgassing, accompanied by a total loss of signal at about 1× 10−4 mbarl/s, which we
attribute to obstruction of the flight channel. As this mechanism of signal extinction
would compete with signal loss due to deflection, we choose repetition rates that keep the
pressure rise in the deflector chamber below 3× 10−8 mbar. A typical base pressure in the
chamber housing the deflector is about 1× 10−7 mbar.
The pulsed deflector design introduces several time dependent effects (time dependent
field strengths, eddy currents, field fluctuations along the propagation axis). Our MD
model, which includes time dependent magnetic fields (see section 4.2.3), reproduces the
observed deflection of effusive Na-atoms quantitatively over the range of magnetic field
strengths studied (see section 4.6.3, and also Fig. 4.3.3 for NaNH3). A magnetic deflector
being operated in a pulsed manner becomes very favourable when coupled to a photo-
electron spectrometer with velocity map imaging (VMI) detection. The VMI detection
of photoelectrons is very sensitive to external magnetic fields. With a pulsed magnetic
field, it is easier to reduce such interfering magnetic fields and measure an undistorted
photoelectron image. In addition, a pulsed deflector reduces the thermal load produced in
the electromagnetic coils, which facilitates miniaturization and in-vacuum placement of
the complete electromagnetic setup.

4.6.3 Deflection of effusive Na atoms

To test the performance of the deflector, we attempted to deflect sodium atoms in an effusive
beam, produced by heating the sodium oven to 265 °C. Photoionization was performed
with a 212 nm laser pulse and sodium ions were detected via TOF mass spectrometry.
Fig. 4.6.1 shows the relative sodium TOF signal plotted as a function of td (circles) at
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Id = 400 A (Fig. 4.6.1a) and Id = 800 A (Fig. 4.6.1b) peak current. For comparison, the
results of the MD-simulations (see section 4.2.3) are shown as diamonds. The experimental
relative intensities and the MD simulations show good general agreement within 2σ of
the former. The standard deviation σ was determined from the four latest timings (Fig.
4.6.1a), when θrel = 1 and the field is switched on after the detected clusters have already
passed the deflector. For these initial measurements and MD simulations, the individual
coils were switched on simultaneously, t1 = t2 = t3. For Id = 400 A, the relative signal
decreases to a minimum of approximately θrel = 0.5. By increasing the current to 800 A
(Fig. 4.6.1b), a stronger depletion of θrel = 0.3 can be observed. This trend is reproduced
by the MD-simulations. For our MD approach, we choose to describe the effusive sodium
velocity distribution as a 1D Maxwell-Boltzmann distribution at 265 °C convoluted with a
transmission function. This transmission function emulates residual gas in the deflector
channel, which preferentially transmits the higher velocities contained in the initial velocity
distribution leaving the sodium oven. The transmission is mathematically described by
T (v) = 1 − exp (−bv2) where b is a fit parameter which is proportional to an effective
channel pressure. The remaining signal deviations of experimental data and MD simulation
may be due to inaccuracies in the modelling of the effusive sodium velocity distribution.

a) b)

Fig. 4.6.1: Circles: relative integrated TOF signal (750 shots per data point) of
Na atoms as a function of td. The error bars indicate an uncertainty of
2σ: Diamonds: MD-simulations. Examples are shown for two different
electromagnet currents (a) Id = 400 A and (b) Id = 800 A.

For light Na atoms (23 amu) deflected at these high currents, one might expect a largely
reduced signal θrel ≈ 0. This can neither be seen in the experiment nor in the MD-
simulation. The reason for this limited deflection is the broad velocity distribution
(FWHM = 870 ms−1) of the effusive sodium atoms (see Fig. 4.2.3b) in conjunction with
the pulsed operation of the deflector. Considering the path from the deflector to the
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ionization volume, the flight time differences among the particles being ionized are larger
than the operation time of the deflector. Therefore, only a timing-dependent fraction of
the ionized particles had been exposed to the magnetic field. The amount of deflected
particles can be increased by either lengthening the magnetic field pulse in time or by
narrowing the velocity distribution. These two different approaches are discussed in section
4.3.1.
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Chapter 5

Magnetic deflection of neutral
Na(H2O)n, Na(MeOH)n and
Na(DME)n clusters

5.1 Introduction
In the previously presented study (see chapter 4 and published in ref. [93]), we probed the
magnetic properties of sodium-doped ammonia clusters Na(NH3)n (n = 1−4) in a molecular
beam via Stern-Gerlach deflection. By investigating the magnetic deflection as a function
of cluster size n, the goal was to understand if the magnetic moment µ0 of Na as a free
mS = ±1/2 system is perturbed by NH3 molecules. It was shown that the cluster’s effective
magnet moment decreases with increasing cluster size. These results were interpreted due
to a decrease of intracluster spin relaxation time with increasing cluster size. As has been
discussed by Knickelbein [66] and Xu et al. [68], intracluster spin relaxation effects are a
result of thermally accessible rovibrational states coupling to the spin and allow for spin
flip processes (see chapter 3). Various groups [69, 70, 71, 72, 73, 74, 75, 76, 78, 79, 80]
observed one-sided deflection behaviour which has been explained by the asymmetric
topology of the Zeeman diagram with increasing energy [68]. This is simply because
there is a lower energy bound but not an upper one (see Fig. 5.1.1). The observed
magnetic deflection is a result of the average slope of interacting adiabatic Zeeman-like
states within the experimental magnetic field range Bexp while traversing the deflector.
The observable magnetic properties are defined by the density of adiabatic states within
the Zeeman energy range ∆EZeeman. Note that the topology of such a Zeeman diagram
is independent of temperature, whereas the population of the rovibrational states is
defined by the cluster temperature. By sampling various sodium-doped clusters Na(H2O)n
(n = 1 − 4), Na(MeOH)n (n = 1 − 4) and Na(DME)n (n = 1 − 3), we aim to vary the
density of Zeeman-like states within ∆EZeeman, hence we aim to understand how the state
density effects the overall deflection. The magnetic deflection results for these clusters
are presented in the following sections and are compared in chapter 6 to the previously

89
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presented results of Na(NH3)n (n = 1− 4) (see chapter 4).

∆EZeeman ≈ 2 · µ0Bexp

Magnetic field B

E
ne

rg
y

Bexp

Fig. 5.1.1: Schematic Zeeman diagram of diabatic Zeeman-like levels where µ0 corre-
sponds to the slope of a Zeeman-like state.

5.2 Experimental & Computational Methods
The experimental setup to study size-dependent magnetic properties of neutral sodium-
doped solvent clusters Na(H2O)n (n = 1 − 4), Na(MeOH)n (n = 1 − 4) and Na(DME)n
(n = 1− 3) has been described in chapter 2. Molecular clusters presented in this chapter
were generated via supersonic expansion of either neat gas or mixtures into vacuum
(see section 2.1.1). The cluster formation conditions of the individual substances are
summarized in the following table.

Tab. 5.2.1: Experimental conditions for the generation of water, methanol and
dimethyl ether clusters via supersonic expansion.

Supersonic gas / pstag dnozzle Tnozzle Tbubbler Toven

expansion type gas mixture in bar in µm in °C

pulsed seeded He/H2O 8 150 140 105 195
pulsed seeded N2/H2O 6 150 160 145 195
continuous neat MeOH 1.3 50 100 70 230
continuous neat DME 3.5 55 10 - 195

Subsequent formation of sodium-doped solvent clusters occurs via collisions with sodium
atoms inside the temperature controlled oven (see section 2.1.2). See Tab. 5.2.1 for
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Na-oven temperatures used throughout the presented work. The newly formed sodium-
doped clusters reach the centre of the extraction zone and are ionized using light from a
pulsed (20 Hz) nanosecond (∼ 7 ns) 266 nm (4.66 eV) Nd:YAG laser and the photoions are
detected, either via time-of-flight (TOF) mass spectrometry (see section 2.3.3) or velocity
map imaging (VMI) (see section 2.3.2). The experimental settings for both detection
modes used throughout this chapter are given in Tab. 5.2.2.

Tab. 5.2.2: Experimental conditions for the detection of photoions via TOF mass
spectrometry or VMI, all applied electrostatic potentials are given in V.

Detection VR VE VMCP VA

mode high low

TOF 8000 6520 2200 3000
VMI 8000 5630 2000 1500 6000

The following sections showcase the experimental deflection results of Na(H2O)n (n = 1−4),
Na(MeOH)n (n = 1− 4) and Na(DME)n (n = 1− 3) clusters. We compare the magnetic
deflection results presented of this chapter to the experimental results of Na(NH3)n clusters
(presented in chapter 4 and published in [93]) and discuss the presented deflection results
in chapter 6.

5.3 Results for Na(H2O)n clusters
The previously presented results for Na(NH3)n clusters showed that the deflection ratio
decreases with increasing cluster size and deviates significantly from that of an analogous
ms = ±1/2 system for cluster sizes n = 2−4. Can we expect similar cluster size-dependent
deflection trends for H2O as a solvent? We will show results and attempt to explain the
size dependence for sodium-doped water clusters Na(H2O)n (n = 1− 4). The results for
Na(H2O)n focus on deflection measurements based on photoion VMI (see section 2.3.2).

5.3.1 Magnetic deflection of NaH2O

As previously described in chapter 2, Na(H2O)n clusters were generated via pulsed (EL-
valve) supersonic expansion and subsequent sodium doping. Hereby the relative time
delay ∆tL-EL = tL − tEL of the laser timing (tL) and the EL-valve timing (tEL), defines the
observable particles reaching the ionization region simultaneously. Thus, corresponding
measured velocity distributions dependent on ∆tL-EL. Fig. 5.3.1a shows the NaH2O velocity
distributions (obtained from VMIs) for deflector ‘off’ and deflector ‘on’ each with 2σ error
recorded at Id = 700 A and ∆tL-EL = 0.70 ms. For the sampled velocity distribution with
vc ≈ 2000 m/s a maximal deflection of γd = 0.66(10) is achieved (Fig. 5.3.1b). Agreement
within 2σ error compared to the simulated deflection data is valid across the sampled
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velocity distribution. Fig. 5.3.1b summarises the maximal experimental γd values, for all
sampled Id. Deflection (γd > 0) is observed for Id ≥ 200 A which agrees with the MD
simulations for each sampled deflector current (within 2σ). We find that experimental
deflection is systematically higher than the simulations. We suspect additional collisions of
the molecular beam with background gas molecules (out-gassing from the deflector) while
the deflector is switched on, to be a plausible reason for the systematic deviations. The
additional signal depletion contributes to measured deflection due to the comparison to
deflector ‘off’ measurements. However within errors, the results suggest that the deflection
process of NaH2O is described by mS = ±1/2 particles during the interaction with the
magnetic field tm. In addition we probe slower velocity distributions by increasing ∆tL-EL,
in order to exclude possible spin relaxation processes during tm.

a) b)

Fig. 5.3.1: (a) Experimental NaH2O velocity distribution retrieved from photoion
VMI (10 000 shots per VMI) for deflector ‘off’ (black circles with 2σ) and
deflector ‘on’ (green dots with 2σ), with Id = 700 A and ∆tL-EL = 0.70 ms.
The corresponding simulated NaH2O velocity distribution for mS = ±1/2
are shown as red trace. (b) Maximal γd as a function of Id for NaH2O.

Fig. 5.3.2 displays velocity distributions for deflector ‘off’ and deflector ‘on’ with an
operating deflector current of 500 A and the relative time delays ∆tL-EL = 1.30 ms, 0.80 ms
and 0.70 ms. Mechanical recoils of the EL-valve’s plunger [91] cause the valve to open
multiple times per trigger pulse and the formation of multiple gas pulses. This effect is
shown at ∆tL-EL = 1.30 ms with four distinct gas pulses in a velocity range of 1100 −
1800 m/s for the deflector ‘off’ measurement. We take advantage of this mechanical
characteristic, as this allows us to probe magnetic deflection over a broad velocity range by
simply varying the relative time delay ∆tL-EL. Sampling faster velocities requires shorter
relative time delays, as the particles of interest need less time to reach the ionization
region. This is illustrated for ∆tL-EL = 0.80 ms (Fig. 5.3.2 mid panel) with velocities
1500− 2300 m/s. The fastest particles (1800− 2500 m/s) are sampled at ∆tL-EL = 0.70 ms
(Fig. 5.3.2 bottom panel), these particles represent the ‘fast end’ of the velocity distribution
of NaH2O. The appendix A shows further deflection data at different time delays ∆tL-EL
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and Id = 100− 600 A.
For mS = ±1/2 particles, deflection is expected to increase with decreasing velocity, since
the particles experience the Zeeman force for a longer time while traversing the deflector.
This velocity dependence would manifest itself as an increase of γd. Clear evidence of
this trend can be seen in Fig. 5.3.2 (top panel) for the deflector ‘on’ trace which exhibits
nearly full deflection (θrel ≈ 0) for velocities < 1500 m/s and residual signals for velocities
> 1600 m/s. The fastest sampled velocities (∼ 2300 m/s) of NaH2O show an increase in
their residual signal upto θrel ≈ 0.7. The simulated VMI data for mS = ±1/2 particles,
reproduces the experimental velocity dependent deflection data, across the full velocity
range (1100− 2300 m/s).

Fig. 5.3.2: Experimental NaH2O velocity distributions retrieved from photoion VMIs
(10 000 shots per VMI) for deflector ‘off’ (black circles with 2σ) and
deflector ‘on’ (green dots with 2σ), with Id = 500 A and the corresponding
time delays: ∆tL-EL = 1.30 ms (top panel), 0.80 ms (mid panel) and
0.70 ms (bottom panel). The corresponding simulated NaH2O velocity
distributions for mS = ±1/2 are shown as red traces.

The magnetic deflection results of NaH2O, suggest that the Zeeman force acting on the
cluster is described by the interaction of the unperturbed magnetic moment µ0 of a spin
1/2 system with the magnetic field B. Furthermore, it can be stated that possible spin
relaxation processes must occur on longer time scales than that of the experiment. Similar
deflection behavior is observed for NaNH3, which is discussed in chapter 4. The cluster
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systems Na(NH3)n show reduced deflection with increasing cluster size. This raises the
question, if Na(H2O)n (n > 1) clusters exhibit similar trends with increasing cluster size
n?

5.3.2 Magnetic deflection of Na(H2O)2–4
The deflection results for the highest possible magnetic field gradient (Id = 700 A) and
slowest achievable velocity distributions (∼ 800− 1500 m/s) are shown in Fig. 5.3.3 for the
clusters (a) Na(H2O)2, (b) Na(H2O)3 and (c) Na(H2O)4, which are promising experimental
conditions for deflection measurements. Nevertheless, deflection is not observed across the
sampled velocity distributions. The obtained simulations however predict full deflection
(θrel = 0) for velocities < 1100 m/s. These significant deviations of experiment and
simulation demonstrate that the investigated clusters do not interact with the magnetic
field as mS = ±1/2 particles. The results for Na(H2O)2, Na(H2O)3 and Na(H2O)4 assume
that possible spin relaxation processes take place on significantly faster time scales than
the experiment. Additional deflection measurements at lower deflector currents are given
in the appendix A.

a) b) c)

Fig. 5.3.3: Experimental velocity distributions of (a) Na(H2O)2, (b) Na(H2O)3 and
(c) Na(H2O)3 retrieved from photoion VMIs (10 000 shots per VMI) for
deflector ‘off’‘ (black circles with 2σ) and deflector ‘on’ (green dots with
2σ), with Id = 700 A and ∆tL-EL = 1.40 ms. The corresponding simulated
Na(H2O)n (n = 2− 4) velocity distributions for mS = ±1/2 are shown as
red traces.

5.4 Results for Na(MeOH)n clusters

5.4.1 Magnetic deflection of NaMeOH

Fig. 5.4.1a displays velocity calibrated photoion VMIs of NaMeOH for deflector ‘off’ and
deflector ‘on’ measurements at Id = 700 A. NaMeOH exhibits deflection with an overall
residual signal θrel = 0.5(1), and minimal relative signals (θrel = 0.2(1)) in the velocity
range 800− 1100 m/s. Although NaMeOH exhibits clear deflection, it is to a lesser extent
than the simulations predict for a mS = ±1/2 system. Fig. 5.4.1b depicts the deflection



5.4 Results for Na(MeOH)n clusters 95

ratio as a function of deflector current, where significant partial deflection is observed
for Id > 500 A. Once more the MD simulations are not in agreement with experimental
observations. Similar to the other partially deflecting sodium-doped solvent clusters, we
suggest that these deviations can be explained by ISR processes occurring on timescales
similar or faster than the experiment. Additional deflection data at lower deflector currents
are given in the appendix A.

a)

b)

Fig. 5.4.1: (a) Experimental NaMeOH velocity distribution retrieved from photoion
VMI (10 000 shots per VMI) for deflector ‘off’ (black circles with 2σ) and
deflector ‘on’ (yellow dots with 2σ), with Id = 700 A. The corresponding
simulated NaMeOH velocity distribution for mS = ±1/2 are shown as
red trace. (b) Maximal γd as a function of Id for NaMeOH.

As has been described for Na(NH3)n and Na(H2O)n an increase in cluster size n causes
a significant depletion of the experimentally observed deflection. This suggests similar
cluster size-dependent deflection behaviour for Na(MeOH)n with n > 1.

5.4.2 Magnetic deflection of Na(MeOH)2–4
The deflection results for Id = 700 A are shown in Fig. 5.4.2 for the clusters (a) Na(MeOH)2,
(b) Na(MeOH)3 and (c) Na(MeOH)4. Neither of these clusters exhibit deflection across
their sampled velocity distributions. The deflector ‘off’ trace and deflector ‘on’ trace
coincide within experimental error. The obtained simulations however predict deflection
for all three cluster sizes. These deviations of experiment and simulation again suggest
that the magnetic properties of the investigated clusters are not described by the magnetic
moment of mS = ±1/2 particles. See A in the appendix for further deflection data at
lower Id.
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a) b) c)

Fig. 5.4.2: Experimental velocity distributions of (a) Na(MeOH)2, (b) Na(MeOH)3
and (c) Na(MeOH)3 retrieved from photoion VMIs (10 000 shots per VMI)
for deflector ‘off’‘ (black circles with 2σ) and deflector ‘on’ (yellow dots
with 2σ), with Id = 700 A. The corresponding simulated Na(MeOH)n
(n = 2− 4) velocity distributions for mS = ±1/2 are shown as red traces.

The presented results can be explained by ISR processes taking place on significantly faster
timescales than the experiment. In order to discuss possible ISR processes of partially and
non-deflecting clusters, we analyse thermally accessible rovibrational states as a function
of cluster size n, as is discussed in chapter 6.

5.5 Results for Na(DME)n clusters

5.5.1 Magnetic deflection of NaDME

Fig. 5.5.1a depicts the relative integrated TOF signals θrel of NaDME as a function of
td at Id = 700 A. The average signal intensity of the five latest timings is taken to be
θrel = 1 and their standard deviation define the error bars. θmin is defined as the average
of the three minimal θrel values (at td = 1.35 ms, 1.40 ms and 1.45 ms) which results in a
value of 0.56(12), the corresponding maximal γd value is shown in Fig. 5.5.1b. Magnetic
deflection is observed at Id > 100 A which increases towards larger deflector currents and
reaches a maximum of γd = 0.44(12). Despite the observed deflection, an agreement with
the simulations is not found within experimental errors at any of the sampled deflector
currents. Deflection measurements at lower currents are shown in the appendix A.
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a)
NaDME

b)

Fig. 5.5.1: (a) Relative integrated NaDME signal θrel (2000 shots per data point) as
a function of td (blue dots with 2σ), compared with MD simulations (red
diamonds). (b) Maximal γd as a function of Id for NaDME.

The observed deflection behaviour is designated as partial magnetic deflection and at-
tributed to a reduced magnetic moment when compared to µ0 of a spin 1/2 system.
Additional velocity resolved photoion VMIs for deflector ‘off’ and deflector ‘on’ measure-
ments are shown in Fig. 5.5.2.

a) b)

Fig. 5.5.2: Experimental NaDME velocity distributions retrieved from photoion VMIs
(10000 shots per VMI) for deflector ‘off’ (whites dots with 2σ) and deflector
‘on’ (blue dots with 2σ), with (a) Id = 100 A and (b) Id = 700 A. The
corresponding simulated NaDME velocity distributions for mS = ±1/2
are shown as red traces.

At Id = 100 A (see Fig. 5.5.2a), the deflector ‘off’ and ‘on’ signal coincide across the full
velocity distribution. The simulated data shows clear deflection with a relative signal
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of θrel = 0.52 for the full velocity distribution. Residual signals are present for slower
(∼ 600 m/s) and faster (∼ 900 m/s) velocities of ∼ 0.40 and a minimum of ∼ 0.20 for
velocities (∼ 800 m/s). These residuals and the minima arise from coil timing optimization
for the given velocity distribution (see section 3.2.1 for an explanation). The corresponding
simulations do not represent the experimental deflection data at Id = 100 A.
Increasing the deflector current to Id = 700 A (see Fig. 5.5.2b) causes an increase in de-
flection, characterised by θrel = 0.49(5) for the full deflector ‘on’ signal. The corresponding
simulated data exhibits full deflection (θrel = 0) at the center velocities 600− 900 m/s and
incomplete deflection (θrel ≈ 0.20) for the slower ≤ 600 m/s and faster ≥ 900 m/s particles.
However, this behaviour does not explain the experimental observations. The significant
deviations are reasoned by possible ISR processes which for NaDME have to occur at
similar or faster timesscales than the interaction time with the magnetic field and are
suggested to cause a reduction of the cluster’s magnetic moment.

5.5.2 Magnetic deflection of Na(DME)2
Magnetic deflection data of Na(DME)2, based on TOF and VMI measurements are
presented in the following. The relative cluster signal θrel as a function of td shows reduced
relative signals for various deflector timings shown in Fig. 5.5.3a. The relative signal
instabilities are however too high to state significant magnetic deflection of Na(DME)2 at
Id = 700 A. The MD simulations in contrast predict minimal relative signal of θrel ≈ 0.2.
These deviations between experiment and simulation are more pronounced for Na(DME)2
when compared to NaDME. The large discrepancies are observed at all sampled Id with
no experimental deflection (γd = 0) and simulations which predict deflection ratios of
γd ≈ 0.3 (see Fig. 5.5.3b).

a) b)

Fig. 5.5.3: (a) Relative integrated Na(DME)2 signal θrel (2000 shots per data point)
as a function of td (blue dots with 2σ), compared with MD simulations
(red diamonds). (b) Maximal γd as a function of Id for Na(DME)2.
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Deflection measurements of higher data quality, based on photion VMIs for Na(DME)2
are shown in Fig. 5.5.4. The velocity dependent deflection data at Id = 100 A exhibits
no observable deflection (see Fig. 5.5.4a). Although increasing the deflector current to
Id = 700 A reveals slight deflection with θrel = 0.82(7) for the full velocity distribution
(see Fig. 5.5.4b). Additional deflection data at lower deflector currents is shown in the
appendix A.

a) b)

Fig. 5.5.4: Experimental Na(DME)2 velocity distributions retrieved from photoion
VMIs (10000 shots per VMI) for deflector ‘off’ (whites dots with 2σ) and
deflector ‘on’ (blue dots with 2σ), with (a) Id = 100 A and (b) Id = 700 A.
The corresponding simulated Na(DME)2 velocity distributions for mS =
±1/2 are shown as red traces.

Once more we find that the reduced deflection of Na(DME)2 is not described by the free
spin 1/2 Zeeman interaction. Possible explanations for reduced magnetic deflection are
discussed in the following chapter 6 within terms of possible ISR processes governed by
spin-rotational coupled Zeeman levels.

5.5.3 Magnetic deflection of Na(DME)3
The magnetic deflection results of Na(DME)3 clusters, analogous to those of NaDME and
Na(DME)2, are shown in Fig. 5.5.5 and Fig. 5.5.6.
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a) b)

Fig. 5.5.5: (a) Relative integrated Na(DME)3 signal θrel (2000 shots per data point)
as a function of td (blue dots with 2σ), compared with MD simulations
(red diamonds). (b) Maximal γd as a function of Id for Na(DME)3. Blue
dots: experiment with 2σ error. Red diamonds: MD simulation.

Deflection measurements at the highest deflector current of 700 A (see Fig. 5.5.5a) reveal
non deflected character for all sampled deflector delays td. This furthermore holds for all
other sampled deflector currents with γd = 0 (see Fig. 5.5.5b). Once more substantial
deviations are found when compared to the MD simulations. Photoion VMIs, at Id = 100 A
(see Fig 5.5.6) confirm the absence of deflection for Na(DME)3. At 700 A in the region of
the center velocities (vc = 650− 850 m/s) minor deflection may be suspected, although
the experimental errors are too large in order to state distinct deflection. Despite the
inconclusive results we classify Na(DME)3 as non-deflected.
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a) b)

Fig. 5.5.6: Experimental Na(DME)3 velocity distributions retrieved from photoion
VMIs (10000 shots per VMI) for deflector ‘off’ (whites dots with 2σ) and
deflector ‘on’ (blue dots with 2σ), with (a) Id = 100 A and (b) Id = 700 A.
The corresponding simulated Na(DME)3 velocity distributions for mS =
±1/2 are shown as red traces.

The simulated signal in contrast reduces to θrel = 0.25 and as in the case of the previous
clusters with reduced deflection, we find that the deflection process is not described by
the interaction of µ0 of mS = ±1/2 particles with the inhomogeneous magnetic field.
The discrepancies between experiment and simulation, found for Na(DME)n (n = 1− 3)
clusters are discussed in chapter 6.

5.6 Summary
The cluster size-dependent magnetic properties of neutral Na(H2O)n (n = 1−4), Na(MeOH)n
(n = 1− 4) and Na(DME)n (n = 1− 3) clusters were studied using a pulsed Stern-Gerlach-
type magnet. The detection of photoions via mass spectrometry and velocity map imaging
allowed us to retrieve mass and velocity dependent deflection data. Comparing the experi-
mental data to simulations based on the magnetic deflection of mS = ±1/2 particles lead
to the following classification of the investigated clusters.
In the case of water as the solvent molecule, deflection was measured for NaH2O clusters
at all applied deflector currents. Each experimental data set could be reproduced by the
simulations within experimental errors. Therefore it was concluded that NaH2O clusters
deflect as an unperturbed mS = ±1/2 system within our experiments. For all larger
investigated clusters Na(H2O)n (n = 2− 4) deflection was not measurable at any applied
deflector current, these findings differ from predictions of the simulations, as corresponding
mS = ±1/2 particles should show deflection. This indicates that an effective cluster
magnetic moment is cluster size-dependent.
NaMeOH partial deflection was measured at deflector currents Id > 500 A and an agree-
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ment with the predictions of mS = ±1/2 was not observed. The rovibrational state density
is expected to be high enough to reduce the effective magnetic moment which leads to
partial deflection. Increasing the cluster size Na(MeOH)n n = 2−4 leads to no measurable
deflection at all applied deflector currents, again these results disagree with the simulations
for free spin 1/2 particles. We suggest that additional thermally accessible rovibrational
modes cause a further reduction of an effective magnetic moment.
NaDME clusters showed significant deflection for the applied deflector currents Id > 100 A,
yet an agreement with the simulations was not found, thus NaDME is designated as
partially deflecting. For Na(DME)2 clusters, only slight deflection was observed for the
VMI measurement at the highest possible deflector current (Id = 700 A). We therefore,
conclude that the Na(DME)2 cluster exhibits partial deflection. The cluster Na(DME)3
did not show distinct deflection for any of the probed deflector currents, and therefore the
cluster was classified as non-deflecting. The magnetic properties of Na(DME)n (n = 1− 3)
clusters are highly dependent on the cluster size, as a clear reduction of the deflection
could be observed with increasing cluster size. One DME molecule was already sufficient
to perturb µ0 such that the observable deflection was reduced from that of a spin 1/2
system.
It was reasoned that clusters which show deflection behaviour of mS = ±1/2 particles
exhibit spin relaxation times which are slower than the timescale of the experiment. For
clusters with reduced deflection, possible spin relaxation effects must take place on a similar
or shorter time scale than that of the experiment. The likelihood of such spin relaxation
effects are expected to depend on the density of thermally accessible rovibrational states.
An approach for the estimation of the populated rovibrational state density is given in
the following chapter. With this approach we aim to compare the different sodium-doped
clusters in their thermally accessible rovibrational state densities and elaborate their
relative experimental deflection trends.



Chapter 6

Comparison of Na(H2O)n,
Na(NH3)n, Na(MeOH)n and
Na(DME)n

With the pulsed Stern-Gerlach deflection setup (described in section 2.3.1) we studied the
deflection behaviour of Na(NH3)n (see chapter 4), Na(H2O)n, Na(MeOH)n and Na(DME)n
(see chapter 5). These experimental studies are a first attempt to understand the paramag-
netic properties of sodium-doped clusters, which can be seen as solvated electron precursor
systems. With the combination of experimental deflection and simulations, insight into
timescales of intracluster spin relaxation (ISR) effects is gained. The reduced deflection
with increasing cluster size can be interpreted as a reduction in the effective magnetic
moment µeff. For a cluster size-dependent discussion in terms of possible ISR processes, a
characteristic spin relaxation time τ is compared with the cluster specific magnetic field
interaction time tm. If τ ≤ tm, intracluster spin relaxation processes can occur within the
experimental time frame and partial or no deflection would be observed. Possible ISR
processes are described in chapter 3, where electron spin state transitions with ∆mS = 1
are discussed. These spin flip transitions cause statistical changes of the trajectories
through the deflector which would result in a spatial broadening of the molecular beam.
On average, these changes can be described by a reduced effective magnetic moment µeff.
An approach to model µeff from their corresponding characteristic relaxation time τ is
given in section 6.2. MD simulations for mS = ±1/2 particles (µ0) no longer predict the
measured deflection for cases where τ . tm. For τ ∼ tm, reduced but non-zero deflection is
expected. On the other hand if τ � tm, it is expected that deflection can not be resolved
spatially and γd = 0.
The results suggest an acceleration of spin relaxation processes with increasing cluster
size n. It is expected that thermal population of rovibrational states produce a reduction
of the clusters effective magnetic moment. In a Zeeman diagram the magnetic moment
reflects in the slope of the Zeeman-level. Hence, the population of rovibrational states
leads to Zeeman-like states with average slopes that are reduced when compared to µ0 of a
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free mS = ±1/2 system [68]. The average slope was discussed to be the result of adiabatic
Zeeman-like states which traverse several avoided crossings [104, 68, 66]. The population of
the adiabatic Zeeman-like levels is estimated by the thermal energy within the assumption
of a microcanonical ensemble. By considering the population of rovibrational states in the
studied clusters, we aim to gain information on possible ISR processes. In order to quantify
and compare the experimental deflection results, we choose to model reduced deflection
as an attenuation of the magnetic moment µ0. We suspect that a large attenuation of
µ0 correlates to high densities of populated Zeeman-like states. Hence, we discuss the
experimental deflection trends in terms of thermally accessible rovibrational state densities
based on the harmonic oscillator and rigid rotor approximations.

6.1 Summarized magnetic deflection results
Tab. 6.1.1 and Fig. 6.1.1 summarize the deflection results of Na(H2O)n, Na(NH3)n,
Na(MeOH)n and Na(DME)n clusters. The deflection behaviour of NaH2O and NaNH3

agree with the MD simulations based on mS = ±1/2 particles (Fig. 6.1.1a,b). We classify
these clusters as ‘fully deflected’ ≡ . All other clusters exhibit significant deviations
between experiment and simulation. Such clusters are either classified as ‘partially deflected’
≡ with γd > 0 or ‘non-deflected’ ≡ with γd = 0.

Tab. 6.1.1: Summary of experimental magnetic deflection results of Na(H2O)n,
Na(NH3)n, Na(MeOH)n and Na(DME)n. With minimal deflector current
Id,min to still achieve deflection (γd > 0).

Na(H2O)n Na(NH3)n Na(MeOH)n Na(DME)n
n Id,min Type Id,min Type Id,min Type Id,min Type

1 ≥ 200 A ≥ 100 A ≥ 500 A ≥ 200 A
2 - ≥ 100 A - ≥ 700 A
3 - ≥ 600 A - -
4 - ≥ 600 A - - -
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a) b) c) d)

Fig. 6.1.1: γd at the highest possible deflector current Id = 700 A for (a) Na(H2O)n
(green dots), (b) Na(NH3)n (magenta dots), (c) Na(MeOH)n (yellow dots)
and (d) Na(DME)n (blue dots). The corresponding MD simulations for
mS = ±1/2 particles are shown as red diamonds.

In the following section an approach is introduced to account for the deviations from the
mS = ±1/2 deflection behaviour. Scaling the magnetic moment µ0 with a characteristic
attenuation factor quantifies partially deflecting clusters and we are able to rationalize
relative deflection trends as a function of cluster system and size.

6.2 Modelling of an effective magnetic moment
The effective magnetic moment µeff of NaH2O and NaNH3 is the same as µ0 of spin 1/2
particles. All other clusters exhibit deflection, described by µeff < µ0. As has been discussed
in previous chapters 4 and 5, it is expected that ISR processes mediate a reduction of µ0.
By introducing an attenuation factor a, we describe the simulated deflection process with

µeff = µ0 · a. (6.2.1)

It has been discussed [104, 68, 66] that ISR processes are determined by the topology of
the Zeeman diagram, the thermal population of spin-rotational coupled Zeeman-like levels
and the magnetic field difference ∆B a cluster passes while traversing the deflector. In a
precise spin relaxation model, the attenuation factor a should account for these different
factors. However, an exact description considering all relevant interactions in detail is a
complex task and we therefore choose a simplified model to account for spin relaxation
effects. In our approach, we assume an exponential decay of µ0 during the transit time tm
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with a characteristic relaxation time τ .

µeff(tm) = µ0 · exp (−tm/τ) (6.2.2)

Carrying out MD simulations with µeff for various characteristic relaxation times τ
(25, 50, 75, 100, 125, 150 µs) leads to reduced deviations of simulation and experiment,
as shown in Fig. 6.2.1.

Fig. 6.2.1: Simulated deflector ‘on’ traces with various characteristic τ values (shown
as diamonds) and experimental deflector ‘on’ trace of NaDME (shown as
blue dots). The vertical lines indicate the region of interest used for the
χ2(τ) fit resulting in τmin = 105(19) µs.

For each τ value the squared deviations (γd,sim − γd,exp)2 are evaluated by their χ2 value,
given by

χ2(τ) =

∑
i

(
(γd,sim,i − γd,exp,i)2 · 1

σ2
i

)

∑
i

1
σ2

i

. (6.2.3)

Here σi is the experimental error for each sampled velocity vi in the region of interest
indicated by the vertical lines in Fig. 6.2.1. The evaluated χ2(τ) values are fitted
quadratically as a function of τ to obtain optimal characteristic relaxation times τmin

where the deviations are minimal. The evaluation of τmin is carried out for each deflector
current individually, in order to minimize possible magnetic field dependences.

mfit(τ) = (τ − τmin)2

c
+ b, (6.2.4)
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For non-deflected clusters the fitting procedure is not applicable, we thus assume an upper
limit. The results are summarized in Tab. 6.2.1.

Tab. 6.2.1: Characteristic spin relaxation times τmin obtained from quadratic fitting
of χ2(τ) at Id = 700 A. The experimental deflection behaviour is implied
by the shading of the circles (full, partial and non).

Na(H2O)n Na(NH3)n Na(MeOH)n Na(DME)n

n τmin in µs τmin in µs τmin in µs τmin in µs

1 > tm = 100 > tm = 200 112(15) 105(19)
2 < 25 92(12) < 25 34(30)
3 < 25 72(12) < 25 < 25
4 < 25 62(10) < 25 -

With the retrieved characteristic relaxation times τmin we determine

µeff,i = aiµ0 (6.2.5)

where ai is the unitless average factor of the exponential term during the interaction time
tm, defined by the deflector length sdef and the molecular beam velocity vi.

ai = 1
sdef − 0 ·

∫ sdef

0
exp

(
− s

vi · τmin

)
ds (6.2.6)

ai = viτmin

sdef
·
(

1− exp
(
− sdef
viτmin

))
(6.2.7)

The determined effective magnetic moments for the partially deflecting clusters and the
upper limit for the non-deflected clusters are shown in Fig. 6.2.2.
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Fig. 6.2.2: Effective magnetic moment µeff as a function of molecular beam velocity
for the partially deflecting clusters and limiting values for the non-deflected
clusters.

NaH2O is deflected as a spin 1/2 system, as has been discussed in chapter 5 and is
depicted in Fig. 6.1.1a with µeff = µ0. Possible spin relaxation effects therefore have to
occur on time scales longer than tm. From measured cluster beam velocities ∼ 2000 m/s,
τmin > 100 µs is determined. For water clusters with 2 ≤ n ≤ 4, experimental deflection
was not observed (displayed in Fig. 6.1.1a, also see chapter 5) and an upper limit of
τmin(Na(H2O)2−4) < 25 µs could be estimated.
NaNH3 exhibits spin 1/2 deflection, which was discussed in chapter 4 and is displayed
in Fig. 6.1.1b. With molecular beam velocities of ∼ 1000 m/s, we infer that possi-
ble ISR processes must occur on time scales τmin(NaNH3) > 200 µs. For larger ammo-
nia clusters (2 ≤ n ≤ 4) magnetic deflection is less than expected from an analogues
mS = ±1/2 system and reduces with increasing cluster size. This is seen in the de-
crease in relaxation times τmin(Na(NH3)2) = 92(12) µs, τmin(Na(NH3)3) = 72(12) µs and
τmin(Na(NH3)4) = 62(10) µs.
NaMeOH exhibits partial deflection characterized by τmin = 112(15) µs. For larger
Na(MeOH)n clusters with n = 2 − 4, experimental deflection is not observed (see Fig.
6.1.1c) and an upper limit of τmin(Na(MeOH)2−4) < 25 µs is given.
The reduced deflection of NaDME fitted to τmin = 105(19) µs is shown in Fig. 6.1.1d.
Larger clusters (n = 2, 3) are characterized by increasing attenuation of µeff. We find
τmin(Na(DME)2) = 34(30) µs, (see Fig. 5.5.4b) and no deflection for Na(DME)3 with an
upper limit of τmin(Na(DME)3) < 25 µs.
Additional deflection data for all sampled sodium clusters are given in section A of the
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appendix. The interaction time with the magnetic field defined by vi and the deflector
length dictates the observable µeff within the applied model. A comparison of different
µeff values is therefore only meaningful if compared at the same velocity. For a constant
velocity vi at any value (see Fig. 6.2.2) we determine the following relative experimental
deflection trend:

µeff(NaH2O) ≈ µeff(NaNH3)︸ ︷︷ ︸
full deflection

(6.2.8)

> µeff(NaMeOH) > µeff(NaDME) > µeff(Na(NH3)2)︸ ︷︷ ︸
partial deflection

> µeff(Na(NH3)3) > µeff(Na(NH3)4) > µeff(Na(DME)2)︸ ︷︷ ︸
partial deflection

> µeff(Na(H2O)2) ∼ µeff(Na(H2O)3) ∼ µeff(Na(H2O)4)︸ ︷︷ ︸
no deflection

∼ µeff(Na(MeOH)2) ∼ µeff(Na(MeOH)3) ∼ µeff(Na(MeOH)4) ∼ µeff(Na(DME)3)︸ ︷︷ ︸
no deflection

In the following sections of this chapter we will examine the observed deflection trend, by
analyzing rovibrational energy states of various structural isomers. Harmonic frequency
analysis of DFT optimized cluster geometries are carried out with the Gaussian program
package [162]. In a first step, the dispersion corrected ωB97XD density functional with a
6-31+G* basis set was used to optimize cluster geometries (see Fig. B.1.1-B.1.4 of the
appendix). In a second step, harmonic frequencies and rigid rotor rotational constants
are evaluated for various geometric isomers. In a last step, the converged minimal energy
structures are reoptimized with MP2 calculations with an aug-cc-PVDZ basis set and
additional harmonic frequency calculations are carried out. From the density and thermal
population of rovibrational states within their Zeeman energy splitting, their deflection
trends can be rationalized.

6.3 Discussion
The Zeeman diagram of a mS = ±1/2 system is schematically shown in Fig. 6.3.1a. In
the case of mS = ±1/2, zero field splitting (ZFS) of spin microstates can be neglected, as
only one unpaired electron is present. Available rotational states increase the number of
diabatic Zeeman-like levels to (2S + 1) · (2R + 1). If S and R are uncoupled degenerate,
crossings are formed. However, if S and R are even weakly coupled the crossings are
avoided for adiabatic states with equal total angular momentum J , shown in Fig. 6.3.1c.
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2J + 1: diabatic
Zeeman-like levels

c)

adiabatic
Zeeman-like levels

Fig. 6.3.1: Schematic Zeeman diagram of a mS = ±1/2 cluster. (a) Spin 1/2 system
without rotations, leads to 2S + 1 Zeeman levels and symmetric SG
deflection into 2S+1 beamlets. (b) Rotational states form (2R+1)·(2S+1)
diabatic Zeeman-like levels and symmetric SG deflection into 2J + 1
beamlets for each J level. (c) Schematic illustration of an avoided level
crossing of the spin-rotational coupled adiabatic Zeeman-like states. Note
that the coupling causes a spin flip process at the degeneracy point due
to an avoided crossing.

Here mS of each of the two adiabatic states reverses its sign after the avoided crossing,
if the total angular momentum J = R + S is conserved. For mS = ±1/2 systems this
leads to ∆mS = 1, which only allows for spin flip processes between adiabatic Zeeman-like
states with ∆MR = 1. Clusters with a higher density of populated rovibrational states are
expected to undergo more spin-flip transitions and on average exhibit less deflection, when
compared to clusters with lower densities of thermally accessible adiabatic Zeeman-like
levels.
In order to discuss our experimental findings and relative deflection trends, we analyse the
rovibrational eigenstates En,R. We choose to describe En,R with respect to the vibrational
energies of a harmonic oscillator and rotational energies of a rigid rotor.

En,J = hc · ν0 (n+ 1/2)︸ ︷︷ ︸
harmonic vibrational term

+hc ·BrotR(R + 1)︸ ︷︷ ︸
rigid rotor term

Where n is the vibrational quantum number, ν0 the vibrational eigenfrequency, R the
rotational quantum number and Brot the rotational constant. With estimated vibrational
Tvib and rotational Trot temperatures, we express the number of thermally accessible
rovibrational states in terms of the partition function. By discussing vibrational and
rotational states individually we aim to understand the dominating effects of ISR processes
in sodium-doped clusters. The following discussions are based on the assumption of
thermally equilibrated clusters, where the population of states is described by a Maxwell-
Boltzmann distribution at estimated thermal energies kBT .
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6.3.1 Thermally accessible vibrational states

As the temperatures of free clusters are not well defined, we consider vibrational tem-
peratures in a range 50 K ≤ Tvib ≤ 200 K which is plausible for clusters generated via
supersonic expansion [163, 164]. One way to estimate thermal cluster energies is to employ
evaporative ensemble theory (EET) [139]. Essentially the theory describes a scaling law of
the thermal energy kBT and the evaporation enthalpies per solvation molecule ∆Hvap for
the process Na(Sol)n −−→ Na(Sol)n-1 + Sol.

γ = ∆Hvap

kBT
(6.3.1)

Using EET, Carrera et al. [139] showed that the Gspann parameter γ is nearly cluster size
independent, but is dependent on the time scale of the experiment. For their experimental
time scale of 1.2 ms a Gspann parameter of γ = 28.3 was determined. Since our experimen-
tal time scale 1− 2 ms is similar, we estimate the cluster thermal energies with γ = 28.3
and calculations of ∆Hvap performed previously in [1]. The evaporation enthalpies and
determined temperatures are summarized in Tab. 6.3.1. We suggest that the estimated
average temperatures T̄ are close to equal to the cluster vibrational temperatures Tvib.
These resulting temperatures T̄ = Tvib are in the range of our estimation.

Tab. 6.3.1: Calculated temperatures T via equation 6.3.1 for the clusters Na(H2O)n,
Na(NH3)n, Na(MeOH)n and Na(DME)n with ∆Hvap taken from [1] and
γ = 28.3. Values marked with ∗ were excluded from the average quantities

¯∆Hvap and T̄ .

Na(H2O)n Na(NH3)n Na(MeOH)n Na(DME)n

n ∆Hvap T ∆Hvap T ∆Hvap T ∆Hvap T

in eV in K in eV in K in eV in K in eV in K

1 0.287 118 0.375 155 0.274 112 0.375 102
2 0.403 167 0.368 153 0.663∗ 272∗ 0.279 115
3 0.368 153 0.379 157 0.390 160 0.283 117
4 0.134∗ 56∗ 0.404 167 0.459 188 - -

∆H̄vap T̄ ∆H̄vap T̄ ∆H̄vap T̄ ∆H̄vap T̄

in eV in K in eV in K in eV in K in eV in K

0.353 145 0.382 158 0.374 154 0.270 111

Low-frequency ground state vibrations (vibrational quantum number n = 0) with νn <
300 cm−1 of the different sodium-doped clusters are shown for Na(H2O)n (Fig. 6.3.2),
Na(NH3)n (Fig. 6.3.3), Na(MeOH)n (Fig. 6.3.4) and Na(DME)n (Fig. 6.3.5). The
population probability pj(Tvib) of the different ground state vibrations are calculated at



112 CHAPTER 6. COMPARISON OF NA(SOL)N

approximate vibrational temperatures (50 ≤ Tvib ≤ 200 K). pj(Tvib) is given by

pj(Tvib) = exp (−hνj/kBTvib)
Qvib

, (6.3.2)

with the vibrational frequency νj and the vibrational partition function Qvib is defined as

Qvib =
∑

j

exp (−hνj/kBTvib) . (6.3.3)

The lowest frequency vibration in the weakly bound non-covalent NaH2O cluster is a out-
of-plane wagging mode at 119 cm−1. For the larger cluster Na(H2O)2, further vibrations
well below 200 cm−1 occur. The lowest vibrational frequency in Na(H2O)2 is a Na–O
stretching mode with 97 cm−1, and additional hindered rotations of the water molecules
at 109 cm−1, 159 cm−1 and 168 cm−1. For the cluster sizes Na(H2O)3 (see Fig. 6.3.2e)
and Na(H2O)4 (see Fig. 6.3.2f), the number of low frequency vibrations increases further.
Na(H2O)3 exhibits a O–O bending mode at 40 cm−1, two Na–O stretching modes at
62 cm−1 and 83 cm−1 as well as three further hindered internal H2O rotations < 200 cm−1.
NaNH3 exhibits a Na–N stretching mode at 197 cm−1 and a degenerate Na–N bending
mode at 276 cm−1. These vibrations show populations on the order of 20% for vibrational
temperatures Tvib > 50 K (see Fig. 6.3.3a). For the larger clusters Na(NH3)2–4, new types
of low frequency modes arise, with internal rotations of NH3 around the Na–N axis and
the N–Na–N bending vibration well bellow 100 cm−1. As for these larger clusters we
predict significant relative population of their vibrational modes at estimated vibrational
temperatures (see Fig. 6.3.3b,e,f).
NaMeOH exhibits a hindered rotation at 49 cm−1 and a wagging mode at 94 cm−1. The
O–Na stretching mode exhibit a frequency of 180 cm−1. In the temperature range 50 K ≤
Tvib ≤ 200 K (see Fig. 6.3.4a) we expect significant population of these vibrational
modes. For Na(MeOH)2 additional accessible vibrational modes with energies well bellow
200 cm−1 are introduced by the addition of a second MeOH molecule (see Fig. 6.3.4b).
For Na(MeOH)3 (see Fig. 6.3.4e) and Na(MeOH)4 (see Fig. 6.3.4f) further thermally
accessible intermolecular vibrational modes are established.
The weak non-covalent bonds between the sodium atom and dimethyl ether molecules
and between the dimethyl ether molecules themselves cause large amplitude motions with
characteristic low frequencies. For NaDME, hindered rotations are present with calculated
vibrational energies of 51 cm−1 and 89 cm−1 and the Na–O stretching mode with 143 cm−1

(seen in Fig. 6.3.5a). For the larger cluster sizes n = 2, 3 additional types of low frequency
modes arise with DME–DME wagging and bending modes < 120 cm−1 (seen in 6.3.5c).
For Tvib = 50 K, the ground vibrational states and higher modes with < 100 cm−1 are
especially highly populated. At higher estimated vibrational temperatures, population
become more equal and contributions also from high frequency vibrations to the clusters
populated rovibrational states are predicted. Generally, we observe the qualitative trend
that an increase in cluster size leads to the population of more vibrational modes. The
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population of vibrational modes can in principle influence ISR processes by the change in
rotational energies and by possible coupling to vibrational angular momentum.
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h)

Fig. 6.3.2: Calculated harmonic frequencies (MP2/aug-cc-PVDZ) for Na(H2O)n clus-
ters are shown as green vertical lines for (a) NaH2O, (b) Na(H2O)2, (e)
Na(H2O)3 and (f) Na(H2O)4 with νn < 300 cm−1. The population proba-
bilities pj(Tvib) are plotted for νj and estimated vibrational temperatures
Tvib. Corresponding optimized cluster geometries are shown in (c) NaH2O,
(d) Na(H2O)2, (g) Na(H2O)3 and (h) Na(H2O)4.
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Fig. 6.3.3: Calculated harmonic frequencies (MP2/aug-cc-PVDZ) for Na(NH3)n clus-
ters are shown as magenta vertical lines for (a) NaNH3, (b) Na(NH3)2,
(e) Na(NH3)3 and (f) Na(NH3)4 with νn < 300 cm−1. The population
probabilities pj(Tvib) are plotted for νj and estimated vibrational temper-
atures Tvib. Corresponding optimized cluster geometries are shown in (c)
NaNH3, (d) Na(NH3)2, (g) Na(NH3)3 and (h) Na(NH3)4.
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Fig. 6.3.4: Calculated harmonic frequencies (MP2/aug-cc-PVDZ) for Na(MeOH)n
clusters are shown as yellow vertical lines for (a) NaMeOH, (b)
Na(MeOH)2, (e) Na(MeOH)3 and (f) Na(MeOH)4 with νn < 300 cm−1.
The population probabilities pj(Tvib) are plotted for νj and estimated
vibrational temperatures Tvib. Corresponding optimized cluster geome-
tries are shown in (c) NaMeOH, (d) Na(MeOH)2, (g) Na(MeOH)3 and
(h) Na(MeOH)4.
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a) Na(DME)n

n = 1

b)

c)
n = 2d)

e)

n = 3f)

Fig. 6.3.5: Calculated harmonic frequencies (MP2/aug-cc-PVDZ) for Na(DME)n
clusters are shown as blue vertical lines for (a) NaDME, (c) Na(DME)2
and (e) Na(DME)3 with νn < 300 cm−1. The population probabilities
pj(Tvib) are plotted for νj and estimated vibrational temperatures Tvib.
Corresponding optimized cluster geometries are shown in (b) NaDME,
(d) Na(DME)2 and (f) Na(DME)3.
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In the case of S and R coupled adiabatic Zeeman-like levels, states with mS = ±1/2
contributions are able to traverse avoided crossings if neighbouring states with ∆MR = 1
exhibit an energy difference smaller than the Zeeman energy splitting. In our experiments,
we estimate the maximal Zeeman energy splitting to be ∆EZeeman = 2µBBmax ≈ 5.6 cm−1,
where µB is the Bohr magneton and Bmax = 6 T. We use the maximal energy splitting for
a spin 1/2 system as an upper limit for all other investigated clusters. Harmonic frequency
calculations of the investigated clusters and their structural isomers (see section B.1 of the
appendix) show that the differences in vibrational energies of thermal accessible modes
are on average larger than the Zeeman energy splitting.

∆Evib,j = h(νj+1 − νj) > ∆EZeeman (6.3.4)

In contrast, we find that the rotational energy differences, approximated by ∆Erot = 2 〈B〉rot
with the average rotational constant 〈B〉rot = (Arot +Brot + Crot)/3 (see Tab. 6.3.2-6.3.5),
are significantly smaller than ∆EZeeman. Thus, a large number of avoided crossings among
these states is to be expected. We find that the number of avoided crossings a cluster
traverses are governed by the density of rotational energy levels and are rather independent
of the populated vibrational mode. In some cases the differences in thermally accessible
vibrational energies are within the Zeeman energy splitting. In section 6.3.3 we describe
a model which also accounts for overlapping vibrations and evaluate their contribution
to conceivable avoided crossings within ∆EZeeman. We first discuss the contributions of
avoided crossings in terms of rotational states, under the assumption of no additional
contributions from vibrational states.

6.3.2 Average number of rotational states within ∆EZeeman

In an attempt to understand our experimental findings, we represent the average number
of rotational eigenstates within ∆EZeeman by the rotational partition function (Qrot). Qrot

represents the average number of populated states. Hence, Qrot divided by the average
rotational energy kBTrot and multiplied by ∆EZeeman corresponds to the average number
of states within ∆EZeeman. Since kBTrot and ∆EZeeman are assumed to be constant, we
use Qrot directly in the following. Our analysis is based upon DFT optimized cluster
with various isomers (ωB97XD/6-31+G*). In the high temperature approximation the
rotational partition function of a non-linear rotor is expressed by

Qrot =
√
π

σsym

(
kBTrot
hc

)3/2

(ArotBrotCrot)−1/2 , (6.3.5)

where σsym is the symmetry number, Trot the rotational temperature and Arot, Brot, Crot

are the rotational constants of the rigid rotor. Rotational constants obtained from quantum
chemical calculations are given in Tab. 6.3.2 − 6.3.5. The cluster structures of various
isomers are shown in section B.1 of the appendix. Since the rotational temperatures of free
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clusters are not well defined, we assume a temperature range 10 K ≤ Trot ≤ 50 K. This is
reasoned by the comparison of the vibrational and rotational energy transfer cross sections
σvib and σrot, which follow the order σvib � σrot [165, 166]. In an adiabatic expansion the
differences in effective energy transfer lead to Trot < Tvib. Fuchs et al. [164] determined
Trot < Tvib with 5 K ≤ Trot ≤ 20 K for small metal clusters generated in a supersonic
expansion at a nozzle temperature of 16 K. In our experiments, nozzle temperatures
are significantly higher (10 °C ≤ Tnozzle ≤ 150 °C) and additional collisions with sodium
atoms in the oven are expected to affect the cluster temperatures. Although unclear
by how much this influences the cluster temperatures. A rotational temperature range
10 K ≤ Trot ≤ 50 K seems a generous range to account for all collisions.
With estimated rotational temperatures (10 K ≤ Trot ≤ 50 K) and obtained rigid rotor
constants (see Tab. 6.3.2 − 6.3.5), we determine the rotational partition functions Qrot

via equation 6.3.5. The results are shown in Fig. 6.3.6. Qrot is here used as an estimator
for the number of rotational states within ∆EZeeman and thus for the number of spin flip
processes, which should reflect the average deflection behaviour. These arguments imply
that an increase in thermally accessible density of rotational states should coincide with a
reduction in deflection [79, 80, 78, 77, 104, 68].

Fig. 6.3.6: Rotational partition function Qrot obtained from asymmetric rigid rotors
of DFT optimized cluster structures of: (a) Na(H2O)n, (b) Na(NH3)n, (c)
Na(MeOH)n and (d) Na(DME)n.

The comparison of the cluster systems in Qrot shows minimal values for NaH2O and NaNH3

in the temperature range 10 K ≤ Trot ≤ 50 K, and a rotational state population that is
weakly-dependent on rotational temperature. This lets one expect effective magnetic
moments similar to µ0. The experimental mS = ±1/2 deflection behaviour confirms these
expectations. NaMeOH and NaDME show a gradual increase of Qrot with temperature and
the relative deflection trend µeff(NaMeOH) > µeff(NaDME) is confirmed by the slightly
higher Qrot values for the latter.
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Previous estimations of thermal temperature (see Tab. 6.3.1) showed that Na(DME)n
clusters are expected to be colder. It is reasonable to expect similar relative differences
in rotational temperatures. With Trot(Na(NH3)n) ≥ Trot(Na(DME)n) we estimate fewer
rotational states for NaDME than for Na(NH3)2 and confirm the experimental observation
µeff(NaDME) > µeff(Na(NH3)2). Slight deflection of Na(DME)2 is explained by likely
colder rotational temperatures (Trot ≈ 10 K) with Qrot ≈ 2500. Whereas Na(MeOH)2
shows an increase of rotational states (Qrot & 5000) at Trot > 30 K, which would explain
the non-deflected character. For Na(H2O)2 the trend is too indistinct in order to truly
support the absence of deflection in the given temperature range.
The larger clusters Na(H2O)3,4, Na(MeOH)3,4 and Na(DME)3 with various isomers, show
enhanced rotational state population. The comparison suggests that these non-deflected
clusters are characterized by Qrot & 5000. Non-deflection for water clusters seems ambigu-
ous when only comparing Qrot. A higher rotational temperature might be an explanation,
or other contributions than spin-rotational couplings.
Qrot is substantially different for the structural isomers of Na(NH3)3,4. The relative energy
difference of 83 meV between 3a and 3b at T̄ = 158 K suggest a nearly sole population
of 3b. The experimental observation of partial deflection for Na(NH3)3 supports the
indication of a strong population of 3b with Qrot < 5000. Similar arguments hold for
Na(NH3)4 which shows partial deflection and can be explained by preferential population
of the tetrahedral isomer 4b with significantly lower Qrot. Previous work of our group [1]
found n = 4 as magic number for the photoelectron anisotropy in sodium-doped ammonia
clusters. This independent experiment supports the idea that deflection of Na(NH3)4 as a
highly symmetric tetrahedral structure with substantially lower Qrot is measured. For the
Td structure σsym = 12, less symmetric isomers with lower σsym (IB in [1]) would cause
an increase in Qrot and may lead to reduced deflection. This hints at the possibility of
cluster symmetry selective deflection measurements. A combination of magnetic deflection
and angle-resolved photoelectron spectroscopy would be a promising experiment to iden-
tify orbital angular contributions. In such an experiment, magnetic deflection of highly
symmetric cluster structures could be demonstrated as a decrease in β parameter of the
recorded photoelectron VMI (see section 3.3).
In general we find appropriate agreement of experimental deflection trends and relative
differences in the population of rotational states. So far we suggest that ISR effects
in sodium-doped clusters are strongly influenced by the density of thermally accessible
rotational states. The most significant deviations of experiment and model are pos-
sibly due to differences in cluster rotational temperatures, with proposed order being
Trot(Na(DME)n) < Trot(Na(NH3)n) < Trot(Na(MeOH)n) < Trot(Na(H2O)n). Although,
influences from other contributions than spin-rotational coupling cannot be excluded. In
the following sections we discuss further dependences which may influence the magnetic
properties of sodium-doped solvent clusters.
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Tab. 6.3.2: Na(H2O)n: Rotational constants of DFT optimized cluster structures
(ωB97XD/6-31+G*) with their point group (PG), symmetry number σsym
and energy difference between structural isomers ∆Eiso. The experimental
deflection behaviour indicated by the shading of the circles in the first
column (full, partial, and non).

Na(H2O)n PG σsym Arot in m−1 Brot in m−1 Crot in m−1 ∆Eiso in meV

1 C2v 2 1394.3 28.3 27.9 -
2 Cs 1 28.9 22.5 12.9 -

3a C1 1 19.0 8.3 6.5 +64
3b Cs 1 13.4 12.3 7.9 0

4a C1 1 10.5 6.1 4.5 0
4b C2v 2 11.7 6.1 4.0 +107

Tab. 6.3.3: Na(NH3)n: Rotational constants of DFT optimized cluster structures
(ωB97XD/6-31+G*) with their point group (PG), symmetry number σsym
and energy difference between structural isomers ∆Eiso. The experimental
deflection behaviour indicated by the shading of the circles in the first
column (full, partial, and non).

Na(NH3)n PG σsym Arot in m−1 Brot in m−1 Crot in m−1 ∆Eiso in meV

1 C3v 3 625.0 26.1 26.1 -
2 C2v 2 44.6 12.1 9.8 -

3a C1 1 65.0 4.6 4.1 +83
3b C3 3 10.6 10.2 5.6 0

4a C2v 2 13.3 2.7 2.3 +235
4b Td 12 6.3 5.6 5.6 0

Tab. 6.3.4: Na(MeOH)n: Rotational constants of DFT optimized cluster structures
(ωB97XD/6-31+G*) with their point group (PG), symmetry number σsym
and energy difference between structural isomers ∆Eiso.The experimental
deflection behaviour indicated by the shading of the circles in the first
column (full, partial, and non).

Na(MeOH)n PG σsym Arot in m−1 Brot in m−1 Crot in m−1 ∆Eiso in meV

1 Cs 1 156.7 13.6 12.8 -
2 C1 1 14.8 6.5 4.8 -
3 C1 3 4.7 4.6 3.1 -

4a C1 1 3.9 2.2 2.0 +351
4b C1 1 3.0 2.7 2.5 0
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Tab. 6.3.5: Na(DME)n: Rotational constants of DFT optimized cluster structures
(ωB97XD/6-31+G*) with their point group (PG), symmetry number σsym
and energy difference between structural isomers ∆Eiso. The experimental
deflection behaviour indicated by the shading of the circles in the first
column (full, partial, and non).

Na(DME)n PG σsym Arot in m−1 Brot in m−1 Crot in m−1 ∆Eiso in meV

1 C2v 2 33.2 11.9 9.0 -
2 C1 1 10.5 3.7 3.2 -

3a C1 1 3.2 2.8 1.8 0
3b C1 1 3.7 2.1 1.6 +79
3c C1 1 3.8 1.9 1.4 +113

6.3.3 Average number of rovibrational states within ∆EZeeman

We here describe a simplified model in order to analyse rovibrational states which may
contribute to the deflection behaviour. Additional contributions of rovibrational states
to the number of avoided crossings are possible if several thermally accessible vibrational
states exist within ∆EZeeman. In order to account for these possible contributions, we
introduce an additional vibrational temperature dependent scaling factor Gvib(Tvib). The
scaling factor is based on the following considerations. In the case of vibrational modes
separated large enough in energy, described by ∆Evib,i > ∆EZeeman (see equation 6.3.4)
Gvib = 1, since no additional avoided crossings are gained. For degenerate vibrational
states with ∆Evib,i = 0, we assume Gvib to be equal to the vibrational degeneracy, since the
harmonic oscillator model is defined by independent vibrations. For an intermediate case
with vibrational energy differences between 0 < ∆Evib,i < ∆EZeeman, Gvib,i is described by

Gvib,i = ∆EZeeman −∆Evib,i

∆EZeeman
+ 1. (6.3.6)

The scaling factors are evaluated in an energy interval < kBTvib given by estimated
vibrational temperatures 50 K ≤ Tvib ≤ 200 K. Averaging the scaling factors over the
vibrational energy interval with Tvib = 50 K and Tvib = 200 K, leads to the results shown
in Fig. 6.3.7 and 6.3.8.
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Fig. 6.3.7: Rotational partition function Qrot scaled with Gvib at Tvib = 50 K, which
estimates the number of rovibrational states within ∆EZeeman. The analy-
sis of rovibrational states is based on the harmonic oscillator and asym-
metric rigid rotor of DFT optimized cluster structures of: (a) Na(H2O)n,
(b) Na(NH3)n, (c) Na(MeOH)n and (d) Na(DME)n.

Fig. 6.3.8: Rotational partition function Qrot scaled with Gvib at Tvib = 200 K,
which estimates the number of rovibrational states within ∆EZeeman.
The analysis of rovibrational states is based on the harmonic oscillator
and asymmetric rigid rotor of DFT optimized cluster structures of: (a)
Na(H2O)n, (b) Na(NH3)n, (c) Na(MeOH)n and (d) Na(DME)n.

The relative trends of Qrot · Gvib for both vibrational temperatures are similar to the
relative trends discussed in section 6.3.2. These findings confirm that the average deflection
behaviour is anticipated to be governed by the density of thermally accessible rotational
states with similar influences by the vibrational density of states. We show that the
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deflection behaviour of NaH2O, Na(H2O)2, Na(H2O)3b , NaNH3, Na(NH3)2, NaMeOH
and NaDME are likely to be insensitive of vibrational excitation at given temperatures, as
the vibrational energies are separated larger than the Zeeman splitting. The comparison of
Fig. 6.3.6 with Fig. 6.3.7 and 6.3.8 reveals a weak dependence on vibrational temperature
for the partially deflecting clusters Na(NH3)3b and Na(NH3)4b as well as a more pronounced
dependency for Na(H2O)4b, Na(MeOH)2–4 and Na(DME)2,3.
These results suggest that the magnetic properties of fully and partially deflecting clusters
are primarily governed by the population of rotational states. In contrast, slightly and
non-deflected clusters exhibit a non-negligible dependence on vibrational temperature.
These interpretations let us suggest that ISR times are governed by the rovibrational
state density within ∆EZeeman. With several vibrational levels populated within ∆EZeeman,
we suggest an acceleration of spin relaxation effects, which we observe experimentally as
non-deflected clusters.
It should be noted that low frequency vibrations are commonly known to exhibit significant
anharmonicity. Therefore a harmonic oscillator model is likely not a good approximation
for the fundamental vibrational energies and even worse for overtones. This might cause
significant differences in vibrational level density within ∆EZeeman, since an anharmonic
potential allows for higher state densities with increasing potential energy. Additionally,
one should also consider the dependence of the rotational constants on the vibrational
state and possible couplings to vibrational angular momenta. These mentioned points
could further affect the magnetic deflection behaviour, due to reasons discussed above. The
previous discussion of magnetic deflection trends are based on the avoided crossings model
[104, 68], where we estimated that the molecular Landé factor gJ is similar to gS = 2.00232
of the free electron, and contributions of the orbital angular momentum Landé factor
gL were neglected. In the following we give an outlook on possible refinements for the
interpretation of SG deflection results.

6.4 Outlook
First of all we propose an expansion of the harmonic oscillator and rigid rotor model for a
more precise description of the rovibrational energy states En,R.

En,R = hc · ν0 (n+ 1/2)︸ ︷︷ ︸
harmonic vibrational term

− hc · ν0χ (n+ 1/2)2
︸ ︷︷ ︸

anharmonic vibrational term

+hc ·BR(R + 1)︸ ︷︷ ︸
rigid rotor term

− hc ·DR2 (R + 1)2
︸ ︷︷ ︸

centrifugal distortion term

−hc · α (n+ 1/2)R (R + 1)︸ ︷︷ ︸
Coriolis term

(6.4.1)

Further terms of En,R describe the vibrational anharmonicity (χ: anharmonicity constant),
the centrifugal distortion (D: centrifugal distortion constant) and the coupling term of
vibration and rotation (α: vibration-rotation coupling constant).
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Our results and discussions on sodium-doped clusters indicated that the topology of
the Zeeman diagram is dominated by spin-rotational coupled Zeeman-like eigenstates.
Each Zeeman state is described by its total angular momentum J and the corresponding
Landé factor gJ . Theoretical work on the molecular Zeeman effect and expressions of
the molecular Landé factor have been carried out by various groups [58, 59, 115, 60, 103].
Solanki and Berdyugina [60] give an overview on ensuing experimental and theoretical
work done on the molecular Zeeman effect in diatomic molecules. In their work the theory
of the Zeeman effect for diatomic molecules in the limiting Hund’s cases (a) and (b) are
evaluated. In Hund’s coupling case (a), the angular momenta, of electron orbital and
spin are coupled to the internuclear axis and interact very weakly with the rotational
angular momentum. While in Hund’s case (b) the electron orbital angular momentum
is coupled to the internuclear axis and the spin is decoupled or very weakly coupled to
the molcular axis [118]. Solanki and Berdyugina [60] furthermore developed a numerical
approach for the intermediate coupling case (a-b). Yurchenko et al. provide a program
Duo [167] based on the theoretical work of Solanki [60] which computes Landé factors of
open shell diatomic molecules from the direct solutions of the nuclear motion Schrödinger
equation. Since our investigated cluster systems are polyatomic with Natom > 4, one would
expect significant absolute errors in similar evaluation of gJ values. Sears [108] summarizes
methods to calculate gJ values of polyatomic asymmetric-top free radicals. We expect the
relative differences in gJ lead to further insight on additional effects of ISR processes in
sodium-doped clusters. We present a preliminary qualitative discussion of gJ assuming a
Hund’s coupling case (b) representation, with the sole justification that spin-orbit coupling
is likely weak. In Hund’s coupling case (a) a proportionality gJ ∝ 1/J(J + 1) is found
(see chapter 3), leading to a comparable reduction of gJ towards larger J states. The
corresponding expression of the diatomic Landé factor for Hund’s case (b) is given by
Solanki [60]

gJ = gL
2J(J + 1) ·

(
Λ2 [J(J + 1) +R(R + 1)− S(S + 1)]

R(R + 1)

)

+ gS
2J(J + 1) [J(J + 1)−R(R + 1) + S(S + 1)] (6.4.2)

where Λ is the projection of electron orbital angular momentum on the molecular axis.
Previous work in our group [1] showed experimental evidence for high s-character (∼ 95%)
of the unpaired electron HOMO via photoelectron VMI. Therefore we assume Λ ≈ 0 and
gJ simplifies to

gJ = gS
2J(J + 1) [J(J + 1)−R(R + 1) + S(S + 1)] . (6.4.3)

Describing the population of J states with a probability function pJ results in an average
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Landé factor 〈gJ〉 characteristic for each cluster.

〈gJ〉 = gJ · pJ (6.4.4)

It has to be shown if pJ can be approximated by the population of rotational states at zero
field. The effective magnetic moment µeff has been previously described as an attenuation
of µ0 (see section 6.2), governed by ISR processes invoked by traversing several avoided
crossings. In a similar manner, we find an expression for µeff which results from quenching
of the free electron Landé factor gS due to spin-rotational coupling.

µeff = 〈gJ〉
gS

(6.4.5)

Population of highly excited rotational states leads to a significant decrease in gJ and
as a consequence Zeeman-like levels with decreased energy splitting. The Zeeman states
depict a decrease in slope towards higher angular momentum states J . Xu et al. discussed
similar dependences towards higher energy Zeeman states, although discussed with a
different underlying mechanism, respectively the avoided crossing model. It was discussed
that the effective magnetic moment in sodium-doped solvent clusters is dominated by
spin-rotational couplings, which are likely the cause for avoided crossings and a reduced
characteristic Landé factor. However, further experimental and theoretical work needs to
be carried out to express their contributions to the attenuation of the magnetic moment.
In particular, well defined vibrational Tvib and rotational Trot temperatures are of great
interest to improve the interpretations of magnetic deflection trends. The influence of
thermal population of states, expressed by their population function pJ , may be studied
in deflection experiments as a function of temperature. Deflection measurements with
spatial resolution is an established experimental technique to obtain the deflected beam
profile. Characterising the deflected beam profile (e.g. asymmetric deflection to one side
[78, 168, 104, 77]) lead to insight on the deflection mechanism and gave guidance to the
avoided crossing model. In the near future, we aim to measure deflection via spatial map
imaging [82] and resolve the deflection in magnetic field gradient direction. With the
spatial information we would gain insight if possible spin flip processes occur during the
deflection process.
Further contributions as spin-orbit couplings and hyperfine couplings to nuclear spins,
may perturb the Zeeman-like levels and influence the deflection behaviour. Fuchs et al.
[81] showed in double magnetic deflection experiments that nuclear spins diminish the
electron spin coherence. Methods to calculate the cluster Zeeman effect with further
angular momenta contributions have been reviewed by Jansen and Merkt [103], as well as
summarised by Sears [108]. Previous work of Berdyugina and Kuzmychov [169] showed that
the energy level structure of CrH molecule in the presence of a magnetic field, determined
via quantum chemical calculations allowed to predict the magnetic deflection behaviour.
Similar approaches seem feasible for small clusters e.g. NaNH3 and NaH2O, however for
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larger systems calculations may already be to demanding. Calculating the Zeeman energy
structure for small sodium-doped clusters is of interest, to evaluate other angular momenta
contributions.

6.5 Summary
The magnetic deflection behaviour of Na(H2O)n (n = 1 − 4), Na(NH3)n (n = 1 − 4),
Na(MeOH)n (n = 1− 4) and Na(DME)n (n = 1− 3) clusters was characterised. Reduced
magnetic deflection was modelled by the attenuation of the magnetic moment µ0 of
a mS = ±1/2 system. With this approach we are able to retrieve characteristic spin
relaxation times τ . The experimental deflection trends were discussed in terms of thermally
accessible rovibrational states and cluster Landé factors gJ with the goal being to identify
the dominating factors for intracluster spin relaxation. In our approach we estimated
the cluster thermal energies with the help of evaporative ensemble theory and calculated
vaporization enthalpies. The rovibrational states were analyzed with the harmonic oscillator
and rigid rotor model of optimized cluster geometries. With the applied models we showed
that the fully deflecting mS = ±1/2 character of NaH2O and NaNH3 is due to them
exhibiting a low number of populated rovibrational states. For all other sodium-doped
clusters reduced deflection was attributed to an increased population of rovibrational
states. The results show that the magnetic deflection behaviour is dominated by the
thermal population of rotational states. We discuss that spin-rotational couplings allow
for avoided crossings and a reduction of the cluster Landé factor gJ , which seems likely to
be the cause for reduced deflection.
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Chapter 7

How solvated dielectrons and their
electron transfer mediated decay
govern the ionization dynamics of
metal-ammonia solutions

We here present a first summary of unpublished results, contributions of my work are
restricted to the experimental measurements.

Title: How solvated dielectrons and their electron transfer mediated decay
govern the ionization dynamics of metal-ammonia solutions.
Authors: S. Hartweg, J. V. Barnes, B. L. Yoder, G. Garcia, L. Nahon, E.
Miliordos and R. Signorell.
Citation: Manuscript in progress.

7.1 Introduction
Solvated electrons in solutions of alkali metals in liquid ammonia and other amines are
widely used as strong reducing agents in chemical synthesis and proof to be difficult to
replace although their use, especially at large industrial scales is expensive and challenging
[170]. The first observations and descriptions of solvated electrons in these systems go back
to Sir Humphry Davy and Weyl [5, 3], long before the discovery of the Birch reduction
[12]. The concentration dependent properties of alkali ammonia solutions are of scientific
interest since these early times, but our molecular level understanding of the involved
species and processes remains superficial and fragmentary [5]. At low concentrations alkali
ammonia solutions behave like normal electrolytes consisting of solvated electrons and
alkali counterions. At increasing concentrations interactions between solvated electrons as
well as between solvated electrons and counterions amplify. The solvated electrons form
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spin-paired solvated dielectrons, before at very high concentrations a transition to a metallic
liquid phase occurs, accompanied by a change of colour from deep blue to bronze gold. How
well the solvated electrons and solvated dielectrons are separated from the alkali counterions
in which concentration range, remains unclear, since experimental access to such details in
liquid solutions are still a challenge in itself. Recent photoelectron spectroscopy studies
addressed the concentration dependent properties in sodium ammonia nanodroplets [54]
and liquid bulk solutions [55], without finding a clear photoelectron signature to distinguish
solvated electrons from dielectrons. Bulk solutions were presumably studied only in the
spin-pairing concentration range, while cluster studies could not distinguish the two species.
In clusters of ammonia and other solvents, finite size effects in electron solvation due to
the limited system size have been studied [1, 2, 23, 24]. Also the relaxation dynamics
of solvated electrons in small sodium-doped ammonia clusters have been studied after
near infra-red excitation to p-type electron solvation orbitals [161]. While the spin-pairing
of solvated electrons has been observed experimentally by magnetic measurements early
on [171], the most insights we have today into the structure and electronic properties of
these dielectrons originates from theoretical studies [5, 172, 173]. Some of the properties
of alkali solutions in ammonia and other amines as well as the solvated electrons they
contain are certainly unique to these systems. This concerns for example the stability
and high concentrations of solvated electrons that can be produced in sodium ammonia
solutions, while other neutral bulk systems rather know solvated electrons as transient
species after optical excitation. Nevertheless, the study of alkali-doped solvent clusters
provided already valuable insights for other electron solvation systems, including those in
aqueous solutions, which are much discussed recently for their importance in radiation
chemistry and radiation damage processes.
Here we present a VUV photoelectron-photoion-coincidence study, obtaining cluster size-
resolved photoelectron spectra of small sodium ammonia clusters containing solvated
electrons. Our experimental results in combination with ab initio calculations reveal three
distinct ionization pathways of the single solvated electron leading to the electronic ground
state of the cationic cluster. Each pathway is dominant in a certain photon energy range.
One of these pathways proceeds via the formation of spin-paired solvated dielectrons,
which are produced by photoexcitation of an electron from the ammonia valence shell to
the electron solvation orbital. While solvated dielectrons in ammonia bulk solutions and
clusters are metastable on an hour timescale these transient dielectrons in the vicinity of
the ammonia valence shell vacancy decay on a presumably ultrafast timescale via a special
form of electron transfer mediated decay (ETMD) [48, 49, 50, 51].

7.2 Experimental Methods
The experimental setup used here is a permanent endstation comprising the molecular beam
chamber Saphirs and the double imaging photoelectron-photoion-coinciedence-spectrometer
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Delicious III [47, 46] on the VUV beamline DESIRS [96] of the synchrotron SOLEIL in
St. Aubin, France and has been described elsewhere. To produce ammonia clusters, neat
ammonia was expanded at 2.5− 3.5 bar stagnation pressure through a pinhole nozzle with
a diameter of 25 µm. The first wall and skimmer between the Saphirs molecular beam
chamber and the differential pumping chamber was removed in order to accommodate the
sodium-oven used to dope the ammonia clusters. The resistively heated sodium-oven was
mounted in between the pinhole nozzle and the skimmer separating the molecular beam
chamber from the spectrometer chamber. The doped clusters entered the spectrometer
through a skimmer of 1 mm diameter and were ionized by monochromatized synchrotron
radiation propagating perpendicular to the molecular beam direction and spectrometer
axis. Higher harmonics of the synchrotron radiation were efficiently removed by the gas
filter upstream from the monochromator operated with xenon. For measurements at 5.5 eV,
we additionally used a MgF2 window to remove the second harmonic, which for this photon
energy lies below the ionization potential of xenon. After photoionization, photoelectron
and photoions were detected in coincidence on the dedicated imaging detectors of the
Delicious III spectrometer. After subtraction of the false coincidence background and
photoelectron signals were filtered according to the ion mass to obtain mass-selected
photoelectron velocity map images. Additional background suppression was achieved by
selecting only the central part of the molecular beam using in the photoion image. Mass-
selected photoelectron images were subsequently smoothed using Gaussian convolution
filters before reconstruction of the photoelectron kinetic energy and angular distributions
using the pBasex algorithm [99].

7.3 Computational Methods
The geometric and electronic structure of sodium complexes with up to six ammonia
molecules are investigated with Møller-Plesset second order perturbation theory (MP2)
and coupled-clusters with single, double and perturbatively connected triple excitations
(CCSD(T)). The correlation consistent basis sets aug-cc-pVDZ and aug-cc-pVTZ are
employed for this study. The general notation [Na, nNH3] (n = 1− 6) is used to denote
these complexes. When all n ammonia molecules coordinate to sodium the Na(NH3)n
notation is used, while when m of them are in the second solvation shell we use the notation
Na(NH3)n–m(NH3)m. MP2 geometry optimizations and harmonic frequencies for ground
states were calculated with Gaussian16 [174], while MP2 and CCSD(T) calculations for
the excited states were done with MOLPRO 2021 [175]. The presented quantum chemical
calculations were performed by Prof. Evangelos Miliordos.
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7.4 Results & Discussion
The experimental setup used for double imaging photoelectron-photoion-coincidence-
spectroscopy at the VUV beamline DESIRS of Soleil Synchrotron has been described
previously [47, 46] and details about experimental and computational parameters and
procedures are given in the corresponding method sections. Fig. 7.4.1a shows photoelectron
spectra (PES) for selected cluster species obtained at different photon energies (for the
full data sets see section 7.5). The electron binding energy (eBE) scale is calculated by
the difference of the photon energy and the detected kinetic energy of the photoelectrons,
eBE = hν − Ekin. Examples for typical velocity map images prior to Abel inversion [99]
are shown in Fig. 7.4.1b. The photoelectron spectra and images in Fig. 7.4.1 reveal a
characteristic trend with increasing photon energy independent of cluster size. At low
photon energies (5.5 eV), the spectra are dominated by a single low-binding energy feature,
while they are dominated by a single high-binding energy band at high photon energy
(9.9 eV). For intermediate photon energies (6.2− 8.0 eV), the spectra show a very broad
binding energy distribution with a maximum close to zero kinetic energy in addition to
the sharp low-binding energy feature.
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Fig. 7.4.1: (a) Selection of photoelectron spectra: Na(NH3)n (n = 2, 4, 6, 10) at
various photon energies hν (coloured lines). Data for the photoionization
of pure ammonia clusters (NH3)n (n = 2, 4, 6, 10) are shown as black
lines. (b) Unreconstructed velocity map images for Na(NH3)6, highlighting
the increase of isotropic low energy electrons over the anisotropic fast
photoelectrons with increasing photon energy. (c) Mass spectrum recorded
at 9.9 eV showing protonated ammonia cluster ions arising from direct
ionization of pure ammonia clusters, and non-protonated cluster ions
containing a sodium atom. The inset shows a mass spectrum recorded at
6.2 eV.

The single sharp feature at low binding energy observed in the PES for photon energies
below 9.9 eV corresponds to the direct photoionization of the weakly bound solvated
electron [54, 2, 23, 161] (and references therein). The process is schematically depicted
in Fig. 7.4.2a and can be seen as a non-resonant transition from the electronic ground
state 2X of the neutral cluster and the electronic ground state 1x+ of the cationic cluster.
The involved electron solvation orbital φsolv is depicted in Fig. 7.4.2d for Na(NH3)4. The
binding energy of the solvated electrons in these clusters depends on their cluster size
and shifts from 4.4 eV for NaNH3 to about 2.5 eV for Na(NH3)n≥10, which is in agreement
with our ab initio calculations and previous studies [1, 2, 24]. For a comparison to the
computational results and previous measurements see the supplementary information in
section 7.5. The removal of the solvated electron in these systems is considered very
soft, such that only minor nuclear rearrangement follows, and no chemical reactions are
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triggered [23]. At 9.9 eV photon energy the appearance of the spectra changes drastically
and shows only electrons bound by more than 8 eV. These electron signals correspond to
the direct ionization from cluster orbitals derived from the highest occupied molecular
orbital (HOMO) of the ammonia molecule. The cluster cations formed by these non-
resonant ionizing transitions are in the first electronically excited state 1a+. In the isolated
ammonia molecules this HOMO corresponds to a nitrogen lone pair orbital. In clusters of
n ammonia molecules (with or without alkali atoms) these individual molecular orbitals
interact and form n cluster orbitals φL. This means, albeit we depict the 1a+ as a single
discrete state, the spectral band consists of n very similar states. The energetically highest
of the four orbitals φL for a cluster Na(NH3)4 is depicted in Fig. 7.4.2e. This photoelectron
band shows a strong similarity to the signals arising from direct ionization of pure ammonia
clusters, shown in black in Fig. 7.4.1a, which further corroborates the assignment. Also,
the similarity highlights that the presence of the sodium counter ion and the solvated
electron do not strongly affect the electronic structure of the ammonia solvent molecules.
This is especially true for clusters containing more than four ammonia molecules. For fewer
ammonia molecules the effect of the sodium counter ion on the hydrogen bond network is
strongest and consequently the mixing of molecular orbitals and the electronic structure is
affected. At this photon energy no signals corresponding to the direct ionization of the
solvated electrons can be detected, which we explain by the dominating cross sections for
ionization from the ammonia lone pair orbital. Despite the similarity in the appearance of
the PES of pure ammonia clusters and sodium-doped ammonia clusters at 9.9 eV photon
energy, there is a substantial difference in the fate of the corresponding photoions. In pure
ammonia clusters photoionization produces a radical photoion NH3

•+ solvated within the
hydrogen-bonded cluster. This radical ion subsequently receives a hydrogen transfer from
a neighbouring ammonia molecule, creating an ammonium cation NH4

+ and a neutral
NH2

• radical. The latter is lost from the cluster, giving rise to (NH3)nH+ peaks in the
mass spectrum in Fig. 7.4.1c [176, 177, 178]. Note that the formation of non-protonated
ammonia cluster cations can be observed as a minor channel in Fig. 7.4.2c. The same
hydrogen transfer pathway followed by the loss of a neutral radical is well known from other
hydrogen-bonded clusters including water [176, 179, 180, 181, 182, 183, 184]. Ammonia
clusters containing a single sodium atom on the contrary do not show protonated cluster
ions in the mass spectrum (see Fig. 7.4.1c), although the photoionization process removes
an electron from the same ammonia lone pair orbital. For the smallest sodium-doped
ammonia clusters containing less than four ammonia molecules one can explain this
difference by the absence of a real hydrogen-bond network, since up to four ammonia
molecules can coordinate to the sodium counterion. For larger clusters, with up to ten
ammonia molecules one would, however, certainly expect the hydrogen transfer reaction
to occur. The absence of protonated cluster ions containing sodium atoms from the mass
spectrum suggests the dominance of an alternative relaxation channel. This is surprising
given the ultrafast timescales on which these hydrogen transfer reactions typically occur.
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The simple possibility to quench the hydrogen transfer reaction is the repopulation of
the lone pair orbital from which the photoionization process removed an electron. Such a
relaxation channel, schematically shown in Fig. 7.4.2c, can be realized by the relaxation of
the solvated electron into the ammonia lone pair vacancy, thus relaxing the cluster to the
cationic ground state 1x+ and quenching the driving force of the hydrogen transfer reaction.
It remains unclear from our experiments, if this relaxation occurs via a radiation less
internal conversion process or radiative via the emission of a photon. In order to dominate
the competing hydrogen transfer reaction, the relaxation of the solvated electron into the
ammonia lone pair vacancy should occur at least on a similar timescale, which suggests a
radiation less internal conversion process. Similar relaxation processes have been observed
for excited solvated electron states in these systems [161]. Another mechanism, by which
the presence of a solvated electron quenches the hydrogen transfer reaction, without filling
the valence shell vacancy driving the reaction seems unlikely. Note that this observed
relaxation process, comprising the relaxation of a solvated electron into a lower lying singly
occupied orbital is closely related to the first step of the Birch reduction, in which an
initially solvated electron attaches to an unoccupied molecular orbital. The time-resolved
study of sodium-doped clusters seems therefore to offer a straight-forward way to study
the fundamental dynamics of such reactions of high relevance for chemical synthesis.
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Fig. 7.4.2: Schematic energy level diagrams including electron configurations of
sodium-doped ammonia clusters. Arrows in panels (a)-(c) show the
different observed ionization mechanisms and the involved orbitals, i.e.
the electron solvation orbital φsolv and one of the ammonia lone pair
orbitals φL are depicted in panels (d) and (e), respectively. The violet
arrows indicate excitation with a photon energy hν, the red arrows
indicate the emission of an electron with kinetic energy Ekin and the green
arrows indicate electron transfer reactions between the orbitals. (a) Direct
ionization to the cationic ground state, corresponding to the removal of
the solvated electron from φsolv. (b) Excitation of the neutral 2A state,
followed by autoionization to the ionic ground state via ETMD.

In the intermediate photon energy range (6.2 − 8.0 eV) the PES for all cluster sizes
show an additional broad feature extending from the sharp direct ionization band of the
solvated electron φsolv to the highest measured binding energy for each photon energy.
This feature with a maximum signal at zero electron kinetic energy can also be observed
in the photoelectron images displayed in Fig. 7.4.1b for Na(NH3)4. These broad low-
kinetic-energy features can only be produced by an autoionization process occurring after
a resonant excitation to a neutral excited state. This becomes clear, considering the
electronic structure of the sodium-doped ammonia clusters. The first electronic orbital
below the electron solvation orbital is the ammonia lone pair, corresponding to an electron
binding energy ∼ 8 eV. In between these two orbitals, there are no electrons that could
be removed in a direct ionization process. Autoionization is energetically accessible since
already the photon energy of 6.2 eV lies between 1.8 and 3.7 eV (depending on the cluster
size) above the ionization potential. The lowest electronically excited states of solvated
electrons in sodium-doped clusters have been studied previously experimentally [161] and
theoretically [24, 185, 186]. These excited states are also known as Rydberg excitations
of the solvated electron, converging to its ionization limit (2.5− 4.4 eV depending on the
cluster size). Above this Rydberg series and its associated ionization limit our calculations
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at the MP2 and CCSD(T) levels of theory reveal a series of states, which we denote
2A. The lowest of these states lies between 6.1 and 6.9 eV above the ground state of the
clusters depending on the cluster size. These states are characterized by a doubly occupied
electron solvation orbital φsolv (Fig. 7.4.2d), and a vacancy in one of the ammonia lone pair
HOMO orbitals φL. The excitation has therefore a charge transfer character, nominally
transferring an electron from an ammonia lone pair into the electron solvation orbital, thus
creating a spin-paired solvated dielectron. While this solvated dielectron is presumably
very similar to solvated dielectrons in alkali ammonia bulk solutions, in this case it is
destabilized by the vicinity of the low-lying ammonia lone pair vacancy, such that the
cluster can relax by autoionization. In this autoionization process, constituting a peculiar
case of ETMD, one of the electrons in the solvated electron pair relaxes into the ammonia
lone pair vacancy. The electron transfer relaxation is similar to the one described above
(Fig. 7.4.2c), while the other electron is emitted from the cluster. This ETMD process is
shown schematically in Fig. 7.4.2b. To our knowledge this is the first time that such a
non-local autoionization process is observed for solvated electrons and constitutes evidence
of the electron correlation within a solvated electron pair.
Nevertheless, there is the possibility for an alternative relaxation pathway potentially
avoiding autoionization. For vertical excitation reaching the 2A state in a saddle point,
geometry optimized structure of the 2A state reveal a cluster geometry energetically below
the cationic ground state (see Fig. 7.4.3). In this minimum energy structure of the 2A

state, a solvated electron pair conceptually forms a σ-bond between an ammonia dimer
cation (NH3)2+ and a sodium cation solvated by a few ammonia molecules Na(NH3)n–2+

(see Fig. 7.5.5). In this relaxed geometry, the autoionization process described above is no
longer possible because the cationic state lies energetically above the 2A state, as depicted
in Fig. 7.4.3. Because the performed experiment is neither sensitive to the timescales
of the autoionization process nor to any neutral reaction products, it remains unclear if
any clusters undergo complete nuclear relaxation to reach the minimum structure of the
2A state. Furthermore, it remains unclear where along the nuclear relaxation pathway
the ETMD process occurs. The shape of the ETMD electron signal could in principal be
exploited to obtain information on where along the relaxation coordinate autoionization
occurs. ETMD occurring close to the vertical geometry would create high kinetic energy
electrons, close to the sharp direct ionization feature, whereas low kinetic energy electrons
would be emitted by ETMD close to the conical intersection. This picture however neglects
the possibility of the system to undergo ETMD to vibrationally excited cationic states,
which would also lower the observed electron kinetic energies. These vibrationally hot
cations are indeed favoured by the Franck-Condon overlap between vertically excited 2A

state and the cationic ground state 1x+.
Note that the computational results in Fig. 7.4.3 show the 2A state as a single sharp
state. It is however important to keep in mind that the number of ammonia lone pair
orbitals that can participate in this type of excitation is equal to the number of ammonia
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molecules in a given cluster. This gives rise to a band of 2A state excitations with slightly
different excitation energies. The saddle points of these 2A states at the vertical geometry
ascertains furthermore a broad Franck-Condon region of low frequency vibrational modes
that transforms the n discrete excitation energies to a potentially structured broad band.
In summary this strongly relaxes the strict resonance conditions and allows efficient
excitation of the 2A band over a wide photon energy range ∼ 2.5 eV below the ionization
energy. Inducing the removal of an electron from the ammonia lone pair orbital, which is
characterised by a dominating autoionization photoelectron signal in the given photon
energy range. Similar excitations are expected to be observed in photon energy ranges
of 2.5 eV below the ionization energies corresponding to the other ammonia molecular
orbitals.

Na(NH3)1 Na(NH3)2/Na(NH3)1(NH3)1

Na(NH3)3/Na(NH3)2(NH3)1 Na(NH3)4(NH3)2

Fig. 7.4.3: Energy diagrams for selected [Na, nNH3] species with n = 1, 2, 3, 6. Black
and red lines correspond to the 2X and 2A states of the neutral species,
respectively, and blue lines pertain to 1x+. The structures correspond to
2X (left) and 2A (rightmost) of the neutral species. The vertical excitation
creates an electronically excited cluster at a saddle point on the potential
energy surface.
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Fig. 7.4.4: Potential energy profile for the path from the geometry of 2X of
Na(NH3)4(NH3)2 (∆R = 0.0Å) to structure of the 2A state, ∆R = −1.1Å
(see Fig. 7.4.3). Selected vibrational levels and wavefunctions are included.
The high vibrational density of states at the saddle point makes these
transitions highly efficient. The excited state can relax toward a geom-
etry best described as a ammonia dimer cation (NH3)2+ bound by a
solvated electron pair to a smaller sodium-doped ammonia cluster cation
Na(NH3)n–2+.

The non-local Coulombic decay processes, intermolecular (or interatomic) Coulombic decay
(ICD) [187] and ETMD [188] have been first predicted theoretically before being observed
experimentally [48, 189]. Until today, such processes have been observed in several sample
systems, which in some aspects are comparable to the analogous process in sodium-doped
ammonia clusters. Examples for these previous observations include the ETMD of alkali
dimers and earth alkaline clusters attached to liquid helium nanodroplets [49, 50, 190, 191],
and in aqueous solutions [192, 193]. Also in liquid bulk ammonia non-local Coulombic
decay processes have been observed. Note that ICD processes can also have a substantial
electron transfer contribution [194, 195]. Of these examples, the ETMD of alkali dimers
attached to superfluid liquid helium droplets most closely resembles the ETMD process
we described above. In these experiments and calculations, a helium droplet or atom
is ionized, and in a subsequent ETMD process an electron from the σ-bonding orbital
between the two covalently bound alkali atoms fills the 1s vacancy of the helium atom,
while the second electron from the σ-bond is emitted. The fundamental difference from
those previously reported ETMD processes is the delocalized nature of the solvated electron
pairs undergoing ETMD in sodium ammonia clusters. These solvated electron pairs are
not localized on one species as in the case of a covalently bound alkali dimer attached to
an electrophobic helium droplet but delocalized over the complete system (see Fig. 7.4.2d).
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This delocalization and the resulting orbital overlap between the solvated electron pair and
the ammonia lone pair orbital make the electron transfer more of an electron localization
process. This sudden localization, occurring when one of the solvated electrons relaxes
to fill the ammonia lone pair vacancy resembles an Auger-Meitner decay. Although the
ETMD process observed here requires only 6.2 eV of excitation energy. This low excitation
energy is an additional major difference to previously described nonlocal Coulombic decay
processes, which typically require significantly higher excitation energies to access inner
valence or even core shells. The orbitals that are involved in the excitation of transient
solvated dielectrons and their subsequent electron transfer mediated decay are the two
highest occupied valence orbitals, as is described above. Sodium-doped clusters therefore
promise to be a valuable model system to study ICD and ETMD processes at low excitation
energies.
Fig. 7.4.5 shows the relative yield of ETMD as a function of the number of solvent
molecules as well as for different photon energies. Only for clusters containing less
than three ammonia molecules we observe a cluster size dependence. We assume that
the observed cluster size dependence of the ETMD yield does not reflect a cluster size
dependence of the ETMD process itself but is rather caused by the excitation cross section
to the 2A state. For small clusters with a low number of ammonia lone pair orbitals
contributing to the band of 2A states and reduced vibrational state density, the cross
section becomes more dependent on the photon energy. Therefore, it is plausible that the
used discrete narrow-band photon energies do not efficiently excite the 2A state for all
small cluster sizes. For larger clusters, the band of possible 2A state excitations broadens
considerably due to the increasing amounts of ammonia lone pair orbitals and a higher
vibrational density of states. The data in Fig. 7.4.5 neither show a significant cluster size
dependence of the excitation cross section of the 2A state nor for the ETMD efficiency.
The cluster size independent ETMD signature suggests that similar excitations of solvated
dielectrons may also be possible for larger clusters and sodium ammonia bulk solutions.
Increasing numbers of solvation shells around the sodium counter ion will stabilize the
cationic states, also in the geometry of the 2A state. We assume that the existence of the
crossing between the cationic state and the solvated dielectron state affects the shape of
the kinetic energy distribution of the ETMD electrons and the time scales of the process. It
seems likely that ETMD will remain the dominant relaxation pathway of solvated electron
pairs in the vicinity of an ammonia lone pair vacancy in large clusters and liquid bulk
ammonia.
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Fig. 7.4.5: Relative branching ratios for electron solvation mediated decay as a
function of photon energy and cluster size.

Additional calculations for solvated electrons in pure anionic ammonia clusters (NH3)n –

find very similar excited 2A states. Analogous to the ETMD of the 2A states in neutral
sodium-doped clusters, the 2A states in anionic ammonia clusters can emit one electron to
produce neutral ammonia clusters in their electronic ground state. This computational
result raises the suspicion that the observed and calculated 2A state excitations of solvated
dielectrons and their subsequent electron transfer mediated decay is a general feature
of solvated electron systems. In the case of neutral ammonia clusters our calculations
indicate that a single solvated electron can be excited with photon energies comparable to
the 2A state excitation. This single solvated electron can however not undergo ETMD, but
will eventually recombine with the ammonia lone pair vacancy. Further calculations for
solvated electrons in sodium-doped and pure clusters of water and methanol confirm the
assumption that the excitation of solvated dielectrons by electron transfer excitation from
solvent molecules to an already existing solvated electron are likely to occur in all cluster
or bulk systems hosting solvated electrons. The existing singly occupied electron solvation
orbital thereby acts as an extended delocalized electron acceptor orbital, energetically
lying just below the vacuum level. Electron transfer reactions from molecular orbitals of
solute or solvent molecules to this electron solvation orbitals can be excited in a photon
energy window located below each separate ionization threshold. The width of these
windows is given by the binding energy of the solvated electron and can therefore differ for
various solvent systems. In many bulk solvents, solvated electrons are not stable over long
timescales, but can be excited as transient species and decay subsequently over various
recombination processes. The orbital vacancy, created in the electron transfer excitations,
is likely to destabilise the system which facilitates ETMD of the solvated electron pairs
as a dominant decay channel, as soon as the 2A state excitation energy is higher than
the binding energy of the solvated electron. The electron kinetic energy distributions
measured in the scope of this work for small sodium-doped clusters have a maximum
near zero kinetic energy. ETMD provides a pathway for solvated electrons with close to
zero kinetic energy to gain momentum and travel through the solvent before becoming
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solvated again or recombining. This UV light-induced-ETMD process is a simple way to
generate high yields of dielectrons and detect them even in the presence of single solvated
electrons. Processes like ICD and ETMD have been discussed as possible sources of low
kinetic energy electrons that are of importance in radiation chemistry processes. In this
perspective, the above described ETMD process offers a possibility to extend the distance
these electrons can travel in a solvent and affect the electron kinetic energy distributions.
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7.5 Supplementary Information

7.5.1 Time-of-flight mass spectra

a)

b)

c)

d)

e)

Fig. 7.5.1: Mass spectra of cluster size distributions detected at different photon
energies (a-e). Differences between the size distributions are mainly due
to different experimental conditions. The most intense peaks in the mass
spectrum at 9.9 eV (a) are pure ammonia clusters, which are not detectable
at lower photon energies. For mass spectra between 8.0 eV (b) and 5.5 eV
(e) photon energy, the most intense peaks correspond to Na(NH3)n.
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7.5.2 Electron binding energies and photoelectron spectra

Fig. 7.5.2-7.5.4 show all photoelectron spectra evaluated in the scope of this study. Black
vertical lines indicate the electron binding energies for the smallest sodium-doped ammonia
clusters determined in a previous study [2]. In the right panel of Fig. 7.5.2 we additionally
indicate calculated electron binding energies at the highest level of theory applied for
each cluster size. Multiple green vertical dashed lines for a single cluster size correspond
to energetically higher lying conformers of the clusters. The most stable conformer for
each cluster size shows the lowest electron binding energy, and the higher lying conformer
contain less ammonia molecules coordinated to the ammonia (see Fig. 7.5.5). These
measurements, calculations and previous measurements [2], show good agreement. The
recorded spectra at 5.5 eV and 6.2 eV photon energy show slightly better resolution than
the measurements at 7.5 eV and 8.0 eV photon energy due to the lower electron kinetic
energies. The energy axis is calibrated relative to the binding energy of the bare sodium
atom. The fact that the sodium peak appears at very low kinetic energies at 5.5 eV photon
energy and is almost not detectable at 6.2 eV due to the Cooper minimum of sodium at this
photon energy, makes the calibration less reliable. For 7.5 eV and 8.0 eV the combination
of a more reliable energy calibration and a slight decreased resolution leads to binding
energy peak positions equivalent to previously reported values.
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Fig. 7.5.2: Photoelectron spectra of ammonia clusters with n = 0 − 10 ammonia
molecules doped with a single sodium atom. Data recorded at photon
energies of 5.5 eV (left panel) and 6.2 eV (right panel). The black vertical
lines indicate electron binding energies determined by West et al. [2].
Green dashed vertical lines indicate calculated electron binding energies
from this work.
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Fig. 7.5.3: Photoelectron spectra of ammonia clusters with n = 0− 10 (left panel)
and n = 11 − 20 (right panel) ammonia molecules doped with a single
(red) sodium atom. Data recorded at 7.5 eV photon energy. The black
vertical lines indicate electron binding energies determined by West et al.
[2].
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Fig. 7.5.4: Photoelectron spectra of ammonia clusters with n = 0− 10 (left panel)
and n = 11 − 20 (right panel) ammonia molecules doped with a single
(red) sodium atom. Data recorded at 8.0 eV photon energy. The black
vertical lines indicate electron binding energies determined by West et al.
[2].
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Fig. 7.5.5: All sodium-doped ammonia cluster conformers for which electron binding
energies were calculated.
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Magic numbers for the
photoelectron anisotropy in Li-doped
dimethyl ether clusters
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Abstract: Photoelectron velocity map imaging of Li(CH3OCH3)n clusters (1 ≤ n ≤ 175)
is used to search for magic numbers related to the photoelectron anisotropy. Comparison
with density functional calculations reveals magic numbers at n = 4, 5, and 6, resulting
from the symmetric charge distribution with high s-character of the highest occupied
molecular orbital. Since each of these three cluster sizes correspond to the completion of a
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first coordination shell, they can be considered as “isomeric motifs of the first coordination
shell”. Differences in the photoelectron anisotropy, the vertical ionization energies and the
enthalpies of vaporization between Li(CH3OCH3)n and Na(CH3OCH3)n can be rationalized
in terms of differences in their solvation shells, atomic ionization energies, polarizabilities,
metal-oxygen bonds, ligand-ligand interactions and by cooperative effects.

8.1 Introduction
Magic numbers play a central role in cluster science (see, e.g., references [196, 197, 198,
199, 200, 201, 202, 23, 5, 1, 24, 203]). Usually, these magic numbers are related to
the high stability of clusters of certain sizes. By contrast, reports on magic numbers
related to photoelectron anisotropy are comparatively sparse [1, 24, 52, 53]. This is because
measurements of photoelectron angular distributions (PADs) of clusters are not so common
and the modeling of cluster PADs is demanding [200, 1, 24, 52, 53, 204, 205, 34, 206, 207,
208, 26, 31, 30, 2, 41, 42, 43, 33, 44]. Typically, a prerequisite for the observation of magic
numbers in the photoelectron anisotropy is a high cluster symmetry that results in orbitals
with high fractional s-character [1, 52, 53, 2].
In our recent studies [1, 2], we reported the first observation of magic numbers in the
photoelectron anisotropy of solvated electrons in Na-doped clusters of dimethyl ether,
ammonia, methanol, and water. The studies have revealed that in clusters of high
symmetry the solvated electron can delocalize over extended regions, forming symmetric
charge distributions of high s-character. However, they have also shown that the direct
experimental observation of magic clusters can be hindered by several factors. An important
factor is the lack of size selection for the neutral clusters under investigation. This results
in PADs that are averages of several cluster sizes, making the detection of magic numbers
more difficult. Furthermore, many structural isomers with similar energies can occur
in these weakly bound systems, again making the observation of magic numbers less
likely compared with systems that exhibit fewer structural isomers. Our calculations
showed that in particular the strong hydrogen bonds in the Na-doped methanol and water
clusters result in a large number of isomers. In addition, these systems tend to prefer
nonsymmetric structures with the Na core and the electron pushed to one side of the
cluster to minimize the perturbation of the hydrogen bond network. Given these facts, it
is thus not so surprising that the clearest experimental result for a magic number cluster
was found for Na-doped dimethyl ether clusters, namely, for the hexamer Na(CH3OCH3)6,
which has near Oh symmetry with an octahedral coordination of Na by the CH3OCH3

molecules. The lack of strong hydrogen bonding in these clusters strongly reduced the
number of isomers, and in addition the hexamer was also found to be a particularly stable
structure; i.e., it is also a magic number cluster with respect to stability. High level
quantum chemical calculations for Na(CH3OCH3)n and Na(NH3)n clusters by Gunina and
Krylov [24] are in agreement with our previous experimental results [1, 2] and provide



8.2 Experiment 151

a detailed understanding of the underlying phenomena regarding the character of the
electronic structure and the influence of structural fluctuations on the electronic properties.
The present study focuses on magic numbers in the photoelectron anisotropy of Li-doped
dimethyl ether clusters (Li(CH3OCH3)n). Many aspects of Li-doped molecular clusters
have been investigated in detail (see references [5, 209, 210, 211, 212, 213, 214, 215] and
references therein) but to the best of our knowledge no angle-resolved photoelectron spectra
have been reported so far. Li is smaller and less polarizable than Na, which, for example,
lets one expect that the almost perfect Oh symmetry with octahedral coordination of
the Na core in Na(CH3OCH3)6 might be distorted in the Li-doped hexamer so that the
magic number cluster might shift to another cluster size than the hexamer. The goal
of the present work is to unravel how the substitution of the alkali metal in dimethyl
ether clusters influences the energetics, structure, and magic numbers by a combination of
experimental data and density functional theory (DFT) calculations.

8.2 Experiment
The experimental setup, the measurement procedures, and the data analysis are essentially
identical to those used in our previous investigations of Na(CH3OCH3)n clusters [1, 2].
For convenience, we repeat here the main aspects as provided in the experimental part of
West et al. [1] The experimental setup has been previously described in detail [26, 31, 30,
2, 25, 40, 97].
All measurements were performed in a velocity map imaging (VMI) [216, 82] photoelectron
spectrometer, which can also function as a time-of-flight mass spectrometer. (CH3OCH3)n
solvent clusters were generated by pulsed supersonic expansion of a He/CH3OCH3 gas
mixture into vacuum. The solvent cluster size was varied from one molecule up to a
maximum of approximately 175 molecules per cluster by varying the expansion conditions
(backing pressure, gas composition, pressure, nozzle temperature) and oven temperature.
The solvent clusters were doped with a single Li atom in a Li-oven, which was heated
to a temperature of 650 K. The resulting Li(CH3OCH3)n clusters were ionized with a
266 nm pulse from an Nd:YAG laser (photon energy of 4.66 eV), which exclusively ionized
the unpaired (solvated) electron. The cluster size distributions were determined by mass
spectrometry, which through the cluster mass provides information on the number of
solvent molecules n per cluster [26, 2, 25]. For small clusters (n ≤ 4) we use the actual
number of molecules n to assign a cluster size, while the cluster size distributions for large
clusters are characterized by the average cluster size 〈n〉 (and sometimes in addition by
the maximum cluster size nmax). As exemplified by the relatively high intensity of the
Na(CH3OCH3)6 mass peak in Fig. 2f of West et al. [1], relative intensities of clusters of
different sizes in mass spectra can provide information on cluster stability (magic numbers
related to cluster stability).
Information on cluster-size-dependent photoelectron angular distributions (PAD) and
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photoelectron kinetic energies are retrieved from the photoelectron velocity map images
after reconstruction with MEVIR [100] (note that reconstruction with pBASEX [99]
provides very similar results). Experimental electron binding energy (eBE) spectra are
determined from the difference between the photon energy (4.66 eV) and the recorded
photoelectron kinetic energy spectrum. The experimental ionization energies IEmax for
different cluster sizes are determined at the maxima of the photoelectron bands using
Gaussian/Lorentzian fits. It is generally assumed that the IEmax lie close to the values for
the calculated vertical ionization energies IEvert (section 8.4). We characterize the PAD by
the anisotropy parameter β [32],

dσ
dω = σtot

4π

[
1 + β

2
(
3 cos2 θ − 1

)]
(8.2.1)

dσ/ dω and σtot are the differential and the total photoionization cross section, respectively,
and θ is the angle between the photoelectron velocity vector and the polarization axis of
the incident light. The indicated experimental cluster size-dependent β-parameters are
determined from an average over 11 pixels, including 5 pixels on each side of the peak
maximum in the eBE spectra. As in our previous study [1], we estimate the relative
uncertainty of IEmax and β as a function of cluster size to be on the order of 5% in both
cases. The absolute uncertainties in IEmax and β are on the order of ±0.1 eV and ±0.1,
respectively.

8.3 DFT Calculations
The experimental results are compared with various quantities (β-parameters, vertical
ionization energies IEvert, enthalpies of vaporization Hvap, and dipole moments) obtained
from calculations with the Gaussian program package [162] using the dispersion corrected
ωB97XD density functional with a 6-31+G* basis set. The calculations are analogous to
those for Na(CH3OCH3)n clusters [1, 2], the most important aspects of which we repeat
here for convenience. Hvap is calculated for the neutral clusters as the total dissociation
energy divided by the number of solvent monomer units. It is used here to compare cluster
stabilities for different cluster sizes. The calculated total dipole moment of the different
neutral clusters is used as a simple but very sensitive measure of the displacement of the
charge distribution. IEvert are compared with the experimental IEmax. IEvert are obtained
by subtracting the energy of the neutral cluster from the energy of the ionic cluster with
the same geometry. The calculated β-parameters are determined as previously explained in
detail [1] and in the Supporting Information of West et al. [2]. Briefly, the highest occupied
molecular orbital (HOMO) is expanded in terms of atomic natural orbitals (ANOs) [217].
In order to account for the polarization of the HOMO upon solvation, we use an expanded
valence shell including 2p functions on Li for the ANO analysis (NBO program version
3.1). The normalized angular momentum (l) character c2

l of the HOMO is calculated as
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the sum over ANO contributions of the same l. The β-parameters are then obtained from
[34]

β =
∑

l

c2
l βl (8.3.1)

with βl determined from the Cooper-Zare formula [32],

βl = l(l − 1)(1−R)2 + (l + 1)(l + 2)R2 − 6l(l + 1)(1−R)R
(2l + 1)[l(1−R)2 + (l + 1)R2] (8.3.2)

R is the relative radial dipole matrix element of the (l + 1) partial wave. We neglect the
phase shift between outgoing partial waves. Furthermore, we provide here the results for
R = 0.5 and for radial matrix elements that vanish at all centers except at the Li atom.
We have previously shown for Na-doped clusters that the size dependence of β (not the
actual values) is almost independent of the choice of the parameters (i.e., other limiting
cases for R and for radial matrix elements for all atomic centers) [2]. In Li-doped and
Na-doped clusters, the unpaired electron largely retains the character of the Li and Na
valence electron, respectively. The above-mentioned robustness with respect to the model
parameters derives from precisely this special property of the unpaired electron in the
clusters, and enables us to derive meaningful results from the simple approach in equation
8.3.1 and 8.3.2. Note that trends in the size dependence of calculated and experimental
β-parameters can be compared, even though their actual values cannot.

8.4 Results for Li(CH3OCH3)n clusters
As an example, Fig. 8.4.1 shows a photoelectron image for small Li(CH3OCH3)n clusters
with n ≤ 4 together with the corresponding energy dependent β-trace (full black line) and
the photoelectron spectrum (dotted red line) as a function of the eBE. For these small
clusters, the different rings in the image, the different bands in the energy dependent
β-trace, and the resolved bands in the photoelectron spectrum can be assigned to specific
cluster sizes.
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Fig. 8.4.1: Inset: reconstructed photoelectron images of Li(CH3OCH3)n clusters with
n = 1− 4 solvent molecules. Full black line: β-trace as a function of the
electron binding energy (eBE). Dotted red line: Photoelectron spectrum
as a function of eBE.

The image and the β-trace show that the PAD remains clearly anisotropic (large values of
the β-parameters at the band maxima), while the photoelectron spectrum reveals a very
strong decrease in IEmax by around 2 eV with increasing cluster size from n = 1 to n = 4.
For Li-doped clusters, truly size-resolved data could only be obtained up to n = 4. As
shown in Fig. 8.4.2a, the photoelectron bands of larger clusters lie too close in energy to
resolve specific cluster sizes. We thus assign an average cluster size 〈n〉 to these merged
bands (see bands for 〈n〉 = 20 and 〈n〉 = 63 in Fig. 8.4.2a). Parts b and c of Fig. 8.4.2
show representative mass spectra for the cases n = 1− 4 and 〈n〉 = 63, respectively. The
decrease in IEmax with increasing cluster size is systematic but rather moderate beyond
n = 4 (see Fig. 8.4.3g and 8.5.1b and Tab. 8.7.1 in the supplementary information 8.7).
The evolution of the β-parameter with increasing cluster size is more complicated. Its
value strongly decreases from β = 1.4 to β = 0.8 between n = 1 and n = 3, to peak again
at n = 4 with a value of β = 1.3. Beyond n = 4 we lose cluster size resolved information.
However, the fact that β stays fairly high up to 〈n〉 = 20 (see Fig. 8.4.3e and 8.5.1c
and Tab. 8.7.1 in the supplementary information 8.7) implies that several clusters with
sizes larger than n = 4 must also have fairly high β-parameters. At first sight, this result
appears rather surprising.
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Fig. 8.4.2: (a) Photoelectron spectra of Li(CH3OCH3)n clusters as a function of eBE.
Dashed black line: n = 1 − 4. Dotted green line: 〈n〉 = 20. Full red
line: 〈n〉 = 63. (b) Mass spectrum for n = 1− 4. (c) Mass spectrum for
〈n〉 = 63.

To better understand this behavior, we have performed DFT calculations to obtain
structures and β-parameters for clusters with up to 20 molecules (see Fig. 8.4.3 and
Tab. 8.7.2 in the supplementary information 8.7). The calculated β-parameter of 2 in
Fig. 8.4.3a and the isosurface of the HOMO in Fig. 8.5.2a clearly reveal the tetramer
Li(CH3OCH3)4 as a magic cluster with respect to the photoelectron anisotropy consistent
with the experiment (Fig. 8.4.3e). This cluster has a highly symmetric structure with a
tetrahedral coordination of the Li core by the ligands and a symmetric HOMO that is
delocalized over an almost spherical shell around the cluster (Fig. 8.5.2a). As a result,
this HOMO has a very high s-character (100% in the calculation), which explains the
high β value. The high symmetry is also reflected in the very low dipole moment (Fig.
8.4.3d). However, Hvap in Fig. 8.4.3b shows that Li(CH3OCH3)4 is not particularly stable
compared with the neighboring clusters of different sizes; i.e., it is not a magic cluster with
respect to the stability. This is consistent with the experimental mass spectra, in which
the mass signal does not peak at n = 4 (see example in Fig. 8.4.2c and 8.4.3f). In the
case of sodium clusters we had observed a rather different behavior, with the Na-hexamer
Na(CH3OCH3)6 as a magic cluster with respect to both stability and anisotropy (see Fig.
2b, f in West et al. [1]). This difference between Li and Na can be rationalized by the
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balance between the electronic stabilization afforded by the metal-oxygen “bonds” on
one hand and the steric destabilization due to crowding of ligands on the other hand. In
small Na-clusters the former dominates, while the latter gains importance in Li-clusters
as a result of the much smaller atomic radius and hence shorter metal-oxygen bond (see
further below and section 8.5). Li(CH3OCH3)4 shows a highly symmetric coordination
with an almost perfect LiO4 tetrahedron. The Td symmetry is necessarily broken by the
C2 symmetry of the ligands resulting in a number of symmetry equivalent minima. At the
ωB97XD/6-31+G* level the rotation angles around the C3-axes of the LiO4 tetrahedron
are virtually all equal, resulting in a highly symmetric HOMO. As a result, the dipole
moment almost vanishes and β reaches its maximum value of 2. At higher levels of
electronic theory the symmetry of the equilibrium structure might be further broken,
resulting in the localization of the unpaired electron at one side of the (approximate)
tetrahedron, a correspondingly large dipole moment, and a reduction of the calculated
β. Nevertheless, one would still expect to observe tetrahedral symmetry of the HOMO
in the experiment. This is a consequence of the inverse Born-Oppenheimer (or sudden)
character of the unpaired electron’s wave function: very small nuclear displacements lead
to a large change in the electronic wave function. Effectively, the unpaired electron will
“see” a vibrationally averaged structure of the cluster. As long as the barrier between
symmetry-equivalent minima remains small (as expected for small rotation angles around
the C3-axes of the LiO4 tetrahedron), the vibrationally averaged structure will remain
tetrahedral.
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Fig. 8.4.3: Properties of Li(CH3OCH3)n clusters as a function of the number of sol-
vent molecules n: (a) calculated β-parameters, (b) calculated enthalpies
of vaporization Hvap, (c) calculated vertical ionization energies IEvert, (d)
calculated dipole moments, (e) experimental β-parameters, (f) representa-
tive mass spectrum for 〈n〉 = 20, and (g) experimental ionization energies
determined at the maximum of the photoelectron bands IEmax. For the
calculations, the open circles connected by lines are the values for the
energetically lowest isomers. For other isomers see Tab. 8.7.2 in the
supplementary information.

The next two larger cluster sizes, Li(CH3OCH3)5 and Li(CH3OCH3)6, have similarly high
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β-parameters as the tetramer (Fig. 8.4.3a). This is rather surprising and different from
the Na case in West et al. [1]. However, it supports our hypothesis that several clusters
with sizes larger than n = 4 and high β-parameters are the reason for the experimentally
observed trend of high β-values even up to 〈n〉 = 20 (Fig. 8.4.3e) because the contribution
of the highly symmetric smaller cluster is high in the corresponding size distributions.
The most stable pentamer has a trigonal-bipyramidal structure (Fig. 8.5.2b) and the
most stable hexamer has an octahedral structure (Fig. 8.5.2c). To make space for the
additional ligands in the expanded solvation shell, the Li–O distance increases. This
weakening of the Li–O “bond” reduces Hvap. In the case of the pentamer, an axial
distortion of the trigonal-bipyramidal structure counteracts this effect by reducing the
unfavorable steric interaction between the ligands, so that overall Hvap even slightly
increases compared with that for the tetramer (but still lies below that of the trimer). The
crowding of ligands leads to an additional symmetry breaking in terms of the rotational
angles of the three equatorial ligands around the Li–O “bonds”. The ensuing localization
of the unpaired electron on one side of the pyramid is reflected in the sizable dipole
moment. The dominant s-character of the HOMO (95%) is much less affected by this
localization with a correspondingly small reduction of the β value. In the hexamer cluster
the further lengthening of the Li–O distance is the dominant effect, such that Hvap

decreases significantly. The octahedral structure remains intact with a highly symmetric
HOMO (100% s-character) and correspondingly vanishing dipole moment and maximal β
value. All these clusters correspond to the completion of a first coordination shell, so that
they can be considered as “isomeric motifs of the first coordination shell”. This explains
their similar values for β and IEvert and their relatively high stability (high values of Hvap).
Tab. 8.7.2 in the supplementary information 8.7 also lists data for a few isomers for n = 5
and 6. Isomer a of the pentamer has a tetrahedral first ligand shell with one additional
molecule added in the second shell. Its β value of 1.49 is significantly lower than that for
the most stable isomer because of the lower symmetry. Similarly, isomers of the hexamer
with a symmetric first ligand shell and additional molecules placed in the second shell also
have low β values (isomer b with a first tetrahedral shell β = 1.34 and isomer a with a
first bipyramidal ligand shell β = 1.44; see Tab. 8.7.2).
The PADs of even larger clusters are still anisotropic but with β values clearly below those
of n = 4, 5, and 6 (Fig. 8.5.1a). These clusters are less symmetric than the smaller ones
with correspondingly lower β values and larger dipoles. The less symmetric structures,
typically with the Li and its electron pushed to one side of the cluster (see Fig. 8.7.1
in the supplementary information 8.7 for n = 20), allow the perturbation of the solvent
molecules to be minimized, while keeping the unpaired electron close to the Li core and
maximizing the strong favorable Li–O interactions in the first solvation shell. Tab. 8.7.2
in the supplementary information 8.7 lists the properties of some higher lying isomers.
Among them are also highly symmetric isomers with high β values, such as isomer b
for n = 10. For Li clusters, Hvap decreases almost continuously with increasing cluster



8.5 Comparison of Li(CH3OCH3)n and Na(CH3OCH3)n clusters 159

size (Fig. 8.4.3b). For very large clusters it has to converge to the calculated bulk value
of pure (without Li) dimethyl ether of about 0.23 eV (experimental bulk value around
0.29 eV) [218]. For small clusters with one ligand shell (up to n ∼ 6), Hvap is comparatively
high because the strong Li–O bond dominates, partially counterbalanced by the steric
interaction in the increasingly crowded ligand shell. With more ligands (n & 7), the
contribution of the Li–O bonds to Hvap is increasingly “diluted” by the much weaker
ligand-ligand interaction in the outer shells and gradually converges to the bulk value. For
IEvert, pronounced changes are only observed until the completion of the first solvation
shell at n = 4. The extension of the first shell in n = 5 and 6 retains a balance between the
increase in the number of strong Li–O interactions and their weakening as a consequence
of ligand crowding (bond lengthening). The further slow decrease of IEvert beyond n = 6
can be attributed to increasing polarization effects (as the cluster’s polarizability increases
with its size).

8.5 Comparison of Li(CH3OCH3)n
and Na(CH3OCH3)n clusters

Fig. 8.5.1 provides a comparison of Li(CH3OCH3)n and Na(CH3OCH3)n cluster data.
The behavior of Hvap for the Na-clusters differs pronouncedly from that of the Li-clusters
(Fig. 8.5.1a). Small Na-clusters have a lower Hvap that increases with cluster size, while
small Li-clusters have a higher Hvap that decreases with cluster size. The maxima for
Hvap are reached at the hexamer of Na and at the monomer for Li. The generally lower
Hvap for small Na-clusters can likely be attributed to the weaker Na–O bond compared
with the Li–O bond. As mentioned in section 8.4, the decrease of Hvap is consistent with
a weakening (i.e., lengthening) of the Li–O bond because of the increased crowding of
ligands in the first solvation shell. Given the much larger atomic radius of sodium, ligand
crowding plays a less important (if any) role in small Na(CH3OCH3)n clusters. This would
lead to the expectation of a roughly constant Hvap until the first solvation shell is complete
at n = 6. The increase of Hvap observed instead points toward significant cooperative
effects, possibly resulting in part from (weak) hydrogen bonding interactions between
the ligands. For larger clusters (n > 6), Hvap decreases again, but more slowly than for
Li-clusters. This is in part a trivial consequence of the smaller difference between the
Na–O bond strength and the ligand-ligand interaction (the “dilution” per ligand added is
less in Na- than in Li-clusters). Another contributing factor is the larger polarizability of
the 3s unpaired electron of Na as compared with the polarizability of the 2s electron of Li.
The former more easily deforms to adapt to its position on the cluster surface.
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Fig. 8.5.1: Comparison of Li(CH3OCH3)n (open circles) and Na(CH3OCH3)n (open
triangles) cluster data. (a) Calculated enthalpies of vaporization Hvap. (b)
Experimental ionization energies IEmax. (c) Experimental β-parameters.

In contrast to the trends in Hvap, the trends in IEmax are qualitatively identical for Na-
and Li-clusters (Fig. 8.5.1b). Strong decreases are only observed before the closure of the
first solvation shells (at n = 4 for Li and n = 6 for Na), while for larger clusters the values
of IEmax drop only very slowly as a result of the increasing overall polarizability of the
cluster. For larger Li-clusters, the absolute values of IEmax observed experimentally lie
systematically above those of the Na-clusters by about 0.3 eV. This difference approximately
equals the difference between the ionization energies for atomic Na and Li (5.14 eV [219]
and 5.39 eV [220] respectively). The unpaired (surface-solvated) electron in the cluster
apparently still feels the core it belonged to. This is consistent with the results of our DFT
calculations. As mentioned above, the most stable larger clusters tend to have the metal
core and the electron located at one side of the cluster close to the surface. The electron
is thus still close to the respective metal core, which might explain the conservation of the
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shift between cluster and atomic metal.

Li(CH3OCH3)n
n = 4a)

n = 5b)

n = 6c)

Fig. 8.5.2: Isosurfaces of the HOMO of the most stable isomers of (a) the
Li(CH3OCH3)4 cluster, (b) the Li(CH3OCH3)5 cluster, and (c) the
Li(CH3OCH3)6 cluster. The calculated s-character of these HOMO are
100%, 95%, and 100%, respectively.

Finally, Fig. 8.5.1c compares the β-parameters for the two cases. The occurrence of magic
clusters related to the anisotropy at n = 6 for Na-clusters and at n = 4, 5, and 6 for
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Li-clusters was already discussed in West et al. [1] and in section 8.4. Here, we additionally
point out the general downshift of β of Na-clusters compared with results for Li-clusters
observed experimentally for essentially all cluster sizes. This phenomenon is reproduced at
least qualitatively by the DFT calculations. A lowering of β results from the polarization
of the HOMO upon solvation, which gives rise to higher angular momentum components l
(essentially l = 1) of the HOMO. A more polarizable atomic orbital is more easily distorted
(polarized), i.e., more easily acquires higher l components upon solvation of the atom. The
lower β values of the Na clusters can thus be explained by the higher polarizability of the
3s electron compared with that of the 2s electron of Li.

8.6 Summary
This paper compares properties of neutral Li(CH3OCH3)n and Na(CH3OCH3)n clusters
with a focus on magic numbers related to the photoelectron anisotropies from the highest
occupied molecular orbital, i.e., the solvated electron that can delocalize over extended
cluster regions. In Li-doped clusters, magic numbers are observed at n = 4, 5, and 6 as
a result of the completion of the first solvation shell. Such “isomeric motifs of the first
coordination shell” were not observed for Na-doped clusters, which showed a distinct magic
cluster at n = 6 [1]. The difference between the two alkali metals seems to arise from a
balance between the electronic stabilization by the metal-oxygen bonds and the steric
destabilization due to crowding of ligands. The general lowering of the β-parameters to
around 0.25 for Na-clusters compared with those for Li-clusters for clusters with up to
〈n〉 ≈ 70 can be explained by the higher polarizability of the 3s compared with that of the
2s electron. Similarly, a general lowering of the ionization energy by approximately 0.3 eV
of Na-clusters compared with results for Li-clusters is observed in the same cluster size
range. It roughly matches the difference of the ionization energies of the two bare metals,
which seems to be conserved in the molecular clusters. Both alkali metal clusters show a
very pronounced decrease of the ionization energy by about 2 eV for small clusters before
the closure of the first solvation shell. DFT calculations reveal a distinct difference between
the behavior of the enthalpies of vaporization for the two metal clusters as a function
of the cluster size, which can be rationalized by differences in the metal-oxygen bonds
and the ligand-ligand interactions, in the polarizabilities of the 3s and 2s electrons, in the
crowding of ligands, and by cooperative effects. Such cluster studies might also contribute
to a better understanding of the properties of the solvated electron in the condensed phase
[5, 8, 221, 222, 54, 223, 224, 225, 226, 227, 228, 229, 230].
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8.7 Supplementary information

Tab. 8.7.1: Experimental Results of the reconstructed images using MEVIR. n, 〈n〉
and nmax are the number of solvent molecules per cluster, the average
number of solvent molecules per cluster and the maximum number of
solvent molecules per cluster, respectively. IEmax is the determined peak
position for the individual cluster sizes in the photoelectron spectra and
β the anisotropy parameter.

n 〈n〉 nmax IEmax(eV) β

0 5.39 -
1 4.30 1.39
2 3.54 1.00
3 2.95 0.83
4 2.31 1.25

12 18 2.11 1.10
14 21 2.06 1.08
20 52 1.89 1.12
25 63 1.85 0.88
27 70 1.84 0.97
33 83 1.74 1.07
52 142 1.72 0.94
63 175 1.70 1.01
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Tab. 8.7.2: Results of the DFT calculations (ωB97XD/6-31+G*) using Gaussian
09. Enthalpies of vaporization Hvap, dipole moments, vertical ionization
energies IEvert, and β-parameters. The table has been divided into two
sections in order to display it more effectively.

n isomer Hvap(eV) dipole(D) IEvert(eV) β

0 - - 5.37 2.00
1 0.428 6.3 4.19 1.76
2 0.429 7.8 3.38 1.42
3 0.421 8.8 2.77 1.08
4 0.405 0.0 1.95 2.00

5 0.413 8.5 1.81 1.86
a 0.384 13.1 1.82 1.49

6 0.387 0.1 1.70 2.00
a 0.380 13.8 1.76 1.44
b 0.365 15.5 1.72 1.34

7 0.371 14.3 1.68 1.45
a 0.363 16.0 1.70 1.21

8 0.356 17.4 1.64 1.14
a 0.353 15.9 1.62 1.29

9 0.346 17.5 1.60 1.12
a 0.344 16.3 1.60 1.19

n = 2: bent.
n = 3: flat trigonal pyramid.
n = 4: tetrahedron.
n = 5: trigonal bipyramid. (a) n = 4 (tetrahedron) with one ligand added in the 2nd shell.
n = 6: octahedron. (a): n = 5 (trigonal bipyramid) with one ligand added in the 2nd shell.
(b) n = 4 (tetrahedron) with two ligands added in the 2nd shell.
n = 7: n = 6 (octahedron) with one ligands added in the 2nd shell. (a) n = 5 (trigonal
bipyramid) with two ligands added in the 2nd shell.
n = 8: n = 5 (trigonal bipyramid) with three ligands added in the 2nd shell. (a) n = 6
(octahedron) with two ligands added in the 2nd shell.
n = 9: n = 5 (trigonal bipyramid) with four ligands added in the 2nd shell. (a) n = 6
(octahedron) with three ligands added in the 2nd shell.
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Tab. 8.7.2 continued: Results of the DFT calculations (ωB97XD/6-31+G*) using
Gaussian 09. Enthalpies of vaporization Hvap, dipole moments, vertical ionization
energies IEvert, and β-parameters. The table has been divided into two sections in
order to display it more effectively.

n isomer Hvap(eV) dipole(D) IEvert(eV) β

10 0.342 17.5 1.60 1.12
a 0.344 16.3 1.60 1.19
b 0.344 16.3 1.60 1.19

12 0.331 21.1 1.47 1.16
a 0.329 18.6 1.51 0.79
b 0.322 19.2 1.49 0.91
c 0.321 18.4 1.46 0.71
d 0.318 18.0 1.47 0.68
e 0.318 17.4 1.48 0.66

13 0.326 20.8 1.48 1.07

14 0.322 21.9 1.46 1.00
a 0.318 15.0 1.50 0.77
b 0.312 22.2 1.43 0.84

15 0.319 22.7 1.39 0.83
a 0.318 21.1 1.45 0.90
b 0.232 7.0 3.97 1.75

18 0.312 20.3 1.33 0.43
a 0.308 18.5 1.38 0.38

20 0.318 21.1 1.35 0.52
a 0.312 19.2 1.33 0.32

n = 10: n = 6 (octahedron) with four ligands added in the 2nd shell on one side (Li near
the surface of the cluster). (a) similar to 10, but Li further away from the surface of the
cluster. (b) n = 6 (octahedron) with four ligands distributed symmetrically in the 2nd
shell (Li at the center of the cluster).
n = 12: n = 6 (octahedron) with six ligands added in the 2nd shell on one side (Li near
the surface of the cluster). (a) similar to n = 12, but one ligand of the 2nd shell moved
closer to the Li-side. (b) n = 10 with one ligand added on the far side and one on the near
side of Li. (c) similar to n = 12b, but one ligand in the 2nd shell rearranged so that Li
is more centered. (d, e) n = 10b with two ligands added in the 2nd shell, distorting the
symmetry.
n = 14: n = 6 (octahedron) with eight ligands added in the 2nd and 3rd shell on one side
(Li near the surface of the cluster). (a) similar to n = 12d, e with two more ligands added
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in the 2nd shell, Li slightly off-center. (b) n = 14 with one ligand moved from the 2nd to
the 3rd shell.
n = 15: n = 6 (octahedron) with nine ligands added in the 2nd and 3rd shell on one side
(Li near the surface of the cluster). (a) similar to n = 15, but ligands in the outer shell
rearranged to yield an overall flatter cluster. (b) crystalline slab (monolayer) with Li at
one edge.
n = 18: n = 6 (octahedron) with twelve ligands added in the 2nd and 3rd shell to yield a
compact slightly flattened cluster shape with an off center Li closer to one surface. (a)
similar to n = 18, but more spherical in shape with Li closer to the center.
n = 20: n = 18 with two ligands added on the far side of Li. (a) n = 18a with two ligands
added, Li closer to the center.

Li(CH3OCH3)20

Fig. 8.7.1: Isosurface of the HOMO of the most stable isomer of the Li(CH3OCH3)20
cluster.



Chapter 9

Conclusion & outlook

A pulsed Stern-Gerlach setup for the investigation of size-dependent magnetic properties
of alkali-metal doped clusters has successfully been implemented into the existing velocity
map imaging spectrometer (chapter 2). The performance of the deflector was characterised
by the magnetic deflection of an effusive sodium atom beam as a free spin 1/2 system.
The comparison to molecular dynamics simulations of the deflection process confirm the
experimental performance and design. The combination of pulsed SG deflection and
photoion velocity map imaging allows for the measurement of velocity dependent deflection
data as a function of cluster size.
The presented SG deflection results for Na(NH3)n (n = 1− 4) (chapter 4 and published
in [93]), as well as Na(H2O)n (n = 1 − 4), Na(MeOH)n (n = 1 − 4) and Na(DME)n
(n = 1 − 3) (chapter 5) are first experimental studies on the magnetic properties in
solvated electron precursor systems. It was observed that in general an increase in cluster
size causes a significant reduction in deflection. NaNH3 and NaH2O in combination
with molecular dynamics simulations, revealed mS = ±1/2 deflection behaviour and for
all other sampled clusters reduced deflection is observed. We thereby describe reduced
deflection as an attenuation of the magnetic moment µ0 of the free spin 1/2 systems,
resulting in a characteristic cluster effective magnetic moment µeff. Effective magnetic
moments are discussed in terms of thermally accessible cluster eigenstates, characterised
by their total angular momentum J . Each state J state is in general terms composed
of the orbital angular momentum L, electron spin angular momentum S, rotational
angular momentum R and nuclear spin angular momentum I. Former angle-resolved
photoelectron spectroscopy study of West et. al revealed high s-character of the highest
occupied molecular orbital for the investigated solvated electron precursor systems. We
expect minor contributions of the orbital angular momentum L and furthermore neglect
contributions of nuclear spins I. In the case of sodium-doped clusters we suggest that the
total angular momentum J is primarily governed by S and R. Spin-rotational coupling
leads to adiabatic Zeeman-like levels in the presence of a magnetic field. Within the avoided
crossing model [68] it is assumed that a large number of thermally accessible Zeeman states
leads to several spin flip processes, which on average causes reduced deflection. In addition,
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the clusters Landé factor gJ is to be expressed for each populated J state via quantum
chemical calculations. In the case of spin-rotational coupled systems gJ decreases towards
higher J states [60] and subsequently leads to reduced average deflection. Describing
the Zeeman levels with their corresponding Landé factor and possible avoided crossings
between states of same total angular momentum, reflects the full Zeeman diagram and in
principal contains the entire magnetic information. Experimentally observable magnetic
properties can be attributed to the applied magnetic field and the thermal population
of states. In our approach we discuss relative deflection trends due to differences of the
Zeeman diagram governed by thermally populated rovibrational states. The comparison
of populated rovibrational states at estimated vibrational 50 K ≤ Tvib ≤ 200 K and
rotational 10 K ≤ Trot ≤ 50 K temperatures confirms the observed deflections trends.
We show that the deflection trend is dominated by the density of populated rotational
states and suggest differences in rotational temperatures among the clusters systems,
with proposed order being Trot(Na(DME)n) < Trot(Na(NH3)n) < Trot(Na(MeOH)n) <
Trot(Na(H2O)n). We conclude that the magnetic deflection behaviour of sodium-doped
clusters is dominated by the coupling of spin and rotational angular momentum, and further
coupling interactions can be neglected in a first approximation. Although, additional
theoretical and experimental work is to be carried out to support these suggestions.
An important next step is to determine spin-rotational coupling elements via quantum
chemical calculations, in order to evaluate the likelihood of diabatic crossings, as these may
exhibit non-negligible differences for the sampled clusters. An experimentally promising
approach is spatially resolving the deflected beam and comparing the results to molecular
dynamics simulations with spin-rotational coupled cluster Landé factors. The comparison
of experiment and model are likely to reveal if further angular momentum couplings show
non-negligible contributions.
Li(DME)n clusters (1 ≤ n ≤ 175) were studied via photoelectron velocity map imaging
in order to search for magic numbers related to the photoelectron anisotropy from the
highest occupied orbital (chapter 8 and published in [27]). In lithium-doped DME clusters
magic numbers are found for n = 4, 5 and 6 which are said to be structural isomers of the
first solvation shell. The high s-character of these structural isomers is reflected by an
orbital angular momentum close to zero. Similar to sodium-doped clusters, one can expect
that J is dominated by the coupling of spin and rotational angular momenta. Rotational
constants determined for Li(DME)n within the rigid rotor model are systematically larger
(see Tab. 9.0.1) than the sodium-doped dimethyl ether clusters. This manifests itself
in a lower density of thermally populated rotational states. In case of Li-doped clusters
increased deflection is expected compared to Na-doped clusters, at similar rotational
temperatures and dominant angular momenta contributions of spin and rotations to J .
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Tab. 9.0.1: Li(DME)n: Rotational constants of DFT optimized cluster structures
(ωB97XD/6-31+G*) with their point group (PG) and symmetry number
σsym.

Li(DME)n PG σsym Arot in m−1 Brot in m−1 Crot in m−1

1 C2v 2 33.5 32.9 17.7
2 C1 1 17.0 4.0 3.9
3 C1 1 3.6 3.4 2.0
4 Td 12 2.0 1.8 1.8
5 C1 1 1.5 1.3 1.3
6 Oh 24 1.0 1.0 1.0

Measuring SG deflection of lithium-doped clusters in comparison to sodium-doped clusters,
is a promising experimental approach to test our hypotheses and evaluate more subtle
dependences of rotational states on the magnetic properties.
The design and development of the SG deflector was also motivated by magnetic selection
of singlet and triplet states in order to probe spin pairing effects as a function of alkali
metal concentration. With increasing alkali metal concentration, interactions between
solvated electrons increase and solvated dielectrons may form. Recent photoelectron
studies investigated the concentration dependent electronic properties of sodium-doped
nanodroplets [54] and of liquid bulk solutions [55]. Neither study showed distinct features in
the photoelectron spectra which would be assigned to solvated dielectrons. In chapter 7 we
present a photoelectron photoion coincidence study of size resolved sodium-doped ammonia
clusters. The experiments combined with ab initio calculations revealed one ionisation
pathway which proceeds via the formation of excited state spin-paired solvated dielectrons.
We assume that solvated dielectrons are generated via photoexcitation from the ammonia
valence shell to the electron solvation orbital and subsequently decay under electron
transfer processes. It is discussed that these electrons show significant contributions to
the low kinetic energy electron signal. Yet, the experimental evidence for the formation
of ground state solvated dielectrons is still uncertain. Experimental confirmation of the
formation of such ground state solvated dielectrons should be in principle achievable by
exploiting their differences in magnetic properties.
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Appendix A

Magnetic deflection results

a) b)

Fig. A.0.1: Maximal γd as a function Id for (a) NaNH3 and (b) Na(NH3)2. The
circles represent the experiment and the diamonds the corresponding
simulations. The was operated in a t2 < t1 < t3 coil timing sequence.
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Id = 100 A Id = 200 A

Id = 300 A Id = 400 A

Id = 500 A Id = 600 A

Fig. A.0.2: Photoion VMIs of NaH2O for deflector ‘off’ and deflector ‘on’ measure-
ments at 100 A ≤ Id ≤ 600 A and ∆tL−EL = 0.70 ms. The corresponding
simulations for mS = ±1/2 are shown as red traces.
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Id = 100 A Id = 200 A

Id = 300 A Id = 400 A

Id = 500 A Id = 600 A

Fig. A.0.3: Photoion VMIs of NaH2O for deflector ‘off’ and deflector ‘on’ measure-
ments at 100 A ≤ Id ≤ 600 A and ∆tL−EL = 1.30 ms. The corresponding
simulations for mS = ±1/2 are shown as red traces.
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Id = 100 A Id = 200 A

Id = 300 A Id = 400 A

Id = 500 A Id = 600 A

Fig. A.0.4: Photoion VMIs of Na(H2O)2 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Id = 100 A Id = 200 A

Id = 300 A Id = 400 A

Id = 500 A Id = 600 A

Fig. A.0.5: Photoion VMIs of Na(H2O)3 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.



196 APPENDIX A. MAGNETIC DEFLECTION RESULTS

Id = 100 A Id = 200 A

Id = 300 A Id = 400 A

Id = 500 A Id = 600 A

Fig. A.0.6: Photoion VMIs of Na(H2O)4 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Fig. A.0.7: Photoion VMIs of NaMeOH for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Fig. A.0.8: Photoion VMIs of Na(MeOH)2 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Fig. A.0.9: Photoion VMIs of NaDME for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Fig. A.0.10: Photoion VMIs of Na(DME)2 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Fig. A.0.11: Photoion VMIs of Na(DME)3 for deflector ‘off’ and deflector ‘on’ mea-
surements at 100 A ≤ Id ≤ 600 A. The corresponding simulations for
mS = ±1/2 are shown as red traces.
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Appendix B

Quantum chemical calculations

B.1 Cluster structures

1 3a 4a

2 3b 4b

Fig. B.1.1: DFT optimized (ωB97XD/6-31+G∗) cluster structures of Na(H2O)n.
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1 3a 4a

2 3b 4b

Fig. B.1.2: DFT optimized (ωB97XD/6-31+G∗) cluster structures of Na(NH3)n.

1 3 4a

2 4b

Fig. B.1.3: DFT optimized (ωB97XD/6-31+G∗) cluster structures of Na(MeOH)n.
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1 3a 3b

2 3c

Fig. B.1.4: DFT optimized (ωB97XD/6-31+G∗) cluster structures of Na(DME)n.

B.2 Harmonic frequency calculations

Tab. B.2.1: Harmonic vibrational frequencies ν̃i (ωB97XD/6-31+G∗) of Na(H2O)n
clusters, all frequencies are given in cm−1.

i ν̃i(1) ν̃i(2) ν̃i(3a) ν̃i(3b) ν̃i(4a) ν̃i(4b)

1 45 90 22 71 40 14

2 209 97 26 89 44 47

3 256 183 100 152 77 53

4 1683 186 117 206 101 122

5 3780 231 147 207 130 124

6 3908 309 188 220 169 133

7 338 196 225 205 145

8 407 226 250 235 202

9 511 274 268 243 209

10 1655 287 315 251 211

11 1689 341 347 261 215

12 3696 382 456 275 251

13 3751 398 471 294 290

14 3819 431 691 333 350



206 APPENDIX B. QUANTUM CHEMICAL CALCULATIONS

15 3925 552 700 368 415

16 1650 1658 418 427

17 1678 1702 448 434

18 1682 1730 496 437

19 3592 3522 696 462

20 3700 3670 756 545

21 3716 3688 848 566

22 3728 3840 1630 1625

23 3838 3874 1685 1645

24 3924 3875 1712 1676

25 1737 1680

26 3473 3504

27 3506 3566

28 3610 3607

29 3645 3630

30 3739 3717

31 3835 3720

32 3911 3929

33 3918 3929

Tab. B.2.2: Harmonic vibrational frequencies ν̃i (ωB97XD/6-31+G∗) of Na(NH3)n
clusters, all frequencies are given in cm−1.

i ν̃i(1) ν̃i(2) ν̃i(3a) ν̃i(3b) ν̃i(4a) ν̃i(4b)

1 231 20 17 14 13 16

2 322 31 28 17 16 17

3 323 41 37 20 26 24

4 1199 214 44 31 38 29

5 1716 230 52 33 40 30

6 3482 265 179 39 59 40

7 3622 268 203 188 62 43
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8 3623 329 216 244 161 48

9 374 235 247 180 53

10 1188 258 273 203 188

11 1192 305 279 215 239

12 1708 312 305 218 249

13 1710 331 330 235 257

14 1716 395 366 281 270

15 1717 564 370 290 270

16 3473 1168 1198 295 306

17 3474 1187 1199 299 307

18 3616 1249 1200 371 318

19 3616 1708 1704 385 320

20 3619 1710 1704 556 380

21 3620 1712 1705 603 381

22 1717 1710 1168 1196

23 1719 1711 1170 1212

24 1767 1712 1250 1212

25 3367 3450 1252 1217

26 3478 3450 1702 1697

27 3492 3459 1703 1697

28 3558 3594 1712 1703

29 3619 3595 1716 1703

30 3626 3595 1716 1705

31 3626 3606 1719 1705

32 3628 3606 1764 1718

33 3639 3608 1766 1718

34 3365 3410

35 3369 3412

36 3466 3430

37 3469 3488
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38 3563 3555

39 3564 3558

40 3601 3558

41 3602 3584

42 3631 3584

43 3631 3587

44 3639 3627

45 3639 3628

Tab. B.2.3: Harmonic vibrational frequencies ν̃i (ωB97XD/6-31+G∗) of Na(MeOH)n
clusters, all frequencies are given in cm−1.

i ν̃i(1) ν̃i(2) ν̃i(3) ν̃i(4a) ν̃i(4b)

1 57 40 53 19 42

2 99 44 53 49 47

3 190 66 60 51 61

4 329 88 70 58 71

5 1075 103 77 70 79

6 1100 119 90 84 84

7 1189 125 91 88 93

8 1388 205 113 95 96

9 1504 229 128 98 109

10 1527 393 136 106 114

11 1537 606 154 112 116

12 3063 1070 204 130 121

13 3137 1096 204 135 130

14 3183 1109 205 147 137

15 3835 1131 235 152 162

16 1189 616 162 171

17 1194 620 187 199

18 1371 746 207 222

19 1411 1092 237 235
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20 1499 1092 242 264

21 1507 1113 247 287

22 1527 1125 481 743

23 1535 1126 502 785

24 1538 1166 647 910

25 3052 1194 688 930

26 3063 1195 1070 1086

27 3119 1195 1075 1092

28 3140 1405 1100 1096

29 3178 1407 1106 1105

30 3182 1438 1111 1140

31 3749 1504 1114 1150

32 3777 1504 1135 1169

33 1512 1143 1184

34 1528 1187 1196

35 1528 1191 1197

36 1535 1195 1197

37 1537 1198 1203

38 3057 1377 1447

39 3057 1392 1456

40 3059 1431 1493

41 3128 1440 1501

42 3129 1492 1502

43 3130 1493 1503

44 3181 1505 1515

45 3181 1509 1526

46 3182 1519 1528

47 3679 1524 1529

48 3705 1528 1533

49 3707 1533 1540

50 1536 1544
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51 1538 1549

52 1541 1558

53 1554 3048

54 3045 3050

55 3046 3056

56 3054 3058

57 3063 3119

58 3111 3120

59 3111 3131

60 3130 3131

61 3138 3170

62 3157 3171

63 3169 3175

64 3173 3180

65 3179 3391

66 3458 3449

67 3587 3583

68 3677 3608

69 3734 3717

Tab. B.2.4: Harmonic vibrational frequencies ν̃i (ωB97XD/6-31+G∗) of Na(DME)n
clusters, all frequencies are given in cm−1.

i ν̃i(1) ν̃i(2) ν̃i(3a) ν̃i(3b) ν̃i(3c)

1 69 43 14 30 15

2 85 48 20 34 24

3 158 59 38 38 34

4 196 66 40 54 40

5 262 97 49 63 53

6 433 112 67 67 65

7 960 112 74 72 69

8 1141 155 76 90 75
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9 1179 171 93 99 85

10 1213 206 99 103 105

11 1225 208 109 114 111

12 1292 270 124 140 134

13 1485 272 150 150 142

14 1510 433 164 176 146

15 1519 437 178 181 176

16 1524 961 195 217 204

17 1525 966 207 221 218

18 1524 1142 214 238 236

19 3033 1142 264 276 262

20 3038 1181 269 293 282

21 3100 1181 273 315 292

22 3106 1214 431 430 431

23 3163 1214 435 440 436

24 3165 1227 437 441 441

25 1228 963 960 963

26 1292 964 967 968

27 1292 970 971 973

28 1482 1142 1143 1144

29 1485 1142 1144 1146

30 1509 1143 1145 1147

31 1512 1180 1181 1181

32 1515 1181 1182 1183

33 1518 1182 1182 1187

34 1522 1214 1214 1213

35 1523 1215 1215 1216

36 1526 1228 1217 1221

37 1530 1231 1222 1228

38 1538 1232 1226 1230

39 1541 1292 1238 1239
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40 3026 1292 1286 1288

41 3027 1293 1291 1293

42 3032 1481 1297 1297

43 3034 1482 1479 1483

44 3090 1484 1485 1484

45 3091 1506 1488 1489

46 3099 1509 1508 1510

47 3099 1510 1513 1510

48 3171 1513 1514 1513

49 3171 1514 1515 1519

50 3178 1515 1518 1521

51 3179 1520 1521 1522

52 1522 1524 1523

53 1522 1525 1525

54 1526 1526 1526

55 1529 1529 1530

56 1531 1531 1536

57 1536 1537 1540

58 1538 1540 1543

59 1542 1543 1552

60 3018 1549 3013

61 3022 3009 3021

62 3024 3018 3022

63 3026 3024 3030

64 3029 3031 3030

65 3030 3034 3037

66 3078 3041 3071

67 3087 3067 3078

68 3088 3075 3083

69 3091 3086 3094

70 3095 3097 3102



B.2 Harmonic frequency calculations 213

71 3097 3106 3107

72 3162 3112 3160

73 3163 3160 3165

74 3164 3161 3166

75 3182 3165 3169

76 3182 3168 3169

77 3185 3179 3188

78 3197 3194 3192
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