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A B S T R A C T

In this thesis, modern approaches for precise and accurate 3D acquisition
are proposed. It is well-known that photometric techniques are exceptional
at capturing fine details of the object’s surface by exploiting the variations
in the shading. Therefore, it is helpful for many computer vision tasks
and other cutting-edge scientific disciplines such as metrology, geometry
processing, forensics, etc. However, existing methods depend on strong
assumptions about the surface and require calibrated acquisition setups,
restricting the practical application in real-world settings. This thesis takes
a modern approach to improve the applicability and performance of photo-
metric 3D reconstruction techniques.

Photometric stereo uses multiple images of the object under varying
illumination conditions to recover its fine surface details. Existing neural
network-based methods for this task either require exact light directions or
training data with ground-truth surface normals. However, in practice, it is
challenging to procure such information precisely. To bypass this difficulty,
this thesis proposes an uncalibrated neural inverse rendering pipeline.
By utilizing light physics and modeling global illumination effects, the
proposed approach handles challenging objects, composed of convex and
concave regions.

Next, this thesis addresses the multi-view photometric stereo problem for
the dense reconstruction of objects. Existing classical methods for this task
require several complicated steps and can handle only certain material types.
Our work introduces the first modern approach to the problem. To this
end, it initially presents a view synthesis method to combine photometric
stereo predictions with multi-view information. Subsequently, it proposes
uncertainty modeling for a reliable fusion of surface estimates. Finally,
it presents an uncertainty-aware volume rendering approach to handle
surfaces with non-typical reflectance properties.

Lastly, this thesis presents an automated machine-learning approach for
uncalibrated photometric stereo. For that, it leverages the differentiable
neural architecture search methodology. The proposed solution considers
the task-specific constraints of the problem explicitly to search for an
optimal architecture. The proposed approach provides lightweight network
architectures that perform better than existing networks, which are hand-
crafted and carefully tuned.

vii





Z U S A M M E N FA S S U N G

In dieser Arbeit werden moderne Ansätze vorgestellt, um präzise und
genaue 3D-Erfassung zu ermöglichen. Es ist allgemein bekannt, dass pho-
tometrische Techniken hervorragend geeignet sind, um feine Details der
Oberfläche von Objekten durch Ausnutzung der Variationen in der Schat-
tierung zu erfassen. Daher sind sie für viele Computer-Vision-Aufgaben
und andere hochmoderne wissenschaftliche Disziplinen wie Metrologie, Ge-
ometrieverarbeitung, Forensik usw. hilfreich. Die vorhandenen Methoden
setzen jedoch starke Annahmen über die Oberflächenbeschaffenheit voraus
und erfordern kalibrierte Einstellungen für die Erfassung, was die praktis-
che Anwendung in realen Umgebungen einschränkt. Diese Arbeit verfolgt
einen modernen Ansatz, um die Anwendbarkeit und Leistungsfähigkeit
photometrischer 3D-Rekonstruktionsmethoden zu verbessern.

Photometrisches Stereo nutzt mehrere Bilder des Objekts unter unter-
schiedlichen Beleuchtungsbedingungen, um dessen feine Oberflächende-
tails wiederherzustellen. Vorhandene auf neuronalen Netzen basierende
Methoden für diese Aufgabe erfordern entweder genaue Lichtrichtungen
oder Trainingsdaten mit Boden-Truth-Oberflächennormalen. In der Praxis
ist es jedoch schwierig, solche Informationen präzise zu beschaffen. Um
diese Schwierigkeit zu umgehen, schlägt diese Arbeit eine unkalibrierte
neuronale Inverse Rendering-Pipeline vor. Durch Nutzung der Lichtphysik
und Modellierung globaler Beleuchtungseffekte bewältigt der vorgeschla-
gene Ansatz herausfordernde Objekte, die aus konvexen und konkaven
Regionen bestehen.

Als Nächstes wird in dieser Arbeit das Problem des Multi-View Pho-
tometric Stereo zur dichten Rekonstruktion von Objekten angegangen.
Vorhandene klassische Methoden für diese Aufgabe erfordern mehrere
komplizierte Schritte und können nur bestimmte Materialtypen handhaben.
Unsere Arbeit stellt den ersten modernen Ansatz für das Problem vor. Zu
diesem Zweck präsentiert sie zunächst eine View-Synthesis-Methode, um
Photometrische Stereo-Vorhersagen mit Multi-View-Informationen zu kom-
binieren. Anschließend schlägt sie eine Unsicherheitsmodellierung für eine
zuverlässige Fusion von Oberflächenschätzungen vor. Schließlich präsen-
tiert sie einen Unsicherheits-bewussten Volumen-Rendering-Ansatz, um
Oberflächen mit nicht-typischen Reflexionseigenschaften zu handhaben.
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Schließlich stellt diese Arbeit einen automatisierten Machine-Learning-
Ansatz für unkalibriertes Photometrisches Stereo vor. Dazu wird die Meth-
ode der differenzierbaren neuronalen Architektursuche genutzt. Die vorgeschla-
gene Lösung berücksichtigt die aufgabenspezifischen Einschränkungen des
Problems explizit, um nach einer optimalen Architektur zu suchen. Der
vorgeschlagene Ansatz liefert leichte Netzwerkarchitekturen, die besser ab-
schneiden als vorhandene Netzwerke, die von Hand erstellt und sorgfältig
abgestimmt wurden.
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1
I N T R O D U C T I O N

The acquisition of the 3D object shape has been a fundamental research
problem in computer vision and industrial machine vision for several
decades. Many applications in computer graphics, medical imaging, and
virtual reality demand precise 3D models of real-world objects. Moreover, it
is helpful for other cutting-edge scientific disciplines such as metrology [1],
geometry processing [2], forensics [3], etc. To that end, several active and
passive methods are proposed in the past to recover the object geometry [1,
3–5]. Among popular methods, structure-from-motion (SfM) [6, 7] and
multi-view stereo (MVS) [1] are used to recover the object geometry from
its images. However, it is widely accepted that they are not sufficient on
their own to provide detailed and precise 3D reconstruction for all kinds
of surfaces. Although other techniques such as shape from focus [8], and
shape from texture [9] exist, solving the problem of estimating the geometry
of an object from its images is still an open area for researchers to explore.

Another line of research in 3D data acquisition focuses on photometric
techniques which is based on the interaction between surface geometry,
illumination, and material. As the image acquired by the camera sensor
is formed by such interactions, shading variations provide important cues
about the object’s shape. To recover the geometry using these cues, Shape-
from-Shading (SfS) techniques have been developed by Horn in the early
1970s [10]. It has been shown that SfS algorithms can provide local orienta-
tion information when the problem is constrained with strong assumptions
on the geometry and surface reflectance. However, its effectiveness is ques-
tionable for real-world objects, as a single image does not provide sufficient
information for reliable surface recovery. Therefore, the concept of SfS is
extended to multiple images with the introduction of the photometric stereo
by Woodham’s seminal work [11].

Photometric stereo (PS) estimates the surface normals of a static object from
its light-varying images captured from a fixed viewpoint. Unlike multi-
view methods, photometric stereo is excellent at recovering fine details
such as indentations and scratches. Moreover, it allows the fast acquisition
of 3D information using low-cost hardware. All these advantages make
photometric stereo a useful approach for 3D acquisition. For this reason,
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2 introduction

it is widely used in shape analysis, shape manipulation, image rendering,
and digitization of cultural heritage.

This thesis focuses on the 3D acquisition of objects focusing on pho-
tometric stereo techniques and addresses the limitations of the existing
approaches. For that, we draw inspiration from the classical algorithms and
recent learning-based approaches, combining the research output of the
last forty years. Specifically, we contribute in three main aspects: (i) Applica-
bility: We extend the application of photometric reconstruction methods to
a broader range of object types. (ii) Performance: We propose methods that
can provide dense and detailed surface reconstructions. (iii) Practicality: We
provide solutions which are easy to implement or execute. We begin our
discussion with a background on image formation and photometric stereo.
Next, we present an overview of the thesis.

1.1 background

This section briefly introduces the theoretical and practical aspects of pho-
tometric stereo techniques. As photometric stereo exploits the intensity
variations caused by illumination changes for surface recovery, let’s have a
closer look at the image formation process in its most general form.

1.1.1 Image Formation

When light hits a solid surface, it is either absorbed or reflected. Assuming
that surface material does not transmit light and ignoring its wave-like
properties, the reflectance behavior on a particular surface type can be
described by a Bidirectional Reflectance Distribution Function (BRDF). In
general, BRDF fr(qi, fi, qr, fr) can be written in terms the incident and
reflected light direction angles which are relative to the surface reference
frame. For simplicity, we omit BRDF’s dependency on the light wavelength.
A realistic BRDF has the following properties for all incident and reflected
light angles:

• Non-negativity: fr(qi, fi, qr, fr) � 0

• Helmholtz reciprocity: fr(qi, fi, qr, fr) = fr(qr, fr, qi, fi)

• Energy conservation: To total quantity of the scattering cannot exceed
the quantity of the incoming radiance.
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Most real-world surfaces are isotropic, that is BRDF has no dependency on
the orientation of the material. However, certain material types such as
wood or brushed metal are the exceptions since the reflectance behavior
depends on the orientation of the surface. We analyze such anisotropic
materials in more detail in Chapter 3 of the thesis and continue our analysis
assuming that the isotropy constraint is satisfied. Let x 2 R3 be a surface
point and n 2 R3 be its normal vector. We express the BRDF simply as:

fr(n, wi, wj) (1.1)

Accordingly, the total radiance Lr(wr) leaving a surface point in the direc-
tion of wr can be described by the following rendering equation:

Lr(wr) = Le(wr) +
Z

W
fr(n, wi, wr)Li(wi)(n · wi)dwi (1.2)

Here, Le(wr) is the emitted radiance by the object to the direction wr, and
Li(wi) is the incoming radiance due to the light source at direction wi. The
term (n · wi) stands for the foreshortening factor, which attenuates the light
by the dot product of normal vector n and reflection direction wr. The
integral term is computed over a hemisphere W centered at the normal
vector n such that the foreshortening factor (n · wi) is always non-negative.
If there exists only a set of discrete light sources, and the emitted radiance
by the object is zero, i. e. Le(wr) = 0 for all wr, the rendering equation in
Eq:(1.2) can be written as a summation:

Lr(wr) = Â
i

fr(n, wi, wr)Li(wi)max(n · wi, 0) (1.3)

Here, the max(n ·wi, 0) term ensures that the surface point is not shadowed.
Note that the image formation model in Eq:(1.3) does not take global
illumination effects into account, and attempts to describe the reflectance
by ignoring the interactions among multiple surface elements. Furthermore,
it is important to note that BRDF is a complex function and expressing it
with an analytical representation is difficult, if not impossible. Therefore,
typical BRDFs are generally split into diffuse and specular components to
construct simplified image formation models.

Diffuse Reflection: It is a reflection where the light is scattered uniformly
in all directions and creates the shading effect observed in matte ob-
jects. Ideally, a diffuse surface exhibits a Lambertian reflectance property,
i. e. fr(n, wi, wr) = r/p.

Specular Reflection: It is the mirror-like reflection where the incident light
is mostly reflected in a direction si = (2nnT � I)wi. For this reason, it is
also referred as gloss or highlight reflection.
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1.1.2 Photometric Stereo

1.1.2.1 Classical Photometric Stereo

The classical setup for photometric stereo is introduced by Woodham in 1980
to recover the surface orientation of an object from its images under a known
combination of light sources [11]. For that, it considers an orthographic
camera model with a fixed viewpoint and a set of directional light sources.
The images are captured by firing one unique directional light source per
image. To solve for per-pixel surface normals of an object using such an
acquisition setup, the classical PS assumes a Lambertian surface model
resulting in a constant BRDF value across the whole surface. For this reason,
it is also referred to as Lambertian photometric stereo. Additionally, the surface
is considered to be illuminated only due to the light source, that is ambient
illumination doesn’t exist and secondary illumination effects are ignored.
Under such assumptions, photometric stereo becomes a linearly tractable
problem and it is possible to recover the surface normals by solving a simple
system of linear equations.

Let all the n light source directions be denoted as L = [l1, l2, .., ln] 2 R3⇥n

and m unknown surface point normal be N = [n(x1), n(x2), .., n(xm)] 2
R3⇥m. Using this notation, we can describe the image formation due to all
the light sources and surface points compactly as follows:

X = rNTL (1.4)

where, X 2 Rm⇥n is the matrix consisting of n images with m object pixels
stacked as column vectors, and r is the constant albedo. The above system
can be solved for the surface normals using the matrix pseudo-inverse
approach under calibrated setting if n � 3 (i. e., at least three light sources
are given in non-degenerate configuration). Although the model in Eq:(1.4)
builds a foundation for photometric stereo techniques and widely used
for its simplicity, it depends on unrealistic assumptions. In a real setup,
photometric measurements do not obey a such a simple linear model.
Most surfaces exhibit specular reflections which severely affect the imaging.
Furthermore, pixel intensity values are affected by shadows, non-linear
camera sensor responses, interreflections and imaging noise. Therefore, the
classical photometric stereo generally results in inaccurate surface normal
predictions in practice.
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1.1.2.2 Non-Lambertian Photometric Stereo

As many objects in the real-world exhibit non-Lambertian surface re-
flectance properties and exposed to the imaging effects mentioned in the
prenvious section, we start by introducing a more extensive image for-
mation model for general photometric stereo. When a surface point x is
illuminated by a distant point light source from direction ls 2 R3⇥1, the
image intensity Xs(x) measured by the camera due to sth source in the view
direction v is given by:

Xs(x) = es · r
�
n(x), ls, v

�
· za

�
n(x), ls

�
· zc(x) + es (1.5)

Here, the camera projection model is assumed to be orthographic. It also
assumes that a unique image per light source is captured by a camera from
a constant view direction v which is at (0, 0, 1)T . The function r(n(x), ls, v)
gives the BRDF value, za(n(x), ls) = max(n(x)Tls, 0) accounts for the at-
tached shadow, and zc(x) 2 {0, 1} assign 0 or 1 value to x depending on
whether it lies in the cast shadow region or not. es 2 R+ is a scalar for
light intensity value, n(x) 2 R3⇥1 is the surface normal vector at point x,
and es is an additive error. Eq:(1.5) is most-widely used image formation
model and it lies at the core of many non-Lambertian photometric stereo
approaches [12–17].
Robust Methods. These methods extend the classical photometric stereo
assumptions to non-Lambertian setting. For that, they treat all the non-
Lambertian effects such as specularities and shadows as outliers. Accord-
ingly, the classical PS equation in Eq:(1.4) can be modified as follows:

X = rNTL + E (1.6)

Here, E 2 Rm⇥n stands for the corruption matrix of n images with m object
pixels. Under the assumption that the corruption matrix is sparse, i. e. most
entries of E is zero, statistical techniques can be applied to recover surface
normals. Accordingly, Wu et al. [18] uses a low-rank matrix factorization
technique to eliminate outliers. Similarly, Ikehata et al. [19] uses Bayesian
regression and Oh et al. [20] uses Robust Principal Component Analysis
(RPCA) based method for the same task. Other popular outlier rejection
methods were based on RANSAC [21], and expectation-maximization [22].
The common drawback of these approaches is that they cannot handle
non-Lambertian objects if the outliers are dense and they generally require
more images to perform statistical analysis. We provide more details on the
RPCA-based robust photometric stereo in Chapter 2 of this thesis.
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Analytical BRDF Models. Instead of eliminating the specular components,
these methods attempt to model image formation using an analytical re-
flectance function. For that, the object’s reflectance is generally modeled as
a mixture of diffuse and specular components [23–25]. Existing methods
generally use Torrance-Sparrow [23] and Ward [24, 25] analytical models.
Unlike outlier-rejection approaches, these methods have the advantage of
exploiting information from pixels which exhibit specular reflection. The
common drawback is that they are applicable to only limited material types,
as the real reflectance behavior may divert significantly from the proposed
analytical model.

1.1.2.3 Uncalibrated Photometric Stereo

Most existing photometric stereo methods assume a calibrated setting where
all light source directions and intensities are given. However, the exact
calibration of light sources is a difficult task and requires a tedious proce-
dure. Moreover, it limits the application of photometric stereo in the wild.
To overcome such limitations, uncalibrated photometric stereo techniques
estimate surface normals and light source directions simultaneously. When
all non-Lambertian effects are ignored as in Eq:(1.4), the surface normals
of an object can be recovered up to a 3⇥ 3 linear ambiguity under the
uncalibrated setting. When surface integrability constraint is also enforced,
we can reduce the ambiguity to a 3-parameter Genralized Bas-Relief (GBR)
transformation, such that X = (G�TN̄)T(GL). Here, N̄ 2 R3⇥m denotes
the albedo scaled normals and G 2 R3⇥3 is the transformation matrix with
3 unknown parameters [12, 26].

G =

2

664

1 0 0
0 1 0
µ n l

3

775 (1.7)

The GBR ambiguity indicates that there are infinitely many solutions lead-
ing up to the same appearance of the Lambertian surface. Existing methods
eliminate this ambiguity by making some additional assumptions in their
proposed solution. Alldrin et al. [27] assumes bounded values on the GBR
variables and resolves the ambiguity by minimizing the entropy of albedo
distribution. Shi et al. [28] assumes at least four pixels with different nor-
mals but the same albedo. Papadhimitri et al. [29] presents a closed-form
solution by detecting local diffuse reflectance maxima (LDR). Other meth-
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ods assume perspective projection [30], specularities [23, 31], low-rank [32],
interreflections [12] or symmetry properties of BRDFs [33–35].

The methods mentioned above assume a directional light source per
image to solve for the surface normals. However, there exists several works
which consider the problem under the natural illumination setting. The
seminal work of Basri et al. [36] uses spherical harmonics representation
to solve photometric stereo for arbitrary lighting conditions. It also in-
spired several follow-ups [37–41] which attempt to handle natural lighting.
Nevertheless, this thesis focuses on the directional lighting setting as in
Woodham’s classical setup.

1.1.2.4 Learning-Based Methods

With the recent success of deep learning in many computer vision areas,
several learning-based approaches have also emerged for the photometric
stereo problem. Unlike early traditional approaches, learning based meth-
ods generally don’t attempt to explicitly model the reflectance. Instead, they
learn a mapping between image intensity profiles and surface normals by
utilizing the powerful learning capability of deep neural networks. This
brings the advantage of handling not only complex reflectance behavior of
the subjects, but also the global illumination effects. We review learning-
based approaches in two categories depending on the availability of light
source information:
Calibrated Setting. Santo et al. [42] introduced the first deep photometric
stereo network (DPSN) that learns the mapping between the surface nor-
mals and the reflectance map. However, it required a pre-defined lighting
configuration for both training and testing, which limits its application to
different acquisition setups. To overcome this limitation, Chen et al. [43]
proposed a flexible deep learning pipeline that can aggregate information
coming from arbitrary configuration of photometric stereo images. Similarly,
Ikehata [14] merged all pixel-wise information to an observation map and
trained a network to perform per-pixel estimation of normals.

Apart from the fully supervised approaches, Taniai et al. [15] used an
inverse rendering framework to recover surface normals from input images.
Similarly, Li et al. [44] exploited information of shadowed regions in a
self-supervised pipeline.

Recent approaches to the problem benefit from attention mechanisms [45–
47], graph convolutional networks [48] and data augmentation strate-
gies [49]. Learning-based methods also consider non-conventional settings
such as near-field [50, 51], and sparse photometric stereo [52, 53].
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Figure 1.1: The classical MVPS setup as outlined in Hernández et al. [56] work.

Uncalibrated Setting. Chen et al. [43] proposed a learning-based framework
(UPS-FCN) for the uncalibrated setting. This method bypasses the light
estimation process and learns a direct mapping between the image and the
surface normal. But, the knowledge of the light source would provide useful
evidence about the surface normals, and therefore completely ignoring the
light source data seems implausible. The self-calibrating deep photometric
stereo network [54] introduced an initial lighting estimation stage (LCNet)
to overcome the problem with UPS-FCN. Later, Chen et al. [16] extended
the LCNet pipeline by feeding the surface normal predictions to a guided
calibration network (GCNet). Recently, Ikehata [55] proposed an approach
that does not assume a specific lighting model. The proposed universal
photometric stereo network (UniPS) predicts surface normals from images
captured under arbitrary illumination conditions.

1.1.2.5 Multi-View Photometric Stereo

Multi-view photometric stereo (MVPS) aims at recovering accurate and
complete 3D reconstruction of an object using multi-view stereo (MVS) and
photometric stereo (PS) images [56]. While PS is exemplary in recovering
an object’s high-frequency surface details, MVS helps in retaining the
global consistency of the object’s 3D shape and assists in correcting overall
low-frequency distortion due to PS [1, 57, 58]. Hence, MVPS inherits the
complementary output response of PS and MVS methods. Contrary to
the active range scanning methods [57, 59, 60], it provides an efficient,
low-cost, and effective alternative for trustworthy 3D data acquisition. And
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therefore, it is widely preferred in architectural restoration [57], machine
vision industry [56, 58, 61], etc.

Hernández et al. [56] proposed the introductory MVPS acquisition setup.
It is composed of a turntable arrangement, where light-varying images
(PS images) of the object placed on the table are captured from a given
viewpoint. Note that the camera and light sources’ position remains fixed,
and only the table rotates, providing a new view of the object per rotation.
For every table rotation, PS images for each light source are captured
and stored (see Fig.1.1). More details on the existing MVPS methods are
presented in Chapter 3 of the thesis.

1.1.3 Limitations

The classical photometric stereo approach assumes a simple image forma-
tion model with Lambertian surface reflectance. Despite the popularity and
simplicity of the method, its assumptions don’t apply for the real-world
objects. Most objects don’t reflect the light diffusely due to the presence
of specularities, shadows or interreflections. Moreover, the response of the
camera sensor and imaging noise have great impact on the results. There-
fore, traditional photometric stereo has progressed towards outlier-rejection
based methods and analytical BRDF models, considering non-Lambertian
reflectance functions. However, image formation is a complex natural pro-
cess, and cannot be expressed with explicit hand-crafted reflectance models.

Despite the success achieved by learning-based approaches, current state-
of-the-art photometric stereo has several practical limitations. First of all,
the assumptions on the surface reflectance properties greatly limits the ap-
plication of photometric techniques to real-world objects. Existing methods
generally fail on surfaces with non-typical reflectance characteristics such as
anisotropic and glossy materials. Second, getting accurate surface normals
requires processing of per-pixel and global information provided by large
number of images. Hand-crafted architectures for this task are computation-
ally inefficient. Furthermore, deep photometric stereo methods are limited
by the availability of diverse real-world datasets for training. Therefore,
methods which do not require training with ground-truth surface normals
are becoming more important. Moreover, most photometric stereo methods
require exact calibration of the directional light sources. As the calibration
of light sources is a difficult task, the application to uncontrolled settings
are restricted.
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In addition to the surface normal estimation, there are several limitations
to the task of getting dense reconstructions using photometric techniques.
Recovery of the actual depth from predicted surface normals is a challenge
due to the integration, non-directional lighting effects and lack of global
constraints on the 3D shape. To mitigate this issue, photometric stereo is
often combined with multi-view stereo (MVS) in Multi-view photometric
stereo (MVPS) setting. However, existing MVPS methods rely on sparse
keypoints acquired from multi-view images and explicit image formation
models to recover the object shape [62, 63]. Furthermore, they are comprised
of intricate manual steps, restricting its application in real-world scenarios.

1.2 thesis outline

After a brief introduction, we provide an overview of the thesis. In Chapter
2, we introduce an uncalibrated neural inverse rendering pipeline for the
uncalibrated photometric stereo problem. The proposed learning-based
approach initially estimates the light directions from the input images. Then
it optimizes the network parameters using an image reconstruction loss to
calculate the surface normals, bidirectional reflectance distribution function
value, and depth. The rendering equation used in image reconstruction
loss explicitly models the concave and convex parts of a complex surface to
consider the effects of interreflections to handle a broad range of surface
geometries.

Chapter 3 of the thesis is devoted to the multi-view photometric stereo
problem. We start the chapter by reviewing the multi-view stereo and
recent neural view-synthesis approaches. Then, we present three differ-
ent approaches to the problem. First, we present a neural radiance fields
approach in Section §3.4. Our method procures the surface orientation
using a deep photometric stereo model and blends it with a multi-view
neural radiance field representation to recover the object’s surface geometry.
Second, in Section §3.5, we put forward an approach that can effectively
utilize complementary strengths of PS and MVS. Our key idea is to combine
them suitably while considering the per-pixel uncertainty of their estimates.
To this end, we estimate per-pixel surface normals and depth using an
uncertainty-aware deep-PS network and deep- MVS network, respectively.
We present and extensive analysis to show that uncertainty modeling helps
select reliable surface normal and depth estimates at each pixel which
then act as a true representative of the dense surface geometry. Finally, we
present an extension of the uncertainty-aware approach in Section §3.6 with
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the aim of generalizing the application of multi-view photometric stereo to
glossy and anisotropic material objects. To this end, we introduce neural
volume rendering methodology for a trustworthy fusion of MVS and PS
measurements. The advantage of introducing neural volume rendering is
that it helps in the reliable modeling of objects with diverse material types,
where existing MVS methods, PS methods, or both may fail. Our suggested
approach aims to fit the zero level set of the implicit neural function using
the most certain MVS and PS network predictions coupled with weighted
neural volume rendering cost to recover the object surface accurately for
challenging material types.

Chapter 4 presents our work on automated machine learning approach
for the uncalibrated photometric stereo problem. Unlike previous uncali-
brated deep PS networks, which are handcrafted and carefully tuned, we
leverage differentiable neural architecture search (NAS) strategy to find
the architecture automatically. As directly applying the NAS methodology
to uncalibrated PS is not straightforward, we impose certain task specific
constraints explicitly. Our experimental study shows that automatically
searched neural architectures performance compares favorably with the
state-of-the-art uncalibrated PS methods while having a lower memory
footprint.





2
U N C A L I B R AT E D N E U R A L I N V E R S E R E N D E R I N G

2.1 motivation

Since Woodham’s seminal work [11], the photometric stereo problem has
become a popular choice to estimate an object’s surface normals from its
light varying images. The formulation proposed in that paper assumes
the Lambertian reflectance model of the object, and therefore, it does not
apply to general objects with unknown reflectance property. Of course, the
solution proposed in Woodham’s paper has some unrealistic assumptions.
Still, it is central to the development of several robust algorithms [13, 18,
25, 64–66] and also lies at the core of the current state-of-the-art deep
photometric stereo methods [14, 15, 17, 43, 51, 54, 67].

Generally, deep learning-based photometric stereo methods assume a
calibrated setting, where all the light source information is given both at
the train and test time [14, 15, 42, 43]. Such methods attempt to learn an
explicit relation between the reflectance map and the ground-truth surface
normals. But, the exact estimation of light directions is a tedious process and
requires expert skill for calibration. Motivated by that, Chen et al. [17, 54]
proposed an uncalibrated photometric stereo method. Though it estimates
light directions using image data, the proposed method requires ground-
truth surface normals for training the neural network. Certainly, procuring
ground-truth 3D surface geometry is difficult, if not impossible, which
makes the acquisition task of correct surface normals strenuous. For 3D
data acquisition, active sensors are mostly used, which are expensive and
often needs post-processing of the data to remove noise and outliers. Hence,
the necessity of ground-truth surface normals limits the usage of such an
approach.

Further, most photometric stereo methods, including current deep-learning
methods, assume that each surface point is illuminated only by the light
source, which generally holds for a convex surface [68]. However, ob-
jects, mainly from ancient architectures, have complex geometric structures,
where the shape may compose of convex, concave, and other fine geometric
primitives (see Fig.2.1). When illuminated under a varying light source,
certain concave parts of the surface might reflect light onto other parts
of the object, depending on its position. Surprisingly, this phenomenon

13



14 uncalibrated neural inverse rendering

Incident Ray from
 the Source

on the Concave  Region

Incident Ray from the Source

on the Convex Region

Illuminates the other 
surface element.

 C
om

po
ne

nt
 o

f l
ig

ht
 In

te
ns

ity
 

re
ce

iv
ed

 a
t t

he
 S

en
so

r d
ue

 to
 

th
e 

se
co

nd
ar

y 
so

ur
ce

In
te

ns
ity

 re
ce

iv
ed

 a
t t

he
 S

en
so

r 
du

e 
to

 th
e 

pr
im

ar
y 

so
ur

ce

Light Source

Light Source

Camera

Figure 2.1: Example showing the interreflection effect due to concave geometric
structure. The light from the primary source hits the concave region
of the surface that illuminates the other surface points which then act
as a secondary light source.

of interreflections is often ignored in the modeling and formulation of a
photometric stereo problem, despite its vital role in the object’s imaging.

2.2 contributions

In this chapter, we introduce an uncalibrated deep photometric stereo ap-
proach to overcome the limitations mentioned above. The proposed method
does not require ground-truth surface normals at train time and leverages
neural inverse rendering principles to infer the surface normals, depth,
and spatially varying bidirectional reflectance distribution function (BRDF)
values only from input images. Our approach considers the contribution of
both the source light and interreflections in the image formation process.
Consequently, it is more general and applicable to a wide range of objects.
We present an extensive analysis to show that ignoring interreflections can
dramatically affect the accuracy of the surface normals estimate (see Fig
2.2).
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Woodham (1980)
MAE = 30.66°

Nayar et al. (1991)
MAE = 28.82°

Taniai et al. (2018)
MAE = 23.97°

Ours
MAE = 19.91°

Chen et al. (2020)
MAE = 49.36°

Ikehata (2018)
MAE = 34.00°

Figure 2.2: Comparison of our approach against the classical and deep-learning
methods on the Vase dataset which shows that it performs better
than others. We used Mean Angular Error (MAE) metric to report the
results.

2.3 interreflection model

Before we describe the details of the proposed method, we provide an
image formation model which considers the interreflections on the object.
To construct such an interreflection model, we start by Woodham’s classical
photometric stereo formulation. Let L = [l1, l2, .., ln] 2 R3⇥n denote all the
n light source directions and N = [n(x1), n(x2), .., n(xm)] 2 R3⇥m denote m
unknown surface point normal vectors and r is the constant albedo. Then,
the matrix consisting of all image intensity values due to the primary light
source Xs 2 Rm⇥n can be written as follows:

Xs = rNTL (2.1)

Of course, this classical equation assumes a convex Lambertian surface
model resulting in a constant BRDF value across the whole surface. Addi-
tionally, the surface is considered to be illuminated only due to the light
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source. In contrast to the classical photometric stereo, here, the total radi-
ance at a point x on the surface is the sum of radiance due to light source s
and the radiance due to interreflection from other surface points.

X(x) =

due to light sourcez }| {
Xs(x) +

due to interreflectionsz }| {
r(x)

p

Z

S
K(x, x0)X(x0)dx0

(2.2)

where, S represents the surface, x0 is another surface point, and dx0 the
differential surface element at x0. The value of the interreflection kernel ‘K’
at x due to x0 is defined as:

K(x, x0) =
⇣ (n(x)T(�r)) · (n(x0)Tr) · V(x, x0)

(rTr)2

⌘
(2.3)

The values of K, when measured for each surface element form a symmetric
and positive semi-definite matrix. In Eq:(2.3), V(x, x0) captures the visibility.
When x occludes x0 or vice-versa, then V is 0. Otherwise, V is 1. It is
computed using the following expression:

V(x, x0) =
⇣n(x)T(�r) + |n(x)T(�r)|

2|n(x)T(�r)|

⌘
·

⇣n(x0)Tr + |n(x0)Tr|
2|n(x0)Tr|

⌘
(2.4)

where, n(x) and n(x0) are the surface normal at x and x0, and r = x� x0 is
the vector from x0 to x. Substituting V and K in Eq:(2.2) gives an infinite
sum over every infinitesimally small surface element (point) and therefore,
it is not computationally easy to find a solution to X(x) in its continuous
form. Nevertheless, the solution to Eq:(2.2) is guaranteed to converge as
r(x) < 1 for a real surface. To practically implement the interreflection
model, the object surface is discretized into m facets [68]. Assuming the
radiance and albedo values to be constant within each facet, then Eq:(2.2)
for the ith facet becomes

Xi = Xsi +
ri
p

m

Â
j=1, j 6=i

XjKij (2.5)

where Xi 2 Rn⇥1 and ri are the radiance and albedo of facet i. Considering
the contribution of all the light sources for each facet, it can be compactly
re-written as:

X = Xs + PKX, ) X = (I� PK)�1Xs (2.6)
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where, X = [X1, X2, ., Xm]T is the total radiance for all the facets, and
Xs = [Xs1, Xs2, ., Xsm]T is the light source contribution to the radiance of
m facets. Furthermore, P is a diagonal matrix composed of albedo values
and K is a m⇥m interreflection kernel matrix with diag(K) = 0. Nayar et
al. [68] proposed Eq:(2.6) to recover the surface normals for concave objects.
The algorithm proposed to estimate surface normals using Eq:(2.6) first
computes the pseudo surface normals by treating the object as directly
illuminated by light sources. These pseudo surface normals are then used
to iteratively update for the interreflection kernel and surface normals
via depth map estimation step, until convergence. In the later part of the
chapter, we denote the normals estimated using Eq:(2.6) as Nny. The Nayar’s
interreflection model assumes Lambertian surfaces and overlooks surfaces
with unknown non-Lambertian properties.

2.4 method

In this section, we introduce our uncalibrated neural inverse rendering
network. Our approach first estimates all the light source directions and
intensities using image data. Computed light source information is then
fed into the proposed neural inverse rendering network to estimate the
surface normals. The idea is, those correct surface normals, when provided
to the rendering equation, should reconstruct the input image as close as
possible. Consequently, we can bypass the requirement of the ground-truth
surface normals at train time. Unlike recent methods, our approach models
the effects of both the light source and the interreflections for rendering the
image. Although one can handle interreflection using classical methods [12,
68], the reflectance characteristics of different types of material are quite
diverse. Hence, we want to leverage neural network’s powerful capability
to learn complex reflectance behavior from the input image data.

Let X = [X1, X2, ..., Xn] be a set of n input images captured by photometric
stereo setup and O be the object mask. Here, each image Xi is reshaped as
a column vector and not a facet symbol as used in interreflection modeling.
Even though the problem with unknown light directions gives rise to the
bas-relief ambiguity [26], we leverage the potential of the deep neural
networks to learn those source directions from the input image data using
a light estimation network as described in Section §2.4.1. The estimated
light directions are used by the inverse rendering network in Section §2.4.2
to infer the unknown BRDFs and surface normals using our proposed
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rendering equation. Our rendering approach explicitly utilizes the role of
the light source and interreflections in the image reconstruction process.

2.4.1 Light Estimation Network

Given X and O, the light estimation network predicts the light source
intensities (ei’s) and direction vectors (li’s). We can train such a network
either by regressing the intensity values and the corresponding unit vector
in the source’s direction or classifying intensity values into pre-defined
angle-range bins. The latter choice seems reasonable as it is easier than
regressing the exact direction and intensity values as discussed in [54].
Further, quantizing the continuous space of directions and intensities for
classification makes the network robust to small changes due to outliers or
noise. Following that, we express the light source directions in the range
f 2 [0, p] for azimuth angles and q 2 [�p/2, p/2] for elevation angles
(Fig.2.4(a)). We divide the azimuth and elevation spaces into Kd = 36 classes.
We classify azimuth and elevation separately, which reduces the problem’s
dimensionality and leads to efficient computation. Similarly, we divide the
light intensity range [0.2, 2.0] into Ke = 20 classes following [54].

We used seven feature extraction layers to extract image features for
each input image separately, where each layer applies 3⇥ 3 convolution
and LReLU activation [69]. The weights of the feature extraction layers
are shared among all the input images. However, single image features
cannot completely disambiguate the object geometry with the light source
information. Therefore, we utilize multiple images to have a global implicit
knowledge about the surface’s geometry and its reflectance property. We use
image specific local features and combine them using a fusion layer to get a
global representation of the image set via a max-pooling operation (Fig.2.3).
The global feature representation with the image-specific features is then
fed to a classifier. The classifier applies four layers of 3⇥ 3 convolution
and LReLU activation [69] as well as two fully-connected layers to provide
output softmax probability vectors for azimuth (Kd), elevation (Kd), and
intensity (Ke). Similar to the feature extraction, the classifier weights are
shared among each other. The output value with maximum probability is
converted into a light direction vector li and scalar intensity ei.

Loss function for Light Estimation Network. The light estimation network
is trained using a multi-class cross-entropy loss [54]. The total calibration
loss Lcalib is:

Lcalib = Laz +Lel +Lin (2.7)
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(b) Surface Reflectance

Figure 2.4: (a) The estimated source directions are given by two parameters:
f 2 [0, p] and q 2 [�p/2, p/2]. (b) Illustration of surface reflectance.
When light ray li hits a surface element, the specular component
along the view-direction of the point x due to ith source is given by rxi.
Figure 2(b) geometry presentation is inspired by Keenan work [70].

Here Laz, Lel , and Lin are the loss terms for azimuth, elevation, and
intensity respectively. We used synthetic Blobby and Sculpture datasets [43]
to train the network. The light source labels from these datasets are used
for supervision at the train time. The network is trained using the above
loss for once and the same network is used at the test time for all other
datasets for our experimental study in Section §2.5.

2.4.2 Inverse Rendering Network

To estimate an object surface normals from X, we leverage neural networks’
powerful capability to learn from data. The prime reason for that is, it is
difficult to mathematically model the broad classes of BRDFs without any
prior assumptions about the reflectance model [23–25]. Although there are
methods to estimate BRDF values using its isotropic and low-frequency
property [71, 72], it prohibits the modeling of unrestricted reflectance behav-
ior of the material. Instead of such explicit modeling, we build on the idea
of neural inverse rendering [15], where the BRDFs and surface normals are
predicted during the image reconstruction process by the neural network.
We go beyond Taniai et al. [15] work by proposing an inverse rendering
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network that synthesizes the input images using a rendering equation that
explicitly uses interreflections to infer surface normals.

(a) Surface Normal Modeling. We first convert X into a tensor X 2

Rh⇥w⇥nc, where h ⇥ w denote the spatial dimensions, n is the number
of images, and c is the number of color channels (c = 1 for grayscale and
c = 3 for color images). X is then mapped to a global feature map F as
follows:

F = x f (X , O, Q f ) (2.8)

O is used to separate the object information from the background. x f is a
three layer feed-forward convolutional network with learnable parameter
Q f . Each layer applies 3 ⇥ 3 convolution, batch-normalization [73] and
ReLU activation [69] to extract global feature map F. In the next step, we
use F to compute the surface normals. Let xn1 be the function that converts
F into output normal map No via 3⇥ 3 convolution and L2-normalization
operation.

No = xn1(F, Qn1) (2.9)

Here, Qn1 is the learnable parameter. We used the estimated No to compute
Nny using function xn2.

Nny = xn2(No, P, K) (2.10)

xn2 requires the interreflection kernel K and albedo matrix P as input. To
calculate K, we integrate the No over masked object pixel coordinates (x, y)
to obtain the depth map [4, 74]. Afterward, the depth map is used to infer
the kernel matrix K (see Eq:(2.3)). Once we have K, we employ Eq:(2.6) to
compute Nny. Later, Nny is used in the rendering equation (Eq:(2.16)) for
image reconstruction.

(b) Reflectance Modeling. For effective learning of BRDFs, it is important
to model the specular component. To incorporate that, we feed a specularity
map along with the input image as a channel. To compute it, we first
compute rxi for each point x that is the direction vector with the highest
specular component using the following well-known relation; assuming li,
and no as unit length vectors:

rxi + li = 2cos(q) · no(x); no(x)Tli = cos(q)

rxi = 2
�
no(x)Tli) · no(x

�
� li

(2.11)
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Here, rxi is also a unit length vector (see Fig.2.4(b)). The component of
specular reflection in the view-direction v = (0, 0, 1)T of the point x due to
ith light is computed as:

Ri(x) = vT
⇣

2
�
no(x)Tli) · no(x

�
� li

⌘
(2.12)

The above relation shows that the specular highlights are strongest if rxi is
close to v. Computing Ri(x) for all surface points provides the specular-
reflection map Ri 2 Rh⇥w⇥1. Concatenating Xi 2 Rh⇥w⇥c with Ri across
channel guides the network to learn complex BRDFs. Thus, we compute
feature map Si as:

Si = fsp(Xi � Ri, Qsp) (2.13)

We used � to denote the concatenation operation. fsp is a three-layer net-
work where each layer applies 3⇥ 3 convolution, batch-normalization [73]
and ReLU operations [69]. Although the feature map Si models the actual
specular component of a BRDF, it is computed using a single image observa-
tion Xi which has limited information. To enrich the feature, we concatenate
it with the global features F (see Eq:(2.8)) and compute enhanced feature
block Zi.

Zi = flg(Si �F, Qlg) (2.14)

flg function applies 1⇥ 1 convolution, batch normalization [73] and ReLU
operations [69] to estimate Zi . Finally, we define the reflectance function
fr that blends the image specific features with F along with the specular
component of the image to compute the reflectance map Yi.

Yi = fr(Zi, Qri) (2.15)

The function fr applies 3⇥ 3 convolution, batch normalization [73], ReLU
operation [69] with an additional 3⇥ 3 convolution layer to compute Yi.
The predicted Yi by the network contains the BRDFs and cast shadow
information. The specular (Qsp), local-global (Qlg), and reflectance image
(Qri) parameters are learned over SGD iteration by the network. Details
about the implementation of above functions, learning and testing strategy
are described in §2.5.

(c) Rendering equation. Assuming photometric stereo setup, once we have
the surface normals, reflectance map, and light source information, we
render the input image using the following equation:

X̃i = Yi �
�
ei · za(Nny, li)

�
(2.16)
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Here, we explicitly model the effects of interreflections in the image for-
mation. For a given source, Yi encapsulates the BRDF values with the cast
shadow information. Further, za is defined for the attached shadow. With
a slight abuse of notation used in Eq:(1.5), za computes the inner product
between a light source and the surface normal matrix for each pixel, and
the maximum operation is done element-wise i. e., max(NT

nyli, 0). ei 2 R+

is a scalar intensity value of the light source, and � denotes the Hadamard
product. Fig.2.5 shows the entire rendering network pipeline.

Loss Function for Inverse Rendering Network. To train the proposed
inverse rendering network, we use l1 loss between the rendered images X̃
and input images X on the masked pixels (O). The network parameters are
learned by minimizing the following loss using the SGD algorithm:

Lrec(X, X̃) =
1

mnc Â
i,c,x

|Xi,c(x)� X̃i,c(x)| (2.17)

Here, m is the number of pixels within O and n, c are the number of input
images and color channels, respectively. The optimization of the above
image reconstruction loss function seems reasonable; but, it may provide
unstable behavior leading to inferior results. Therefore, we apply weak
supervision to the network at the early stages of the optimization by adding
a surface normal regularizer in the loss function using an initial normal
estimate Ninit. Such a strategy guides the network for stable convergence
behavior and a better solution to the surface normals. Accordingly, the total
loss function is defined as:

L = Lrec(X, X̃) + lwLweak(Nny, Ninit) (2.18)

where, function Lweak is defined as:

Lweak(Nny, Ninit) =
1
m Â

x

��nny(x)� ninit(x)
��2

2 (2.19)

Least-square solution of N in Eq:(2.1) can provide weak supervision to the
network in the early stage of the optimization. However, such initialization
may provide undesirable behavior at times. Therefore, we adhere to the
robust optimization algorithm on photometric stereo to initialize the surface
normal in Eq:(2.18).
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2.4.3 Robust Initialization

Our method uses an initial surface normals prior Ninit (Eq:(2.18)) to warm
up the rendering network and to initialize the interreflection kernel K val-
ues. We propose to use partial sum of singular values optimization [20].
Let X 2 Rm⇥n, L 2 R3⇥n, N 2 R3⇥m, then photometric stereo equation
under Lambertian assumption with r = 1 can be written as X = NTL + E.
Here, E 2 Rm⇥n is a matrix of outliers and assumed to be sparse [18].
Substituting Z = NTL, the normal estimation under low rank assumption
can be formulated as a Robust Principal Component Analysis (RPCA) prob-
lem [18]. We know that RPCA performs the nuclear norm minimization
of Z matrix which not only minimizes the rank but also the variance of Z
within the target rank. Now, for the photometric stereo model, it is easy
to infer that N lies in a rank-3 space. As the true rank for Z is known
from its construction, we do not minimize the subspace variance within the
target rank (K). We preserve the variance of information within the target
rank while minimizing other singular values outside it via the following
optimization:

min.
Z,E
kZkr=K + lkEk1, subject to: X = Z + E (2.20)

The Augmented Lagrangian function of Eq:(2.20) can be written as follows:

L(Z, E, Y) = kZkr=K + lkEk1 +
µ

2
kX� Z� Ek2

F+ < Y, X� Z� E >

(2.21)
Here, µ is a positive scalar and Y 2 Rm⇥n is the estimate of the Lagrange
multiplier. As minimizing this function is challenging, we solve it by uti-
lizing the alternating direction method of multipliers (ADMM) [20, 75, 76].
Accordingly, the optimization problem in Eq:(2.21) can be divided into
sub-problems, where Z, E and Y are updated alternatively while keeping
the other variables fixed.
1. Solution to Z:

Z⇤ = argmin
Z

kZkr=K +
µk
2
kZ� (X� Ek + µ�1

k Yk)k
2
F (2.22)

The solution to Eq:(2.22) sub-problem at kth iteration is given by Zk =
PK,µ�1

k
[X� Ek + µ�1

k Yk] where, PK,t [M] = UM(SM1 + St [SM2 ])V
T
M is the

partial singular value thresholding operator [20] and St [x] = sign(x)max(|x|�
t, 0) is the soft-thresholding operator [77]. Here, UM, VM are the singular
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vector of matrix M and SM1 = diag(s1, s2, ...sK, 0, 0), SM2 = diag(0, 0, ..
, sK+1, .., sN).

2. Solution to E:

E⇤ = argmin
E

lkEk1 +
µk
2
kE� (X� Zk+1 + µ�1

k Yk)k
2
F (2.23)

The solution to Eq:(2.23) sub-problem at kth iteration is given by Ek =
Slµ�1

k
[X� Zk+1 + µ�1

k Yk] where, St [x] = sign(x)max(|x|� t, 0) is a soft-
thresholding operator [77].
3. Solution to Y: The variable Y is updated as follows over the iteration:

Yk+1 = Yk + µk(X� Zk+1 � Ek+1) (2.24)

For proof of convergence and theoretical analysis of partial singular value
thresholding operator kindly refer to Oh et al. [20] work. We solve for Z,
E using ADMM until convergence for K = 3 and use the obtained surface
normals for initializing the loss function of inverse rendering network.

2.5 experiments and results

We performed evaluations of our method on DiLiGenT dataset [78]. DiLi-
GenT is a standard benchmark for photometric stereo, consisting of ten
different real-world objects. For each object, it provides 96 images captured
under different lighting conditions. Despite it provides surfaces of diverse
reflectances, the subjects are not elegant for studying interreflections. There-
fore, we generate a new dataset that is apt for analyzing such complex
imaging phenomena. The acquisition is performed using two different
setups. In the first setup, we designed a physical dome system to capture
cultural artifacts. It is a 35cm hemispherical structure with 260 LEDs on
the nodes for directed light projection, and with a camera on top, looking
down vertically. The object under investigation lies at the center. Using it,
we collected images of three historical artifacts (Tablet1, Tablet2, Broken Pot)
with a spatial resolution of 180⇥ 225. Ground-truth normals are acquired
using active sensors with post-refinements. We noted that it is onerous to
capture 3D surfaces with high precision. For this reason, we simulated the
dome environment using Cinema 4D software with 100 light sources. Using
this synthetic setup, we rendered images of three objects (Vase, Golf-ball,
Face) with a spatial resolution of 256⇥ 256. Our dataset introduces new
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subjects with general reflectance properties to initiate a broader adaptation
of the photometric stereo algorithm for extracting 3D surface information
of real objects.

2.5.1 Implementation Details

This section provides a detailed description of our implementation. We start
by introducing the light estimation network’s training phase. Then we focus
on the testing phase, where the inverse rendering network is optimized to
estimate the surface normals, depth, and BRDF values. Finally, we present
details on training and testing run-times.

2.5.1.1 Training Details

As our inverse rendering network optimizes its learnable parameters at the
test time, we apply a training stage only to the light estimation network.
For training the network, we used Blobby and Sculpture datasets that
are introduced by Chen et al. [43]. This dataset is created by using 3D
geometries of Blobby [79], and Sculpture [80] shape datasets and combining
them with different material BRDFs taken from MERL dataset [81]. In total,
the complete dataset contains 85212 subjects. For each subject, there exist
64 renderings with different light source directions. The intensity of the
light sources is kept constant during the whole data generation process. To
simulate different intensities during training, image intensity values are
randomly generated in the range of [0.2, 2], and these intensity values are
used to scale the image data linearly. In each training iteration, the input
data is perturbed in the range of [�0.025, 0.025] for augmentation.

The light estimation network is a multiple-input multiple-output (MIMO)
system which requires images of the same object captured under different
illumination conditions (see Fig.2.3). The core idea is that all input images
have the same surface, and having more images helps the network extract
better global features. During training, we use 32 images of the same object
for global feature extraction. Note that all of the images are used for feature
extraction at test time to achieve the best performance from the network.

2.5.1.2 Testing Details

Light Estimation Network. Given a set of test images X and object mask O,
we first use the light estimation network to have light source directions and
intensities. However, the light estimation network operates on 128⇥ 128
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images because it uses fully connected layers for classification, and these
layers process only fixed-length vectors. Consequently, we scale the input
images into the resolution of 128⇥ 128 before feeding them to the network.
We apply this pre-processing step only for the light estimation network
and use the original image size for all other operations during testing. For
objects like Vase, where the cast shadows and interreflections play a vital
role in the object’s imaging, light estimation network can have questionable
behavior. So, we use the light source directions and intensities estimated
from a calibration sphere for testing our synthetic objects.
Inverse Rendering Network. Once we obtain the light source directions
and intensities, we apply the robust initialization algorithm to get an ini-
tial surface normal matrix Ninit. It also provides an albedo map that is
transformed into P 2 Rm⇥m which is required for interreflection modeling.
After the robust initialization process, we learn inverse rendering network’s
parameters. First, we initialize all the network parameters (Q f , Qn1, Qsp,
Qlg Qri) which correspond to the weights of the convolution operations. In
this step, we initialize the weights randomly by sampling from a Gaussian
distribution with zero mean and 0.02 variance. To compute Lrec of Eq:(2.18),
we randomly sample 10% of the pixels in each iteration and compute it
over these pixels to avoid local minimum. To provide weak-supervision, we
set lw = Lrec(0, X) to balance the influence of Lrec and Lweak to network
learning process. Note that lw is set to zero after 50 iterations to drop early
stage weak-supervision. We perform 1000 iterations in total with initial
learning rate of 8⇥ 10�4. The learning rate is reduced by factor of 10 after
900 iterations for fine-tuning. Before feeding the images to the normal
estimation network, we normalize them using a global scaling constant
s, i. e. the quadratic mean of pixel intensities X0 = X/(2s). We also inject
Gaussian noise with zero mean and 0.1 variance to the images before feed-
ing them to fsp for image reconstruction. We observed that this prohibits
the network from generating degenerate solutions. During the learning
of inverse rendering network, we repeatedly update the depth and the
interreflection kernel K using No after every 100 iterations.
Surface Normal Integration. To compute the depth from normals, we use
a gradient-based method with surface orientation constraint [74]. Given the
surface normals, we first compute a gradient field Ĝ 2 Rh⇥w⇥2 where h and
w are the spatial dimensions. The idea is that the gradient field computed
from surface normal map and the estimated depth D 2 Rh⇥w should be
consistent, i. e., rD ⇡ Ĝ. That corresponds to an overdetermined system
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GPU Time
Training of Light Estimation Network Titan X Pascal (12GB) ⇡ 22 hours

Inference on DiLiGenT GeForce GTX TITAN X (12GB) 53.41 ± 41.57 min per subject
Inference on our Dataset GeForce GTX TITAN X (12GB) 29.08 ± 15.99 min per subject

Table 2.1: Measured training and testing time with respect to the utilized hard-
ware. For our dataset, we have 100 to 260 images per subject and the
DiLiGenT dataset has 96 images per subject. Note: Deep photometric
stereo method processes a set of images rather than one image for
estimating normals.

of linear equations and is solved by minimizing the following objective
function i. e., Eq:(2.25) using the least-squares approach:

min.
D
krD� Ĝk2 (2.25)

Interreflection Modeling. To consider the effect of interreflection during
the image reconstruction process, we define the function xn2 which uses the
estimated normal No 2 R3⇥m, albedo matrix P 2 Rm⇥m and the interreflec-
tion kernel K 2 Rm⇥m. Given all these components, Nayar et al. [68] relates
the observed radiance (X) and the radiance due to primary light source (Xs)
as shown in Eq:(2.6) Assuming the surface shows Lambertian reflectance
property, we model the radiance in terms of facet matrices as follows:

X = FnyL, Xs = FL, ) Fny = (I� PK)�1F (2.26)

Here Fny 2 Rm⇥3 and F 2 Rm⇥3 are the facet matrices which contain
surface normals Nny and No scaled with local reflectance value. We use
Eq:(2.26) to obtain Fny and normalize each row to unit vector to obtain Nny.

The computation of the interreflection kernel K has the complexity of
O(n2) where n is the number of facets. Therefore, treating each pixel as
a facet limits the application of our method. To approximate the effect of
interreflections, we downsample the normal maps with the factor of 4 and
calculated the kernel values accordingly. After the normal is updated, we
scale it to the original size managing the image details appropriately.

2.5.1.3 Runtime Analysis

Our framework is implemented in Python using PyTorch version 1.1.0. Table
(2.1) provides the light estimation network’s training time and the inference
time of neural inverse rendering network on two datasets separately.
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CAT POT2 GOBLET READING COW BUDDHA

 (a) DiLiGenT Dataset

 (b) Ground-Truth Normal

 (c) Our Estimated Normal

Figure 2.6: Qualitative results on DiLiGenT dataset using our method.

VASE GOLF-BALL FACE

 (a) Our Dataset

 (b) Ground-Truth Normal

 (c) Our Estimated Normal

TABLET 1 TABLET 2 BROKEN-POT 

Figure 2.7: Qualitative results of our method on our dataset.
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Type G.T. Normal Methods# | Dataset! Ball Cat Pot1 Bear Pot2 Buddha Goblet Reading Cow Harvest Average

Classical 7 Alldrin et al.(2007) [27] 7.27 31.45 18.37 16.81 49.16 32.81 46.54 53.65 54.72 61.70 37.25

Classical 7 Shi et al.(2010) [28] 8.90 19.84 16.68 11.98 50.68 15.54 48.79 26.93 22.73 73.86 29.59

Classical 7 Wu et al.(2013) [34] 4.39 36.55 9.39 6.42 14.52 13.19 20.57 58.96 19.75 55.51 23.93

Classical 7 Lu et al.(2013) [82] 22.43 25.01 32.82 15.44 20.57 25.76 29.16 48.16 22.53 34.45 27.63

Classical 7 Pap. et al.(2014) [29] 4.77 9.54 9.51 9.07 15.90 14.92 29.93 24.18 19.53 29.21 16.66

Classical 7 Lu et al.(2017) [35] 9.30 12.60 12.40 10.90 15.70 19.00 18.30 22.30 15.00 28.00 16.30

NN-based 3 Chen et al.(2018) [43] 6.62 14.68 13.98 11.23 14.19 15.87 20.72 23.26 11.91 27.79 16.02

NN-based 3 Chen et al.(2018)† [43] 3.96 12.16 11.13 7.19 11.11 13.06 18.07 20.46 11.84 27.22 13.62

NN-based 3 Chen et al.(2019) [54] 2.77 8.06 8.14 6.89 7.50 8.97 11.91 14.90 8.48 17.43 9.51

NN-based 7 Ours 3.78 7.91 8.75 5.96 10.17 13.14 11.94 18.22 10.85 25.49 11.62

Table 2.2: Without using ground-truth light or surface normals of this dataset at
train time, our method supplies results that is comparable to the recent
state-of-the-art [54]. The 1st and 2nd best performing methods are
colored in light-red and dark-red respectively. ’G.T. Normal’ column
indicates the use of ground-truth normal at train time. Comparisons
are done against well-known uncalibrated methods. † indicates the
deeper version of the UPS-FCN model.

Type G.T. Normal Methods# | Dataset! Vase Golf-ball Face Tablet 1 Tablet 2 Broken Pot Average

Classical 7 Nayar et al.(1991) [68] 28.82 11.30 13.97 19.14 16.34 19.43 18.17

NN-based 3 Chen et al.(2018) [43] 35.79 36.14 48.47 19.16 10.69 24.45 29.12

NN-based 3 Chen et al.(2019) [54] 49.36 31.61 13.81 16.00 15.11 18.34 24.04

NN-based 7 Ours 19.91 11.04 13.43 12.37 13.12 18.55 14.74

Table 2.3: Comparison against recent uncalibrated deep photometric stereo meth-
ods and Nayar et al. [68] on our dataset. In contrast to our approach,
Chen et al. [43] and Chen et al. [54] require ground-truth normal for
training the network. We can observe that our method shows consis-
tent behavior over a diverse dataset that is on average better than other
methods. The two best-performing methods are shaded with light-red
and dark-red color respectively.

2.5.2 Evaluation and Ablation Study

To measure the accuracy of the estimated surface normals, we adopt the
standard mean angular error (MAE) metric as follows:

MAE =
180
p

1
m

m

Â
i

arccos(ñT
i ni) (2.27)

where, n is the number of photometric stereo images, and m is the number
of object pixels. ñi and ni denote the estimated and ground-truth surface
normals. Following previous works [43, 54], we report MAE in degrees.
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2.5.2.1 Results on DiLiGenT Dataset

Table(2.2) provides statistical comparison of our method against other
uncalibrated methods on DiLiGenT benchmark. It can be inferred that our
method achieves competitive results on this benchmark with an average
MAE of 11.62 degrees, achieving the second best performance overall
without ground-truth surface normal supervision. On the contrary, the
best performing method [54] uses ground-truth normals during training,
and therefore, it performs better for objects like Harvest, where imaging is
deeply affected by discontinuities.

2.5.2.2 Results on Our Dataset

Table(2.3) compares our method with other deep uncalibrated methods
on our proposed dataset. For completeness, we analyzed Nayar et al. [68]
algorithm by using light sources data obtained using our approach. The
results show that our method achieves the best performance overall. We
observed that other deep learning methods cannot handle objects like Vase
as they fail to model complex reflectance behavior. Similarly, Nayar et al. [68]
results indicate that modeling interreflections alone is not sufficient. Since
we not only model the effects of interreflections, but also the reflectance
mapping associated with the geometry, our method consistently performs
well.

2.5.2.3 Ablation Study

For this study, we validate the importance of robust initialization and
interreflection modeling.
(a) Robust Initialization. To show the effect of initialization, we consider
three cases. First, we use classical approach [11] to initialize inverse ren-
dering network. Second, we replace the classical method with our robust
initialization strategy. In the final case, we remove the weak-supervision
loss from our method. Fig.2.9 shows MAE and image reconstruction loss
curve per learning iteration obtained on Cow dataset. The results indicate
that robust initialization allows the network to converge faster as outliers
are separated from the images at an initial stage. Fig.2.8 shows the MAE of
surface normals during initialization as compared to the results obtained
using our method.
(b) Interreflection Modeling. To demonstrate the effect of interreflection
modeling, we remove the function xn2 in Eq:(2.10) and use No in image
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Figure 2.8: Surface normal accuracy achieved w.r.t its initialization.

reconstruction as in classical rendering. Fig.2.9 provides learning curves
with and without interreflection modeling. As expected, excluding the effect
of interreflections inherently impacts the accuracy of the surface normals
estimates even if the image reconstruction quality remains consistent. Hence,
it is important to explicitly constrain the geometry information.

2.5.2.4 Analysis on Estimated Light Source Directions

We aim to investigate the source directions’ behavior predicted by the light
estimation network. For that purpose, we use a well-known setup used
for light calibration, i. e., a calibration sphere. Our renderings from the
calibration sphere (see Fig.2.10(a)) has specular highlights and attached
shadows, which provide useful cues for the light estimation network. Fig-
ures 2.10(b)-2.10(d) illustrate the x, y and z components of the estimated
light source direction and ground-truth with respect to the images. We
measured the MAE between these vectors as 6.31 degrees. We also observed
that the x and y components match well with the ground-truth values. On
the other hand, we observed fluctuations on the z component where the
values slightly deviate from the ground-truth in a specific pattern. One
possible explanation for this observation is that the network has a bias such
that its behavior changes in the different regions of the lighting space. Since
we generated the data by moving the light source on a circular pattern
around z-axis, Fig. 2.10(d) also follows a similar pattern with the same
frequency with x and y components’ curves.
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Figure 2.9: Ablation Study: We demonstrate the effect of robust initialization on
Cow (top) and interreflection modeling on Vase (bottom).

(a) Calibration
Sphere

(b) x Component (c) y Component (d) z Component

Figure 2.10: Light source directions obtained from the calibration sphere (a)
using the light estimation network. We demonstrate the x,y and z
components of the light direction vectors (b-d). The mean angular
error between the ground-truth and estimated light directions is 6.31
degrees.
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2.5.3 Case Study

This section provides the observation on the case study that we conducted
for our proposed method. It is done to analyze the behavior of our method
under different possible variations in our experimental setup. Such a study
can help us understand the behavior, pros, and cons of our approach.
Case Study 1: What if we use ground-truth light as input to inverse rendering
network instead of relying on light estimation network?

This case study investigates the reliability of our method. To conduct this
experiment, we supplied ground-truth light source directions and intensities
as input to the inverse rendering network and robust initialization. The
goal is to study the expected deviation in the accuracy of surface normals
when ground-truth light sources information is used, compared to the light
calibration network. Table (2.4) compares our method’s performance with
recent deep calibrated photometric stereo methods on our proposed dataset.
The results show that our inverse rendering method achieves the best
performance in the calibrated setting, although it does not use a training
dataset like other deep-learning-based methods. Additionally, we observed
that the CNN-PS model proposed by Ikehata [14] which performs per-
pixel estimation using observation maps, may not provide accurate surface
normals for interreflecting surfaces such as the Vase and the Broken Pot.
Hence, we conclude that extracting information by utilizing the surface
geometry is crucial for solving photometric stereo since all surface points
affect each other.

Moreover, in Table (2.4), we show the comparison of our method’s per-
formance under calibrated and uncalibrated settings. Our method achieves
12.68° MAE on average, using ground-truth light as input. At the same time,
it reaches an average MAE of 14.74° utilizing the information of the light
source obtained from the light estimation network. The difference between
these two scores is 2.06 degrees, which indicates that the gap between the
calibrated and uncalibrated settings is not substantial. Accordingly, we
can conclude that our method is robust to the variations in the estimated
lighting. Further, we observed that our method performs better with the
network estimated light sources information in the categories like Golf-ball,
Face. Hence, based on that observation, we can conclude that the availability
of ground-truth calibration data is not a strict requirement for achieving bet-
ter surface normals estimates in photometric stereo for all kinds of surface
geometry.
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Type G.T. Normal Methods# | Dataset! Vase Golf-ball Face Tablet 1 Tablet 2 Broken Pot Average

NN-based 3 Ikehata (2018) [14] 34.00 14.96 16.61 16.64 12.32 18.31 18.81

NN-based 3 Chen et al.(PS-FCN)(2018) [43] 27.11 15.99 16.17 10.23 5.79 8.68 14.00

NN-based 7 Ours (Ground-truth light/ calibrated) 16.40 14.23 14.24 10.77 4.49 15.92 12.68

NN-based 7 Ours (Estimated light/ uncalibrated) 19.91 11.04 13.43 12.37 13.12 18.55 14.74

Diff. in MAE (Ours(Est)-Ours(GT)) +3.51 -3.19 -0.81 +1.60 +8.63 +2.63 +2.06

Table 2.4: Comparison of recent deep calibrated photometric stereo methods
Ikehata [14] and Chen et al. [43] (PS-FCN) against our method under
uncalibrated and calibrated setting. For testing our method under
the calibrated setting, we evaluate the performances assuming that
ground-truth light source directions and intensities are available. Note
that Chen et al. [43] and Ikehata [14] additionally uses ground-truth
surface normals for training, in contrast to our method. The last row
shows the difference between our method results when used under
uncalibrated and calibrated setting respectively. We can see that the
average difference in MAE between the two settings of our method is
not significant.

Case Study 2: What if we use noisy images? Photometric stereo uses a camera
acquisition setup, and this implies that noise due to imaging is inevitable.
This case study aims to investigate the behavior of our method on different
noise levels. To study such a behavior, we synthesized images by adding
noise to the images of our proposed dataset. Fig.2.11 compares the perfor-
mance of our method under different noise levels. For this case study, we
used zero-mean Gaussian noise with different standard deviations (s=0.05,
s=0.1, s=0.2). The quantitative results indicate that increasing the noise
generally degrades the performance. We observed that the behavior under
different noise levels varies among the subjects.
Case Study 3: Photometric stereo on concentric surfaces with deep concavities
and large surface discontinuity.

To study our photometric stereo method’s boundary-condition, we took
a complex geometric structure with concentric surfaces, deep-concavities,
and large discontinuities for investigation. Accordingly, we synthesized
the Rose dataset using the same dome-settings outlined before. Fig.2.12
shows the qualitative results obtained on this dataset. Our method achieves
60.82 degrees of MAE on this particular example. We observed that our
approach could not handle this complex geometry because the surface is
highly discontinuous with excessive gaps between the leaves. The scene is
also affected by occlusions and cast shadows, and therefore, modeling the
interreflections for this case seems very difficult.
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Noise Std (σ) Vase Golf-ball Face Tablet1 Tablet2 Broken Pot Average

0.0 19.91 11.01 13.43 12.37 13.12 18.55 14.73

0.05 21.96 11.54 12.94 17.25 11.22 17.22 15.36

0.1 25.01 11.83 15.12 18.80 11.55 19.06 16.90

0.2 24.41 14.25 19.62 21.27 10.07 18.16 17.96
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Figure 2.11: The performance of our method against different noise levels. We
used zero-mean Gaussian noise (µ = 0) with different standard
deviations (s). We observed that increasing the noise level generally
degrades the performance. Still, the behavior under different noise
levels varies among the subjects as the performance depends on the
signal-to-noise ratio of the images.

Though our method applies to a broad range of objects, our interreflection
modeling is inspired by Nayar et al. [68] formulation, which may not hold
for all kinds of surfaces. The interreflection modeling computes depth
from the normal map under the continuous surface assumption, which
fails in this case study. Furthermore, it models continuous surfaces with
discrete facets. Due to such limitations, our method may not be suitable for
concentric surfaces with deep concavities and large discontinuities. In such
cases, the interreflection effect is very complicated, and our approach may
disappoint to model such complex light phenomena.

2.6 limitations and future extension

Discrete facets assumption of a continuous surface for computing depth
and interreflection kernel may not be suitable where the surface is discon-
tinuous in orientation, e. g., surface with deep holes, concentric rings, etc..
As a result, our method may fail on surfaces with very deep concavities
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Figure 2.12: Failure case: Qualitative results on the Rose dataset.

and cases related to naturally occurring optical caustics. As a second lim-
itation, the light estimation network may not resolve GBR ambiguity for
all kinds of shapes. Presently, we did not witness such ambiguity with the
light calibration network as it is trained to predict lights under non-GBR
transformed surface material distribution.

Our proposed method enables the application of photometric stereo on a
broader range of objects. Yet, we think that there are possible future direc-
tions to extend it. Firstly, our method is generally a two-stage framework
that utilizes a light estimation network and inverse rendering network in
separate phases during inference. As an extension of our work, we aim
to combine those stages in an end-to-end framework where light, surface
normals, and reflectance values are estimated simultaneously. Secondly, our
method uses a physical rendering equation for image reconstruction that is
not sufficient for modeling all physical interactions between the object and
the light. We believe that an improved rendering equation with additional
physical constraints will allow better normal estimates. In addition to that,
our method utilizes a specular-reflectance map inspired by the Phong re-
flectance model. Using other sophisticated variants of specular-reflectance
map such as the Blinn-Phong reflection model [83] may further advance
our approach. Finally, we observed that our method is very convenient for
practical usage as it doesn’t require ground-truth normals for supervised
training. However, it could be possible to improve performance by utilizing
training data in a similar framework.

2.7 conclusion

From this work, we conclude that uncalibrated neural inverse rendering
approach with explicit interreflection modeling enforces the network to
model complex reflectance characteristics of objects with different material
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and geometry types. Without using ground-truth surface normals, we
observed that our method could provide comparable or better results than
the supervised approaches. And therefore, our work can enable 3D vision
practitioners to opt for photometric stereo methods to study a broader range
of geometric surfaces. That’s said, image formation is a complex process,
and additional explicit constraints based on the 3D surface geometry types,
material, and light interaction behavior could further advance our work.





3
M U LT I - V I E W P H O T O M E T R I C S T E R E O

3.1 motivation

In the coming decade, dense 3D data acquisition of objects is likely to
become one of the most important problems in computer vision and in-
dustrial machine vision. Moreover, it can be helpful for a wide range of
other cutting-edge scientific disciplines such as metrology [1], geometry
processing [2], forensics [3], etc. Many active and passive 3D reconstruc-
tion approaches or pipelines were proposed to solve 3D reconstruction of
objects [1, 3–5, 84]. However, it is widely accepted that methods such as
structure-from-motion [6, 7], multi-view stereo [1], photometric stereo [11,
61, 85], and other standalone approaches [86–90] are not sufficient on
their own to provide detailed and precise 3D reconstruction for all kinds
of surfaces [3]. Therefore, methods that combine complementary surface
estimates by leveraging more than one modality are often preferred [57, 91].

Among the passive 3D shape acquisition methods, multi-view stereo
(MVS) has become the most popular approach [6, 92, 93], especially after
the proliferation of cheap digital cameras for high-quality imaging. Yet,
MVS works best for Lambertian textured surfaces and gives unreliable
results for non-textured objects with non-Lambertian surface reflectance
property. Moreover, high-frequency surface details such as indentations and
scratches are difficult to recover using MVS methods (see Fig.3.1(a)).

On the other hand, photometric stereo (PS) is magnificent at recovering
high-frequency surface details using light-varying images [11]. It is also
effective for non-textured, and non-Lambertian surfaces [54]. PS allows the
recovery of per-pixel depth of the object by integration of the estimated
surface normals [94]. However, it suffers from the main shortcoming: The
recovered surface profile is globally deformed by a low-frequency distor-
tion [57]. Such distortion is likely due to numerical integration of the surface
normal map without explicit constraints between multiple disconnected
regions of the object’s surface [57, 95, 96] or non-directional lighting effects
(see Fig.3.1(b)). Further, existing methods generally assume isotropic mate-
rial objects and may fail to handle objects with anisotropic material like a
piece of wood [14, 15, 71, 72].

41
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Preserves low
frequency surface details

Overly smooth reconstruction
of fine surface details 

(a) Multi-View Stereo Reconstruction

Low-frequency 
surface distortion 

High-quality reconstruction
of fine surface details 

(b) Photometric Stereo Reconstruction

High-quality reconstruction
of fine surface details 

Corrected low-frequency 
surface distortion

(c) Multi-View Photometric Stereo Reconstruction

Figure 3.1: (a) MVS reconstruction preserves the plane geometry but loses the
finer details. (b) PS captures the fine geometric details but introduces
global distortion. (c) Multi-view photometric stereo (MVPS) can han-
dle the high and low-frequency surface components quite well. It
overcomes the high and low-frequency surface reconstruction prob-
lem by suitably utilizing the complementary surface estimates.

When it comes to the accuracy of recovered 3D shapes for its use in
scientific and engineering purposes (metrology), methods that use only
MVS or PS suffer [88, 93, 97, 98]. As a result, a mixed experimental setup
such as multi-view photometric stereo (MVPS) is generally employed [91].
In such a setup, complementary modalities are used to obtain better surface
measurements, which are otherwise unavailable from an individual sensor
or method. Accordingly, similar fusion-based strategies gained popularity
for surface estimation [5, 57, 99–101]. One may also prefer to use two
or more active sensors to receive the surface data estimates for fusion.
Nevertheless, this chapter focuses on the MVPS setup, where the subject is
placed on a rotating base and for each rotation multiple images are captured
using one LED light source at a time. The major motivation for such an
approach is that the active range scanning strategies used for object’s 3D
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acquisition, such as structured light [102–104], 3D laser scanners [105], RGB-
D sensors [5] are either complex to calibrate or provide noisy measurements
or both. Further, these measuring techniques generally provide incomplete
range data with outliers that require serious efforts for refinement.

Existing state-of-the-art methods to the MVPS problem generally apply
a sequence of steps [57, 91, 106] (i) procure the 3D position measurement
using multi-view images or 3D scanner (ii) estimate surface orientation or
iso-depth contours using photometric stereo methods, and (iii) fuse the
surface orientation and 3D position estimates to recover 3D geometry using
appropriate mathematical optimization. Now, several fusion strategies exist
that can combine these alternate sources of information for better 3D shape
reconstruction. [57, 91, 99, 106–108]. Of course, the precise steps taken by
such approaches can provide better results, yet they rely heavily on explicit
mathematical modeling [56, 57, 91, 101, 107–109], and complex multi-staged
network design [106] which are complicated to execute. In contrast, this
thesis presents three different approaches which are simple and general.
Our approaches can suitably combine the surface details coming from
PS with multi-view information for favorable gain in performance and
applicability.

3.2 related work

Here, we review important MVS, view-synthesis and MVPS methods related
to our work.

3.2.1 Multi-View Stereo (MVS) Methods

It aims at reconstructing a plausible 3D geometry of the object from a set of
images alone [1]. The working principle of MVS generally pivots around
improving the dense image feature correspondence (local similarity) and
camera parameters across images for triangulation [1, 89, 90, 93, 110, 111].
Recent developments in machine learning have led to the renovation of
traditional MVS methods via deep-learning frameworks.

Roughly, it can be divided into four to five categories [1, 112]. (i) Volu-
metric methods require bounding box knowledge containing the subject.
These methods estimate the relation between each voxel and the surface
element, and their accuracy is greatly affected by voxel grid resolution [113–
117]. (ii) Patch-based approach utilize the Barnes et al. [118] randomized
correspondence idea in the scene space. Generally, these methods generate
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random 3D planes in the scene space and refine the depth representation
and normal fields based on photo-consistency measures [93, 98, 111, 119].
(iii) Depth map reconstruction-based methods use a reference image with
different source images under calibrated settings to improve the overall
depth estimation [98, 120–124]. (iv) Point cloud-based methods operate
on the 3D points and process the initial sparse point sets to densify the
results [93, 125]. (v) Distributed structure-from-motion methods utilize the
notion of motion averaging to improve large-scale 3D reconstruction [59, 126,
127]. Recently, deep neural networks have been widely adopted for MVS,
which provide better performance than traditional MVS methods [112].
Earlier work in this area uses CNN’s for two-view [128] and multi-view
stereo [129]. Lately, the learning-based MVS rely on the construction of 3D
cost volume and use the deep neural networks for regularization and depth
regression [130–136]. As most of these approaches utilize 3D CNN for cost
volume regularization —which in general is computationally expensive, the
majority of the recent work is motivated to meet the computational require-
ment with it. Few methods attempt to address it by down-sampling the
input [135, 136]. Other attempts to improve the computational requirements
uses sequential processing of cost volume [137], cascade of 3D cost vol-
umes [112, 138–140], small cost volume with point-based refinement [130],
sparse cost volume with RGB and 2D CNN to densify the result [141],
learning-based patch-wise matching [134, 140] with RGB guided depth map
super-resolution [140].

3.2.2 View Synthesis for 3D Reconstruction

In recent years, view synthesis methods, in particular, the Neural Radi-
ance Fields (NeRF) method for scene representation, have proposed an
interesting idea to recover the 3D geometry of the scene using multi-view
images [88]. NeRF has generated a new wave of interest in 3D computer
vision and has led to several follow-ups in 3D data acquisition from im-
ages [142–152]. NeRF uses a fully-connected deep neural network to rep-
resent the scene geometry and radiance information implicitly. It renders
photo-realistic views by implicitly encoding surface volume density and
color via a multi-layer perceptron (MLP). Once MLP is trained, the 3D
shape can be recovered by using the estimated volume density. One can
model the implicit object’s surface normals and radiance field in a unified
way but may need volume occupancy information. Further, to couple the
surface normals term with the surface 3D point coming from the same mea-
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surement source may not provide significant gain [152], especially when
dealing with PS images, where shading plays a critical role.

3.2.3 Multi-View Photometric Stereo (MVPS) Methods

MVPS is a classical 3D shape acquisition setup introduced by Hernandez
et al. [56]. The proposed setup is composed of a turn-table with an object
placed at the center of the table for multi-view and photometric stereo
image acquisition. The MVPS algorithm proposed by Hernandez et al. [56]
combines the multi-view PS results and corrects its low-frequency surface
distortion via multi-view geometric constraint. Yet, the method works well
only for specific parametric BRDF models [91]. Later, Park et al. [62, 108]
proposed an uncalibrated MVPS method to recover fine geometric details
of the shape. It requires an initial coarse mesh with a 2D displacement map
for optimization leading to shape recovery. Still, the method cannot handle
objects with diverse surface reflectance properties. Further, it often fails
on textureless regions with non-Lambertian reflectances [91]. Logothetis et
al. [153] used a volumetric approach to solve MVPS via a variational frame-
work. Recently, Li et al. [91] proposed a systematic geometric approach to
MVPS showing state-of-the-art results. However, it consists of several care-
fully crafted explicit geometric modeling steps such as iso-depth contour
estimation, tracing contours, multi-view depth propagation, point sorting,
shape optimization, etc. It requires a successful execution of each of these
steps applied in a sequel to recover the surface. Hence, re-implementing
such an approach is complex, strained, and time-consuming. Furthermore,
the use of classical PS and MVS in their pipeline has its limitations; for
e.g., classical PS, MVS may not handle a wide range of objects with non-
Lambertian properties, etc.

Our literature review shows a lack of a robust modern neural network
approach to solve MVPS, which is excellent at learning the object’s surface
properties from data. Existing attempts for the task consider co-located
lighting setups [157], have constraints on the object topology [158], or are
restricted to certain material types [159]. Thus, it has become increasingly
evident that a simple and effective learning method is essential for the
MVPS problem.

Other related work uses an active 3D sensing modality with PS. For
instance, Nehab et al. [57] used a structured lighted scanner, whereas
Chatterjee et al. [101] relied on a RGB-D sensor to measure the 3D position
data. Instead, our work focuses on the classical MVPS setup [56, 62, 91]. It
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Method Base data Shape representation Optimization
Mostafa et al. [99] Laser, PS images Neural Network Back-Propagation + EKF [154]
Nehab et al. [57] Scanner [105], PS images Mesh Mesh (Linear)

Hernandez et al. [56] MVPS images Mesh Mesh (Coupled)
Park et al. [108] MVPS images Mesh + 2D displacement Parameterized 2D (Sparse Linear)

Li et al. [91] MVPS images Depth Contour + 3D points Poisson surface [155] + [57]
Logothetis et al. [153] MVPS images and SDF Parameterized SDF Variational Approach

Ours MVPS images Multi-layer Perceptron Adam [156]

Table 3.1: Previous work on passive approach to 3D shape recovery using orien-
tation and range estimates. Despite Mostafa et al. [99] and Nehab et
al. [57] use active modality, we included them for completeness.

has some apparent advantages over active 3D scanning methods. Firstly,
it is easy and cost-effective to perform high-quality image acquisition,
as regular cameras are sufficient. Secondly, it is relatively noise-free and
gives dense per-pixel information compared to incomplete range data
with outliers provided by structured light [102], 3D laser scanner [105],
and depth sensors [5]. Although the developments in RGB-D and other
portable active sensors have led to success with volumetric methods on
shading-based refinement [107, 160, 161], our work relies on image data
for this problem. Much of the existing work that utilizes the images for
complementary measurements uses explicit mathematical modeling for
precise 3D geometry [56, 91, 106, 108, 153, 162]. Table (3.1) summarizes some
of the recent and early developments in the area of multi-view photometric
stereo.

3.3 preliminaries

3.3.1 MVPS Setup

Hernández et al. [56] proposed the introductory MVPS acquisition setup.
It is composed of a turntable arrangement, where light-varying images
(PS images) of the object placed on the table are captured from a given
viewpoint. Note that the camera and light sources’ position remains fixed,
and only the table rotates, providing a new viewpoint (v) of the object
per rotation. For every table rotation, PS images for each light source
are captured and stored (see Fig.3.2). In this chapter, we consider such a
turntable acquisition setup for our analysis. We also assume a calibrated
setting, i. e., all the light source directions and camera calibrations are
known.
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Figure 3.2: General setup for multi-view photometric stereo. The object is placed
on a base with fixed rotation. A camera is placed at the center of
the disk to capture images. LEDs are placed in a concentric ring for
controlled light setup. The 3D model used for the above illustration
is taken from [88] dataset.

3.3.2 Notation and Definitions

Before describing the details of our approach, we introduce the notation
and the image formation model for the MVPS setting. We denote Iv =
{Iv

1 , .., Iv
Np
} as the set of Np PS images for a given view v 2 [1, Nm]. For

simplicity, let’s assume a single view case for an object with reflective
surface, whose appearance can be encoded by a bidirectional reflectance
distribution function (BRDF) Fs with surface normals N 2 R3⇥p. Here, p
symbolizes the total number of pixels. When object’s surface is illuminated
by a point light source positioned in the direction lk 2 R3⇥1, then the image
Iv
k 2 Rp⇥1 captured by a camera in the view direction v 2 R3⇥1 can be

modeled as
Iv
k = ek · Fs(N, lk, v) · max(NTlk, 0) + ek (3.1)

where, ek 2 R+ denotes the intensity, ek is an additive error and max(NTlk, 0)
accounts for the attached shadows. Using such an acquisition experimental
setup, it is easy to recover two types of surface priors: (i) 3D position per
pixel (pi 2 R3⇥1) of the object using multi-view stereo images (ii) surface
normal for each surface point (nps

i 2 R3⇥1) using light varying images [1, 7,



48 multi-view photometric stereo

11, 110]. Hence, by design, the problem boils down to effective use MVS
and PS surface priors, light varying images, light and camera calibration
data for high-quality dense 3D surface recovery.

3.3.3 Benchmark

Datasets. We use DiLiGenT-MV benchmark dataset [91, 163] for our ex-
periments, statistical evaluations, and ablation studies. The DiLiGenT-MV
dataset consists of complex BRDF images taken from 20 viewpoints. For
each viewpoint, 96 images are captured, each illuminated by a light source
in a different known position (calibrated). The dataset includes 5 objects
(BEAR, BUDDHA, COW, POT2, READING) with complex surface profiles
and its images are captured under large illumination changes. For creating
this dataset, the distance between the camera and object is set to 1.5 m [91]1.

Although the DiLiGenT-MV benchmark consists of challenging objects
with non-Lambertian surfaces, all provided objects satisfy isotropic BRDF
property. Therefore, we simulated a new dataset consisting for objects with
anisotropic and glossy surfaces. Similar to classical setup, we simulated our
dataset using a turntable setup with 36 angle rotations. We place 72 light
sources in a concentric way around the camera (see Fig.3.2) and rendered im-
ages corresponding to each light source. We use licensed Houdini software
to simulate our setup and render MVPS images of a single object 3D model
taken from NeRF synthetic dataset [88] with three different material types
(Wood, Gray, Red)2. The Wood category is rendered to study anisotropic
material behavior and the other two categories to analyze performance on
texture-less glossy objects. We rendered images at 1280⇥ 720 resolution to
better capture the object details.
Evaluation Metrics. Our quantitative analysis is based on Chamfer-L1
distance, precision and F -score on the reconstructed and ground-truth
point sets: R,G ⇢ R3. For a single reconstructed point r 2 R, distance to
the ground-truth is defined as follows:

dr!G = min
g2G
kr� gk . (3.2)

The individual distance measures are accumulated to define Chamfer-L1
distance and F -score as follows:

1 This dataset is publicly available for research purpose at:
https://sites.google.com/site/photometricstereodata/mv

2 CC-BY-3.0 license.
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CD =
1

2|R|
Â

x2R
dx!G +

1
2|G| Â

x2G
dx!R, (3.3)

F (t) =
2P(t)R(t)

P(t) + R(t)
, (3.4)

where
P(t) =

1
|R|

Â
r2R

[dr!G < t], (3.5)

R(t) =
1
|G|

Â
g2G

[dg!R < t], (3.6)

stand for precision and recall measures respectively. Here, [.] is the Iverson
bracket and t is the distance threshold.

3.4 neural radiance fields approach to mvps

In this section, we present a simple and modern approach (NR-MVPS)
that can suitably introduce the surface details coming from PS to neural
radiance field representation of the scene for favorable performance gain.
Our method is inspired by the idea of local region-based techniques for
volumetric illumination, which can render more realistic images [164, 165].
The ray-traced volume rendering approximates the surface normals using
the gradient of the density along each (x, y, z) direction in volumetric
space [165, 166]. However, to use such a notion for our problem setup,
we must know the occupancy of the point in the volume space. To keep
it simple, we utilize the surface normal from PS as the gradient density
information for each sample point along the ray to reconstruct MVPS
images as close as possible and recover 3D geometry. While one could
recover depth from surface normals and then infer the occupancy of the
volume density, we know that normal integration may lead to inaccurate
depth estimates, hence incorrect occupancy information. So, we adhere to
the proposed idea of using local gradients and show the validity of our
method via experimental evaluations.

Our approach first estimates the surface normal for all the views using
a deep photometric stereo network which is trained independently in a
supervised setting. We use sample spatial location xi, the viewing direction
v, and the object’s surface normal for our MVPS representation. Surface
normals for each 3D sample point along all known view directions are
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employed. For 3D reconstruction, our method optimizes a multi-layer per-
ceptron that regresses from the position, view direction, and surface normal
to single volume density and view-consistent RGB color. We use Fourier
feature encoding on both positional and surface orientation data before
passing them to the network [167]. Experimental results show that our
method provides comparable or better results than previously proposed
complex multi-view photometric stereo methods [56, 57, 99, 101, 107, 109],
stand-alone state-of-the-art multi-view method [140], and view synthesis
approach [88].

3.4.1 Contributions

In this section, we make the following contributions:

• While previous multi-stage fusion methods to MVPS are very com-
plex, we propose a much simpler continuous volumetric rendering
approach that uses the local density gradient effects in MVPS image
formation.

• Our work takes an opportunistic approach that exploits the com-
plementary source of information in MVPS setup via two sets of
representation i. e., volumetric and surface.

• Despite being much simpler than fusion methods, our approach
achieves better or comparable results than the state-of-the-art [91,
108], as well as stand-alone methods such as multi-view [140, 152],
photometric stereo [14], and continuous volumetric rendering [145]
methods.

3.4.2 Method

The proposed approach considers the notable image formation models used
in computer vision and computer graphics i. e., photometric stereo image
formation model [11] and the rendering equation [168]. These imaging
models has its advantage depending on the experimental setup. Since we
are solving the well-known MVPS problem, we can exploit the benefit of
both photometric and multi-view stereo setup. For our work, we assume
that the subject under study is a solid texture-less object, which is often
studied in photometric stereo research [91]. Next, we describe the deep PS
network, followed by our neural radiance field modeling for a multi-view
photometric stereo setup.
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3.4.2.1 Deep Photometric Stereo Network

As modeling unknown reflectance properties of different objects remains
a fundamental challenge, we utilize deep neural networks to learn the
complicated BRDF’s from input data. We leverage the observation map
based CNN model to estimate surface normal under a calibrated setting [14].
Unlike other supervised methods, it has rotational invariance property for
isotropic material, handles unstructured images and lights well, and above
all provides best performance known to us with acceptable inference time.
Observation map. For each pixel, this map contains the normalized ob-
served intensity values due to all the light sources. In a general PS setup, the
light sources are located in a concentric way. Thus, a one-to-one mapping
between the light source position (lx, ly, lz) 2 R3 and corresponding x-y
coordinate projection (lx, ly) 2 R2 is possible. Note that l2

x + l2
y + l2

z = 1 8 lk
i. e., the unit vector in the direction of source. We construct the observation
map Wv

i 2 Rw⇥w for each pixel i using its intensity value across all the Np
images as outlined in Algorithm 1.

Algorithm 1: Observation Map Construction

1 for i {1, ., p}
2 for j {1, ., Np}

3 Wv
i

⇣
z
�
w ·

(l j
x+1)
2

�
, z
�
w ·

(l j
y+1)
2

�⌘
=

Iv
i (i)
hi ei

4 end
5 end

Here, w is the size of the observation map and the function z : R 7!

Z0+. The scalar hi for ith pixel is hi = max(Iv
1 (i)/e1, . . . , Iv

Np
(i)/eNp) is the

normalizing constant. Since the projected source vectors can take values
from [�1, 1], they are scaled appropriately to get positive integer values.
Architecture Details. Inspired by the DenseNet design [169], the PS net-
work first performs a convolution with 16 output channels on the input
observation maps. The other part of the network consists of two dense
blocks, a transition layer, and two dense layers, which is then followed
by a normalization layer to recover surface normals as output. The dense
block is composed of one ReLU layer, one 3⇥ 3 convolutional layer and a
0.2 dropout layer. The transition layer is composed of a ReLU layer, 1⇥ 1
convolutional layer, 0.2 dropout layer, and an average pooling layer, which
is placed in between the two dense blocks to modify the feature map size.
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We train PS network end-to-end separately in a supervised setting. The l2
(MSE) loss between estimated and the ground-truth normals is minimized
using Adam optimizer [156] (see Fig. 3.3).

3.4.2.2 Neural Radiance Fields Representation

Recently, volume rendering techniques for view synthesis, in particular
NeRF [88] has shown a great potential for learning 3D scene from multi-
view images. It represents a continuous scene as a 5D vector-valued function
i. e., x = (x, y, z) for each 3D location and (qv, fv) for every 2D viewing
direction. Given multi-view images with known camera pose, NeRF ap-
proximates the assumed continuous 5D scene representation with a MLP
that maps the (x, qv, fv) to RGB color c and volume density s 2 R+. Using
the classical volume rendering work [170], it models the expected color C(r)
of the camera ray r(t) = o + tv with near and far bound tn, t f as:

C(r) =
Z t f

tn
T(t)s

�
r(t)

�
c
�
r(t), d

�
dt, (3.7)

where T(t) = exp
⇣
�

Z t

tn
s
�
r(s)

�
ds
⌘

. (3.8)

Here, v is the unit viewing direction. T(t) is the accumulated transmittance
along ray from tn to t which caters the notion that how much light is blocked
earlier along the ray. Given N samples along the ray, the continuous integral
in Eq:(3.7) is approximated using the quadrature rule [171]:

C̃(r) ⇡
N

Â
i=1

Tiai(xi)ci(xi, v), (3.9)

where ai(xi) =
⇣

1� exp
�
s(xi)di

�⌘
, (3.10)

and Ti =
i�1

’
j=1

(1� aj). (3.11)

Here, di is the distance between the adjacent discrete samples and ai encap-
sulate how much light is contributed by the ray i. By construction, Eq.(3.9)
approximates the alpha composited color as a weighted combination of
all sampled colors ci along the ray. For more details we refer the readers
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to Mildenhall et al.work [88]. Now, lets have a closer look at the following
rendering equation [152, 168]:

Lr(xi, wo) = Le(xi, wo) +
Z

S

Fr(xi, ni, wj, wo)Lj(xi, wj)(ni · wj)dwj.

(3.12)
The above equation suggests that the rendering of a surface element xi
depends on the emitted light in the scene and the bidirectional reflectance
distribution function (BRDF) Fr describing reflectance and the color prop-
erty of the surface accumulated over the half-sphere S centered at ni. The
significance of including surface normal to Fr in the rendering equation
is put forward by Yariv et al.work [152]. Here, wo, wj is the outgoing light
direction and negative direction of the incoming light, respectively. Fr
accounts for proportion of light reflected from wj towards wo at xi. Lo the
radiance directed outward along wo from a particular position xi, and Le
is the emitted radiance of the light. In general, the light does not always
hit the surface orthogonally, and so the dot product between the ni and
wj attenuates the incoming light at xi. Hence, by restricting Fr and light
radiance functions (Lo, Le), which the radiance fields approximation can
represent, we condition the color function to include the notion of density
gradient for image rendering. Consequently, we use the normal estimated
from PS to condition ci in Eq.(3.9). We rely on a deep photometric stereo
network to estimate surface normals, overcoming BRDF modeling compli-
cations and providing us an excellent surface detail. Hence, our method
has the inherent benefit over an entangled surface normal representation in
image rendering [152]. Accordingly, we modify the Eq.(3.9) as follows:

C̃(r) ⇡
N

Â
i=1

Tiai(xi)ci(xi, nps
i , v) (3.13)

Further, adding image features in Eq.(3.13) could be advantageous as in [142,
151]. However, MVPS setup generally deals with non-textured surfaces
where using image features is not much of help. Still, an obvious advantage
with the setup is that better surface details can be captured from shading.
For simplicity, we use surface normals to condition volume rendering and
refrain from relying on image features. So, our approach blends density
gradient information into the continuous volume rendering formulation
bypassing the explicit volume occupancy information. Concretely, we feed
surface normals for each 3D sample point along the viewing direction to
the neural rendering network.
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Optimization and Loss Function. Following neural radiance fields opti-
mization strategy [88], we encode each sampled position xi along the ray,
viewing direction v, and photometric stereo surface normal nps

i using the
Fourier features g(x) = [sin(x), cos(x), .., sin(2L�1x), cos(2L�1x)]. We used
L = 10 for g(xi), L = 4 for g(nps

i ) and L = 4 for g(v). For efficient estima-
tion of continuous integral (Eq.(3.13)) using quadrature rule, we use the
stratified sampling approach to partition the near and far bound [tn, t f ] into
N evenly-spaced discrete samples [171].

ti ⇠ U

h
tn +

i� 1
N

(t f � tn), tn +
i
N
(t f � tn)

i
. (3.14)

We employed MLP (Multi-layer Perceptron) to optimize the following loss
function:

Lmvps = Â
r2B
kC̃c(r)� C(r)k2

2 + kC̃ f (r)� C(r)k2
2. (3.15)

where, B denotes set of all rays in the batch. We used hierarchical volume
sampling strategy to densely evaluate neural radiance field network for N
query point along each ray. To that end, we first sample Nc points using
the stratified sampling strategy and optimize the coarse network C̃c(r)
(Eq.(3.13)). With the known output distribution of the coarse network, we
sample Nf points using inverse transform sampling to optimize the fine
network C̃ f (r). In Eq.(3.15), the variable C(r) is the observed color for the
pixel (see Fig.3.3).

3.4.3 Experiments and Results

3.4.3.1 Implementation Details

(a) Deep-Photometric Stereo Network. We train the deep photometric
stereo network on the CyclesPS dataset [14]. We used the Adam opti-
mizer [156] with a learning rate of 10�3 and trained for 10 epochs. A
per-pixel observation map with a size of 32⇥ 32 is used at train and test
time. During testing, we applied the network on 96 PS images per subject
from DiLiGenT-MV dataset.
(b) MLP Optimization for MVPS. For each object in DiLiGenT-MV dataset,
we optimize a dense fully-connected neural network that is composed of
8 fully-connected ReLU layers. Each layer is composed of 256 channels.
In addition to the density output from the 8th layer, 24 dimensional view-
direction and surface normal Fourier features are then fed at the 9th layer for
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rendering (see Fig.3.3). We use Nc = 64 points for the coarse network and
Nf = 128 points for the fine network. We optimize the network parameters
for 30 epochs with a batch size of 1024 rays and an initial learning rate of
10�4. This takes 7 hours per object on an NVIDIA GeForce RTX 2080 Ti
with 11GB RAM.

3.4.3.2 Baseline Comparison

For comparison against the baseline methods, we classified them into two
categories: (a) Standalone methods: It either uses MVS or PS set up to
recover the 3D shapes of an object. (b) Multi-Staged Fusion methods: It first
recovers the sparse 3D point cloud of the object using multi-view images
and surface orientation using fixed viewpoint PS images for each view.
These spatial positions and orientations are then fused using a different
method/pipeline to recover the 3D geometry. To compare against the
standalone methods, we pick the 4th light source in DiLiGenT-MV setup. To
recover the 3D shape using our method, we run our fine model by sampling
points in 5123 volumetric space uniformly. The recovered density is queried
using marching-cube algorithm [172] with s = 10. Table 3.2 compares
the 3D reconstruction accuracy of our method to standalone and multi-
stage fusion methods. We evaluate accuracy using the standard Chamfer-L1
distance metric between the recovered shape and the ground-truth shape
after registration.
(a) Standalone Methods. For standalone baselines comparison, we compare
our method with the recent state-of-the-art in MVS, PS, and View-Synthesis.
(1) PatchMatch Network [140]: This method has shown state-of-the-art perfor-
mance in MVS. PatchMatch-Net proposed an end-to-end trainable network
that has fast inference time and works well even for high-resolution images.
It is trained on the DTU dataset [173]. We empirically observed that using
two source frames per reference view on the DiLiGenT-MV dataset results
in more accurate depth estimation. After getting the depth map from the
network for each view, we transform the results to a point cloud by back-
projecting the depth values to 3D space. More details on the PatchMatch
Network is provided in Section §3.5 of the thesis.
(2) NeRF [145]: Even though it is developed for novel view synthesis, recently
NeRF has been widely used as a baseline for multi-view 3D reconstruc-
tion [142]. By sampling the volume density s, it is possible to recover 3D
geometry. We use an initial learning rate of 10�4 and batch size of 1024 rays.
We run the optimization for 30 epochs and threshold the density values
(5123) at 10 to recover the 3D geometry.
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Method Type! Standalone Methods (#) Multi-Stage Fusion Methods (#)
Dataset PM-Net [140] NeRF [88] Ours R-MVPS [108] B-MVPS [91] Ours
BEAR 2.13 0.62 0.66 0.89 0.63 0.66

BUDDHA 0.72 0.99 1.00 0.64 0.40 1.00
COW 1.68 0.92 0.71 0.42 0.54 0.71
POT2 1.30 0.64 0.63 1.29 0.55 0.63

READING 1.64 1.22 0.82 0.98 0.85 0.82

Table 3.2: Quantitative 3D reconstruction accuracy comparison against the com-
peting methods on DiLiGenT-MV benchmark. We used Chamfer-L1
metric to compute the accuracy. The statistics show that our method
is better and comparable to the stand-alone methods and Multi-Stage
fusion methods respectively. Generally, Multi-Stage fusion methods are
heuristic in nature and require careful execution at different stages. On
the contrary, our method is much simpler to realize and implement.

Method BEAR BUDDHA COW POT2 READING

CNN-PS [14] 0.78 0.83 0.87 0.86 0.89

Ours 0.09 0.11 0.11 0.07 0.06

Table 3.3: Multi-view depth error comparison against CNN-PS [14]. For com-
parison, we integrate the surface normals from CNN-PS to recover its
depth which is scaled appropriately to compute the l1 depth accuracy.
For ours, we projected the recovered shape reconstruction to the esti-
mated depth and corresponding depth accuracy.

(3) CNN-PS [14]: This method proposes a dense convolution neural network
to learn the mapping between PS images and surface normals directly. It
can handle non-convex surfaces and complicated BRDFs. We integrate the
obtained surface normals using Horn and Brooks’ method [94] to get the
depth map, and scale it to [-1, 1]. Next, we also project our 3D shape to
the different cameras and recover the depth on a similar scale for statistical
comparison. Table 3.3 shows our performance comparison against CNN-PS.
(b) Multi-Stage Fusion Methods. Fusion approaches to MVPS usually
comprise several steps that are heuristic in nature, and proper care must be
taken to execute all the steps well. For evaluation, we compared against the
two well-known baselines in MVPS (see Table 3.2).
(1) Robust MVPS (R-MVPS) [108]. It employs a series of different algorithms
to solve MVPS. It first uses multi-view images to recover the coarse 3D
mesh of the object using structure from motion. Next, this mesh is projected
to 2D planar space for parameterization to estimate multi-view consistent



58 multi-view photometric stereo

Dataset! BEAR BUDDHA COW POT2 READING

Method PSNR " LPIPS # PSNR " LPIPS # PSNR " LPIPS # PSNR " LPIPS # PSNR " LPIPS #

NeRF [88] 29.97 0.0235 29.00 0.0455 30.80 0.0192 28.88 0.0269 28.12 0.0346

Ours 37.16 0.0122 33.59 0.0162 34.49 0.0134 30.47 0.0258 30.46 0.0311

Table 3.4: Quantitative image rendering quality comparison on DiLiGenT-MV
benchmark. Our method can render much better images as it utilizes
the surface normal information acquired with PS.

Figure 3.4: Training and validation loss curve on BUDDHA sequence.

surface normals using photometric stereo setup. Finally, the estimated
surface normals are used for mesh refinement to recover the fine-detailed
geometry of the object.
(2) Benchmark MVPS (B-MVPS) [91]. This method takes a set of steps to
estimate a fine-detailed 3D reconstruction of an object from MVPS images.
It first estimates iso-depth contours from the PS images [174] and then uses
a structure-from-motion algorithm to recover a sparse point cloud from the
MVS images. Later the depth of these 3D points is propagated along the
iso-depth contour to recover the complete 3D shape. The spatially varying
BRDF is computed once the 3D shape is recovered.

3.4.3.3 Analysis and Ablation

(a) Training and Validation Analysis. To demonstrate the effect of surface
normal information on image rendering, we compare our method with
NeRF. Fig.3.4 provides training and validation curves for both methods on
BUDDHA. As expected, our method provides much higher image rendering
quality during the learning process. Additionally, Table 3.4 provides PSNR
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BUDDHA

COW

READING

NeRF Ours Ground-Truth

PSNR: 29.00 PSNR: 33.59
LPIPS: 0.0455 LPIPS: 0.0162

PSNR: 30.80 PSNR: 34.49
LPIPS: 0.0192 LPIPS: 0.0134

PSNR: 28.12 PSNR: 30.46
LPIPS: 0.0346 LPIPS: 0.0311

Figure 3.5: Visual comparison on DiLiGenT-MV renderings achieved by
NeRF [88] and our method. Without surface normals, NeRF lacks
in details and produces blurry renderings. On the other hand, our
method is able to recover fine details and render accurate images by
blending surface normal information in volume rendering process.
PSNR (higher the better), LPIPS (lower the better).

and LPIPS [175] scores for NeRF and our method. These results show
that our rendering quality is much better than standard view-synthesis
approaches.
(b) Effect of Volume Sampling. Our method uniformly samples points
along the ray between near and far bounds tn, t f . Increasing the number of
these query points enables a denser evaluation of the network. Still, it is
computationally not feasible to sample a lot of points uniformly. To make
the process more efficient, we use a two-stage hierarchical volume sampling
strategy by optimizing coarse and fine networks simultaneously. For that,
we first consider the coarse network rendering:
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Volume Sampling BEAR BUDDHA COW POT2 READING

Nc = 64, Nf = 0 0.85 1.45 0.86 0.63 1.38

Nc = 256, Nf = 0 0.68 0.92 1.01 0.64 1.64

Nc = 64, Nf = 128 0.66 1.00 0.71 0.63 0.82

Table 3.5: Reconstruction accuracy achieved with different number of points. We
provide scores using Chamfer-L1 distance metric.

Method BEAR BUDDHA COW POT2 READING

Ours without view dependence 31.71 29.76 30.26 30.28 29.41

Ours with view dependence 37.16 33.59 34.49 30.47 30.46

Table 3.6: Quantitative image rendering quality measurement with PSNR metric
with and without view dependence (The higher the better).

C̃c(r) =
Nc

Â
i=1

wi(xi)ci(xi, nps
i , v), where wi(xi) = Ti

⇣
1� exp

�
s(xi)di

�⌘

(3.16)
We calculate weights ŵi(xi) = wi(xi)/ ÂNc

j=1 wj(xj) to have a probability
density function on the ray. Then, we sample fine points from this distribu-
tion using inverse transform sampling. For the coarse network, we sample
Nc = 64 points uniformly. For the fine network, we sample Nf = 128 points
by taking the coarse network weights into account.

To show the effectiveness of our two-stage sampling strategy, we simulate
an experiment. To that end, we remove fine sampling from our approach
and evaluate the performance by using only the uniformly sampled points.
Table 3.5 reports the 3D reconstruction accuracy using 64 and 256 coarse
samples only, as well as the two-stage approach of using both coarse and
fine sampling. The results suggest that choosing Nc and Nf introduces a
better trade-off between computation time and accuracy.
(c) Effect of Viewing Direction. Here, we want to study the effect of
viewing direction on rendered image quality obtained using our method
for this experiment. To that end, we remove view direction information
g(v) from our MLP. Table 3.6 compares the quality of image rendering
with and without view dependence. As expected, the image quality sharply
decreases without the view direction. So we conclude that similar to surface
normals, view direction is also crucial for the rendering.
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Dataset BEAR BUDDHA COW POT2 READING

NeRF [88] 0.80 1.07 0.78 0.81 1.18

Ours 0.70 1.06 0.79 0.73 0.98

Table 3.7: Quantitative 3D reconstruction accuracy against NeRF [88]. We tested
both approaches with 20 different light configurations. We provide
average scores using Chamfer-L1 metric.

(d) Limitations and Further Study. Our NR-MVPS approach combines
two independent research fields that practice precise 3D reconstruction
of an object from images. We demonstrated that the proposed method
provides favorable results against the competing methods. However. we
make a few assumptions, such as calibrated MVPS setup and solid objects,
which limit our approach to broader adoption. Further, we do not explicitly
model interreflections. Consequently, it would be interesting to extend our
work to the uncalibrated settings. Exploring joint modeling of PS normal
and surface normal from the implicit surface representation is not studied
in this approach. In Section §3.5 and Section §3.6, we further investigate
neural implicit representations for modeling of surface normals and better
extraction of the object geometry.

3.4.4 Conclusion

We introduced a straightforward method that takes an opportunistic ap-
proach to solve the multi-view photometric stereo problem. We conclude
that by exploiting the photometric stereo image formation model and the
recent continuous volume rendering for multi-view image synthesis, we
can reconstruct the 3D geometry of the object with high accuracy. Further,
our formulation inherently utilizes the notion of the density gradient by
leveraging the photometric stereo response and hence bypasses the explicit
modeling of 3D occupancy information. We demonstrated that introducing
knowledge about the density gradient to the neural radiance field repre-
sentation provides encouraging improvements in MVPS. We assessed the
suitability of our work via extensive experiments on the DiLiGenT-MV
benchmark dataset.
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3.5 uncertainty-aware deep mvps

In this section, we propose an uncertainty-aware approach (UA-MVPS)
that can effectively exploit such complementary surface information in
multi-view photometric stereo setup. Our work leverages recent advances
in deep neural networks. To this end, we use a PatchMatch-based deep-
MVS network [176] to infer the per-pixel depth and a CNN-based deep-PS
network [14] to infer per-pixel surface normal. But, we know that such
deep network models have their accuracy limits and can predict erroneous
depth or surface normals in certain parts of the object. In that case, if we
naively combine the output predicted by these networks, we may end up
having a bad overall result. To resolve this, we extend the deep-PS and
deep-MVS networks with per-pixel uncertainty estimation capability. Using
the prediction uncertainty as a measure, we select and combine only reliable
surface estimates at each pixel, that is either deep-PS normal, deep-MVS
depth, both, or none of the prediction.

Using our approach of selecting and discarding surface estimates may
result in the loss of some pixels’ corresponding 3D surface details. To recover
those lost geometric details, we introduce a neural network (MLP layers
only) based optimization to recover the overall dense shape from those
selected surface predictions by representing the object’s shape as level sets
of the neural network. Our overall loss function optimization encourages
the zero-level set of the neural network to converge to the confident surface
estimates. To that end, we first convert the depth estimate to point cloud
while keeping the predicted surface normals representation as it is. Our
approach then optimizes for parameters of an MLP so that it approximates
a signed-distance-function (SDF) to a plausible surface based on the point
cloud, surface normals, and an implicit geometric regularization term
developed on the Eikonal partial differential equation [177].

3.5.1 Contributions

In this section, we make the following contributions:

• We present an effective and easy-to-use deep neural network-based
solution to the classical MVPS problem for dense, detailed, and precise
recovery of 3D shapes.

• We introduce uncertainty-aware deep-PS and deep-MVS modeling
in the MVPS pipeline. Modeling uncertainty helps as a measure in
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automatic discarding of unreliable surface estimates at a pixel, hence
improving robustness.

• We propose an implicit neural shape representation based on the
Eikonal term in the MLP loss for natural zero level set surface re-
covery [177]. It reliably infers the object’s dense surface geometry
defined by the confident deep-PS and deep-MVS prediction with bet-
ter memory foot-print than the methods based on mesh processing [91,
108].

3.5.2 Method

As previously noted, Iv = {Iv
1 , . . . , Iv

Np
} denotes the set of Np input PS

images for a given view v 2 {1, . . . , Nm}, where Nm is the number of
views. For MVS, we follow Li et al. [91] work, which take the median of
all PS images per camera view to have MVS images. Concretely, Yv =
median(Iv) gives us the set Y = {Y1, . . . , Yv, . . . , YNm} of MVS images.
Since we consider a fully calibrated MVPS setup, we assume all light source
directions, intensities and camera calibration matrices are provided.

The method section is organized as follows: First, we introduce our
uncertainty-aware deep-PS network. Next, we describe the uncertainty-
aware deep-MVS network pipeline. Finally, we explain our neural shape
representation approach and level set optimization for dense, detailed, and
accurate 3D surface recovery from high-fidelity surface normals and depth
estimates.

3.5.2.1 Uncertainty-Aware Deep Photometric Stereo

We adhere to using a supervised deep learning framework to have high-
fidelity surface normal predictions at test time for a diverse set of objects
with different material properties. To that end, we adopt an observation
map based modeling in deep-PS [14] due to its simplicity and notable
performance on PS benchmark datasets [78, 163] as in NR-MVPS approach
presented in Section §3.4. However, such a deep-PS network is not apt
for estimating the uncertainty of the predicted surface normals at test
time. For our problem, it is imperative to have that information as perfect
prediction is not always possible. Accordingly, we modify the deep-PS
architecture to provide uncertainty of the predicted surface normals by
leveraging the Bayesian neural network (NN) approach [178, 179]. Generally,
Bayesian NNs are a simple extension of NNs by placing a prior distribution
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(generally Gaussian) over the NN’s weights. Compared to standard NN,
it has the advantage of providing an uncertainty measure of the network
prediction [180, 181]. For completeness, let’s briefly review the standard
Bayesian NN framework.

Let {A, B} be the training dataset with A, B as input and output sets,
respectively. Assume, a Bayesian NN with L layers parameterized by weight
w = {Wj}

L
j=1 with Wj as the weight matrix for layer j. The predictive

distribution P(b⇤|a⇤, A, B) for a new input a⇤ is formulated as:

P(b⇤|a⇤, A, B) =
Z

P(b⇤|a⇤, w)P(w|A, B)dw (3.17)

However, to determine predictive distribution value is intractable as P(w|A, B)
is hard to solve analytically [182]. Generally, variational inference (VI) is
used to approximate P(w|A, B). By introducing the variational distribu-
tion Qg(w) parameterized by g, the KL divergence between Qg(w) and
P(w|A, B) is minimized as:

LVI = �
Z

Qg(w)log(B|A, w)dw + KL(Qg(w)||P(w)) (3.18)

While VI based on KL divergence is widely used, the assumption of Gaus-
sian distribution on the network parameters increases the complexity of
the model. That, in turn, reduces the model efficiency without a significant
gain in predictive power. Not long ago, Gal et al. [183] proposed a Bernoulli
distribution-based VI approach which provides a simpler and fruitful ap-
proximation to the posterior distribution. To adopt Bernoulli distribution
approach to our deep-PS network, we model Wj = Mj · diag([zj,u]

Kj
u=1) and

zj,u as Bernoulli(qj) for j = 1, . . . , L, u = 1, . . . , Kj�1. Here, Mj denotes
variational parameters of Wj 2 RKj⇥Kj�1 with Kj the number of units at
layer j, and zj,u denotes the Bernoulli random variables with probability qj.

With such parameterization, the integral term in LVI is approximated
by sampling W from a Bernoulli distribution, also known as Monte Carlo
(MC) integration approach. Likewise, the KL divergence term in LVI is
replaced with a weight decay on network parameters [183]. Using these
approximations, we train our uncertainty-aware deep-PS network using the
following loss function:

Lps =
1

Nmc

Nmc

Â
j=1

||ñj � ngt||
2
2 + lw

L

Â
j=1

||Wj||
2
2 (3.19)

where, Nmc is the number of MC samples, ñj is the estimated surface
normal in each forward pass and ngt is the ground-truth surface normal.
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As shown in Gal et al. [183] work, we can realize the approximation to
Bernoulli distribution by introducing dropout layers in the neural network.
Accordingly, we apply dropout with qj = 0.2 after each convolution and
fully-connected layer in deep-PS network. We keep dropout layers active
during train and test time.

Due to the introduction of dropout layers, we now have a stochastic
network. At test time, we run the trained model multiple times, recording
the (potentially varying) surface normal prediction at each ith pixel. We then
calculate the mean and variance of these multiple predictions at every pixel.
The mean is taken as the final prediction nps

i 2 R3⇥1 and the variance as its
uncertainty s2

i 2 R3⇥1. Since our approach is focused on highly confident
predictions, we convert the per-pixel variance to a single binary variable
cps

i . We set cps
i = 1, if ks2

i k1 < tps and cps
i = 0, otherwise.

3.5.2.2 Uncertainty-Aware Deep Multi-View Stereo

Similar to deep-PS network, we aim to have a per-pixel uncertainty mea-
sure but now on the depth prediction. One natural way is to similarly use
MC dropout strategy to deep-MVS network. Fortunately, there already
exist deep MVS frameworks which have the intrinsic ability to implicitly
provide uncertainty measure via confidence values of their depth predic-
tions [130, 135, 176, 184]. Hence, it is inefficient to add extra complexity by
introducing MC dropout layers. Among [130, 135, 176, 184], we use [176],
i. e., PatchMatch based deep-MVS network due to its recent state-of-the-art
performance on MVS benchmarks and fast inference on large scale images.
PatchMatch based Deep-MVS Network. Similar to PatchMatch algo-
rithm [118], the PatchMatch based deep-MVS network employs [118] via
similar three steps (but in 3d scene space) as follows: (i) Initialization step:
Generating depth hypotheses, (ii) Propagation step: Propagate the hypothe-
ses to neighbors, and (iii) Evaluation step: Compute the similarity cost
and search for best solution. We apply these steps on per-pixel multi-scale
features that are hierarchically extracted from MVS images Y at M different
resolution scales [176, 185]. This allows us to estimate depth in a coarse-
to-fine manner. Before providing more details on these iterative steps, we
reintroduce the notation for clarification. We denote the reference frame by
Yr 2 Rw⇥h, coordinates of the ith pixel by yi, frame r feature by Fr, and
camera r intrinsic calibration matrix by Kr. For each reference frame, we
pick Ns source frames where Ys 2 Rw⇥h denotes a source frame. (Rr,s, tr,s)
denotes the relative motion between frame r and s. We skip to add extra
notation for stage number for simplicity of writing.
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(i) Initialization. In the first iteration, we randomly sample per pixel D f
depth hypotheses in the pre-defined inverse depth range [dmin, dmax]. Our
sampling strategy ensures that the inverse depth range interval sampled
into D f hypotheses is proper, and one hypothesis is covered at each interval.
Once initialized, local perturbations are invoked in the subsequent iteration
at each stage to diversify the hypotheses and make the method robust to
front-to-parallel surface issues [111]. For local perturbation, per pixel, Nm

l
hypotheses are generated at stage m in the normalized inverse depth range
Rm.
(ii) Propagation. Let Fr denote the reference feature map, # j the fixed 2D
offset for depth hypothesis j, and #̃ j(yi) the learnable 2D offset for pixel i at
coordinates yi. A 2D CNN is applied on Fr to learn the 2D offset for each
pixel. The depth hypotheses Dp at pixel i is obtained as follows:

Dp(yi) = {D(yi + # j + #̃ j(yi))}
Nm

d
j=1 (3.20)

where, Nm
d denotes the number of depth hypotheses at stage m and D

denotes the depth map in the last iteration. The learnable offset idea based
on features allows to gather the hypotheses from the same surface rather
than in the fixed set of neighbors, hence it is faster and more accurate.
(iii) Evaluation. Let Fr(yi), Fs(ys,j

i ) 2 RC be the reference feature and the
warped source feature maps of pixel i and depth hypothesis dj, respectively.
Here, C is the number of feature channels. We get yi,j via warping as
follows:

ys,j
i = Ks

⇣
Rr,s

�
dj(yi) · K�1

r yi
�
+ tr,s

⌘
(3.21)

Next Fs(ys,j
i ) is obtained using differentiable bi-linear interpolation. To get

the matching cost, we must sum per pixel cost from all the views and the
depth hypotheses. For that, the cost per depth hypothesis is computed
using group-wise correlation and aggregated over the number of views
with per-pixel visibility weight [6, 139]. If G denotes the number of groups
into which the feature maps are divided along channel dimension, then gth

group similarity Dg
s 2 R for source view s is given by:

Dg
s (yi, j) = L < Fr

g(yi), Fs
g(y

s,j
i ) > (3.22)

Here, L 2 R is the ratio of number of group to number of channels.
Collecting the group similarity for all the pixels and over hypotheses
gives Ds 2 Rw⇥h⇥D⇥G. For vectorized usage, let Ds(yi, j) 2 RG denote
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the respective group similarity vector. To incorporate the visibility infor-
mation per pixel ws(yi) in the source image Ys, a network composed of
3D convolutional layer with 1⇥ 1⇥ 1 kernels and sigmoid activation is
used. This simple pixel-wise network takes the initial set of group sim-
ilarity Ds to provide the visibility weight measure Ws 2 Rw⇥h⇥D for a
pixel in the range 0 to 1. Accordingly, the view weight is computed as
ws(yi) = max({Ws(yi, j)}D�1

j=0 ). Using the visibility weight, the weighted
group similarity D̃(yi, j) for pixel i and jth depth hypothesis is computed
as:

D̃(yi, j) =
� Ns

Â
s=1

ws(yi)
��1� Ns

Â
s=1

ws(yi)Ds(yi, j)
�

(3.23)

The weighted group similarity over all the pixels and hypotheses is com-
puted as D̃ 2 Rw⇥h⇥D⇥G. To get the cost J 2 Rw⇥h⇥D per pixel and depth
hypothesis, a 3D convolution network with 1⇥ 1⇥ 1 kernel is applied on
D̃.

For aggregating the matching cost, an adaptive propagation strategy is
followed. Similar to the propagation strategy per pixel, an additional spatial
offset ỹt

i per pixel i is learnt based on the AANet [111, 186]. For a spatial
window with Nw pixels, the spatial cost aggregation is computed as

J̃(yi, j) =
� Nw

Â
t=1

wt · d̃t
��1� Nw

Â
t=1

wt · d̃t · J(yi + yt
i + ỹt

i, j)
�

(3.24)

yt
i is the pixel coordinates within the window. dt and wt 8 t 2 [1, Nw] are

the weights per pixel based on the depth hypotheses and feature similarity,
respectively. Feature weight at a sampled location is based on the feature
similarity between corresponding features in Fr and yi, which is computed
via group-wise correlation [187]. Whereas, the depth weights are based on
the absolute difference in the inverse depth between the sampled location
and yi using jth hypotheses. To regress the depth per pixel, we apply
softmax function to J̃(y, j) which gives the confidence measures C of the
estimation.

D(yi) =
D�1

Â
j=0

dj(yi) · so f tmax(J̃(yi, j)) (3.25)

Subsequently, per-pixel confidence measure ri is computed using the
predicted probability of the most likely depth hypothesis, i. e. ri =
so f tmax(J̃(yi, j⇤)). Further, an independent depth residual network based
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(a) 2D points (b) MLP level sets

Figure 3.7: (a) Sparse 2D point cloud. (b) The Eikonal term based implicit geo-
metric regularization in the optimization gives plausible zero level
set for (a) —shown in black. The different colors in (b) show the level
sets.

on Hui et al.work [188] is used to obtain the refined depth map Dre f . It
extracts the features FD from D, the FI from Yr, and upscale FD to image
size via deconvolution. Both of these features are concatenated and sub-
sequently multiple 2D convolution layers are used to compute the depth
residual. For more details on the PatchMatch based deep-MVS network,
refer [176].
Deep-MVS Loss Function. We use l1 loss between the estimated depth
and the ground-truth depth at the same resolution. The total MVS loss
takes into account the PatchMatch loss Lpm at each stage along with refined
depth loss Lre f .

Lmvs = Lpm + Lre f , where Lpm =
M

Â
m=1

Nm
iter

Â
t=1

L
m
t (3.26)

Here, Nm
iter denotes the total number of iterations at stage m.

Uncertainty Modeling in Deep-MVS Network. To have the notion of
per-pixel depth uncertainty, we convert depth prediction confidence value
(ri’s) to a binary variable cmvs

i . We set cmvs
i = 1 if ri > tmvs and cmvs

i = 0,
otherwise.

3.5.2.3 Implicit Neural Shape Representation

Once we have the complementary information of the object shape, i. e.,
surface normals, depth, and the fidelity of prediction at hand, our goal is
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to combine them effectively for dense surface reconstruction. It is pretty
natural to go for regular volumetric fusion approaches [189–192] since sur-
face normals can also provide depth by simple integration [193]. However,
we know volumetric fusion uses a fixed size cubic grid independent of
the object’s geometry, and therefore, may not obey the geometry of the
shapes we want to model. Consequently, we propose to work directly on the
confident raw surface estimates. For that, we convert deep-MVS network
per-pixel depth prediction to point cloud X = {pi}

S
i=1 ⇢ R3, where S is the

total number object pixel across all views. Additionally, we use per-pixel
surface normal prediction from deep-PS network N = {nps

i }S
i=1 ⇢ R3. We

propose to recover the 3D surface by optimizing the parameters of a MLP
fq(x). The suggested MLP approximates the signed distance function (SDF)
defined by X and N . We consider the following loss function for MLP
optimization:

Lls =
1
S

S

Â
i=1

⇣ position lossz }| {
cmvs

i | fq(pi)|+ln

normal lossz }| {
cps

i ||rx fq(pi)� nps
i ||

⌘

+ le

Eikonal termz }| {
Ex(||rx fq(x)||� 1)2

(3.27)

The first term encourages the zero level set to converge to high-fidelity
position estimates (i. e., for cmvs

i = 1). The second term forces the local
gradients to be consistent with the reliable normal estimates (i. e., for
cps

i = 1). The final term stands for the Eikonal regularization, and it is
computed by taking the expectation E over probability distribution x ⇠ P .
It is noted over several experiments that the Eikonal term is impressive at
implicitly regularizing the zero level set by favoring smooth and plausible
surfaces. For more details, refer [177, 194].

3.5.3 Experiments and Results

Train set. We use CyclesPS synthetic dataset [14] to train our deep-PS network.
It consists of 15 shapes each of which is rendered with diffuse, specular,
and metallic BRDF’s using 1300 light sources. We use 90% of the data for
training and 10% for validation. For training the deep-MVS network, we use
DTU MVS dataset [173]. It provides images of 80 scenes captured from 49
or 64 views (depending on the subject) with their ground-truth (GT) depth
maps. We keep the training and validation splits same as outlined in [113].
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Figure 3.8: Comparison of the reconstruction quality with PM-Net [176],
NeRF [88], R-MVPS [108], and B-MVPS [91] using F -score metric.

Test set. We used DiLiGenT-MV benchmark dataset [91] as the test set to
perform all our experiments, statistical evaluations, and ablations.

3.5.3.1 Implementation Details

We implemented our approach in Python 3.8 using PyTorch 1.7.1 library.
We conducted all the experiments on a commodity desktop supported with
NVIDIA GPU with 11GB of RAM. We trained deep-PS and deep MVS
networks independently in a supervised setting.
(i) Uncertainty-Aware Deep Photometric Stereo. We first generate pixel-wise
observation maps Wv

i 2 R32⇥32 using CyclesPS images to train our deep-
PS network. For each observation map, we randomly pick between 50
to 1300 light sources. We train the network for 10 epochs using Adam
optimizer [156] with a learning rate of 0.1. During training, we set Nmc = 10
and lw = 10�4 in our loss function (see Eq.(3.19)). After training, we
perform uncertainty based inference on DiLiGenT-MV images. For that,
we first generate observation maps for each pixel. Then, we run the deep-
PS network on each observation map 100 times following MC-Dropout
approach [183]. We calculate, for each pixel, the mean and variance of
the outputs to obtain surface normal nps

i and its uncertainty s2
i . We set

tps = 0.03 to obtain cps
i (cps

i = 1 if ks2
i k1 < tps and cps

i = 0, otherwise).
(ii) Uncertainty-Aware Deep Multi-View Stereo. The deep-MVS network is
trained using DTU MVS dataset [173]. It is trained for 8 epochs using
Adam optimizer [156] and learning rate of 0.001. To predict depth with
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Method Type! Deep Multi-View Stereo View-Synthesis Photometric Stereo

Dataset# | Method! MVSNet [135] PM-Net [176] NeRF [88] IDR [152] Robust PS [20] SDPS-Net [54] CNN-PS [14] Ours

BEAR 0.135 0.672 0.865 0.053 0.266 0.239 0.293 0.895

BUDDHA 0.147 0.799 0.713 0.150 0.367 0.298 0.363 0.922

COW 0.095 0.734 0.810 0.098 0.245 0.447 0.511 0.979

POT2 0.126 0.666 0.859 0.079 0.231 0.464 0.632 0.907

READING 0.115 0.834 0.673 0.073 0.242 0.188 0.508 0.970

AVERAGE 0.124 0.741 0.784 0.091 0.270 0.327 0.461 0.935

Table 3.8: F -score comparison with standalone methods on DiLiGenT-MV
dataset [91]. The statistics show that our method achieves better results
compared to the standalone multi-view and PS methods, thereby show-
ing the advantage of using the complementary surface information in
a MVPS setup.

coarse-to-fine approach, we set number of stages M = 3 for performing
PatchMatch at different scales with N3

iter = 2, N2
iter = 2, N1

iter = 1 (higher M
indicates coarser scale). D f = 48 depth hypotheses are used at initialization.
For local perturbation N3

l = 16, N2
l = 8, N1

l = 8, and N3
d = 16, N2

d = 8,
N1

d = 0 at propagation steps. At last, depth refinement is performed at the
original image resolution [176]. For testing, we use DiLiGenT-MV images
with Ns = 2 source images per reference image. We predict per-pixel depth
and confidence measure ri for all views using the above parameters. We
set tmvs = 0.9 to obtain cmvs

i , where cmvs
i = 1 if ri > tmvs and cmvs

i = 0
otherwise.
(iii) Overall Loss Optimization. We optimize for a zero-level set surface de-
fined by highly confident estimates in X and N (see Section §3.5.2.3). For
that, we first perform a precautionary multi-view consistency check to
eliminate a few spurious 3D points. MLP with 8 layers is then used on
remaining highly-confident estimates to learn suitable implicit neural shape
representation. Here, each MLP layer contains 512 hidden units. A skip
connection combines the input to the 4th layer to speed up learning [194].
We set the parameters ln = 10 and le = 1 for our loss function (Eq.(3.27)).
The distribution P for the expectation in Eq.(3.27) is taken as average of
(a) sum of Gaussian centered at points of X locally and (b) a uniform
distribution globally. The standard deviation of Gaussian at a point is taken
as the distance to the 50th nearest neighbor. For optimization, we used
Adam optimizer [156] with a learning rate of 0.001. We train the MLP for
105 epochs by sampling 214 elements from X ,N in each batch. We run
the trained MLP on a volumetric grid of size 5123, which is then used by
marching cubes algorithm [172] to extract the mesh corresponding to the
zero level set of MLP based neural shape representation.
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Dataset# | Method! NR-MVPS [195] R-MVPS [108] B-MVPS [91] Ours Difference with [91]
BEAR 0.856 0.504 0.986 0.895 0.091

BUDDHA 0.690 0.935 0.934 0.922 0.012
COW 0.844 0.915 0.989 0.979 0.010
POT2 0.858 0.458 0.984 0.907 0.077

READING 0.720 0.869 0.975 0.970 0.005

AVERAGE 0.794 0.736 0.974 0.935 0.039

Table 3.9: F -score comparison with different MVPS methods on DiLiGenT-MV
dataset [91]. The statistics show that our method performs far better
than R-MVPS and compares favorably with the B-MVPS [91]. The
point to note is that we can get results close to the state-of-the-art with
a simple and easy-to-implement method.

Method Type! TSDF Fusion [189] Ours
Dataset# | Metric! F -score (") Chamfer-L1 (#) F -score (") Chamfer-L1 (#)

BEAR 0.129 4.624 0.895 0.415
BUDDHA 0.398 2.069 0.922 0.455

COW 0.192 3.392 0.979 0.329
POT2 0.056 6.100 0.907 0.515

READING 0.314 2.238 0.970 0.355
AVERAGE 0.218 3.685 0.935 0.414

Table 3.10: Comparison of the reconstruction quality with TSDF Fusion [189],
which is a standard method of choice for robust 3D fusion (outlier
removal). We use F -score (higher is better) and Chamfer-L1 (lower is
better) metrics for statistical evaluation.

3.5.3.2 Baseline Comparisons

Here, we present our baseline comparison results, which we have divided
into three sub-categories.
(a) With standalone methods. Here, we compare our performance with
methods that use either PS or MVS setup. Such an experiment helps us
understand the benefit of using PS and MVS information together and
how accurately we can reconstruct the shape with standalone methods. We
used F -score to compare our method’s performance with state-of-the-art
PS, MVS, and view-synthesis methods. Table(3.8) provides the statistics
for the same, indicating the clear advantage of our approach against the
standalone methods.
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Figure 3.9: Comparison of the reconstruction quality with TSDF Fusion [189],
which is a standard method of choice for robust 3D fusion (outlier
removal).

(b) With MVPS methods. We compare our method with well-known MVPS
methods, i. e., R-MVPS [108], B-MVPS [91], and NR-MVPS [195]. Table(3.9)
provides F -score comparison with these methods. Our method performs
better than R-MVPS [108], NR-MVPS [195] and compares favorably with
B-MVPS [91] with the minor difference in F -score values i. e., less than
10�1 in all object categories. Additionally, we want to emphasize again that
B-MVPS [91] relies on several carefully crafted explicit geometric steps and
refinements that are complex and time-consuming, while our deep MVPS
approach is easy to implement and realize.
(c) With standard volumetric fusion method. For estimating the dense
3D surface, it is possible to combine the deep-MVS depth map and depth
from PS surface normal map via widely used robust 3D fusion technique,
i. e., TSDF fusion [189]. To show that our approach is better at estimat-
ing the object’s surface than TSDF fusion, we executed the TSDF fusion
algorithm on our deep-MVS depth and depth from deep-PS output. The
qualitative comparison is presented in Fig.3.9. Table(3.10) provides F -score
and Chamfer-L1 metric stats for the rest of the DiLiGenT-MV subjects. The
results clearly show that TSDF fusion provides undesirable output. On the
other hand, our approach takes proper care of the surface estimates and
provides much better 3D surface reconstruction.
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Settings# | Dataset! BEAR BUDDHA COW POT2 READING AVG
w/o Uncertainty Modeling 0.468 0.485 0.365 0.557 0.380 0.451

w/o PS Uncertainty Modeling 0.443 0.481 0.381 0.484 0.377 0.433

w/o MVS Uncertainty Modeling 0.457 0.473 0.339 0.636 1.024 0.586

Ours (LCNet [54] light) 0.481 0.465 0.346 0.481 0.381 0.431

Ours 0.415 0.455 0.329 0.515 0.355 0.414

Table 3.11: Effect of uncertainty modeling and light calibration on the reconstruc-
tion quality of our approach. The results show Chamfer-L1 metric
(lower is better). The numbers confirm that utilizing the estimated
uncertainty of both PS and MVS produces the best results. Further,
our approach performs well without the exact light sources i. e., LC-
Net light sources [54].

3.5.3.3 Ablation Study and Further Analysis

(a) Effect of uncertainty modeling. To understand the impact of uncer-
tainty modeling on our method’s performance, we analyzed our results
under three distinct settings of overall loss function i. e., Eq.(3.27): (i) We
remove both deep-MVS and deep-PS confidence variable, i. e., cmvs

i , cps
i from

Eq.(3.27) (w/o uncertainty modeling), (ii) We keep the deep-MVS confi-
dence variable (cmvs

i ) and drop the deep-PS confidence variable (cps
i ) from

Eq.(3.27) (w/o PS uncertainty modeling), and (iii) We keep the deep-PS
confidence variable (cps

i ) and drop the deep-MVS confidence variable (cmvs
i )

from Eq.(3.27) (w/o MVS uncertainty modeling). Table(3.11) shows the
Chamfer-L1 metric results obtained under the three settings. The results
indicate that incorporating uncertainty information to the loss helps handle
the erroneous estimations, and therefore, results in better 3D reconstruction.
(b) Effect of light sources. Here, we study the behavior of our approach
under the uncalibrated-PS setting where GT light sources are not given.
Instead, we used a pre-trained neural network to have an initial estimate of
light sources. Precisely, we used LCNet [54] model to have light source di-
rection and intensity values. Table(3.11) shows Chamfer-L1 metric obtained
using LCNet predicted light sources information. Our method performs
almost equivalently well, showing robustness to small errors in the light
calibration.
(c) Effect of noise. We consider the MVPS acquisition setup in our work,
where imaging noise is inevitable. So, we analyze the behavior of our ap-
proach under imaging noise. To that end, we add zero-mean Gaussian noise
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(a) Precision w.r.t. noise levels

BUDDHA READING

(b) Recovered surface profile

Figure 3.10: (a) Surface reconstruction accuracy for Bear and Cow objects under
different noise levels. We report precision as a function of distance
threshold (t) to show the fraction of accurately reconstructed points.
(b) Estimated surface profile using our approach, showing how the
recovered 3D shape follows the ground-truth surface profile curve
when compared across the arbitrarily chosen geodesics.

to images with different standard deviations. Fig.3.10(a) shows the precision
curve of the recovered surface as a function of the distance threshold t.
Precisely, it measures the fraction of points that are reconstructed accurately.
The plots show that increasing the noise level degrades the performance.
Further, we infer that behavior among subjects varies as signal-to-noise ratio
changes. We can observe that our method is robust, and the performance
drop is not random.
(d) Quality of reconstructed surface geometry. To perform this experiment,
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Figure 3.11: We transfer the CVPR’22 logo texture on the local region (around
the nose) of the mesh recovered using MVPS methods. It can be
observed that the texture pattern on our recovered mesh is closer to
GT compared to B-MVPS [91] and R-MVPS [108] (notice the shift of
the text). We want to emphasize that if the local topology is same, it
must place the text at similar location as can be seen in ours result
and GT.

B-MVPS Ours Ground-Truth

Figure 3.12: Colored Wireframe comparison with state-of-the-art B-MVPS [91].
Clearly, the distribution of geometric primitives on B-MVPS result is
uneven and unbalanced compared to ours.

we first analyzed the surface profile of our reconstructed shape across
randomly chosen geodesics on the object. Fig.3.10(b) shows that our recov-
ered surface profile closely follows GT. Next, we performed a local surface
analysis of recovered mesh. Although evaluation of recovered shape based
on global performance metric is already discussed, it may not reflect the
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true picture of surface topology since the actual distribution of mesh on
GT shape is not known a priori. So, as a second experiment, we transferred
texture on a local mesh topology and qualitatively compared the results.
Fig.3.11 shows texture transfer results on the mesh recovered using dif-
ferent methods, and clearly, our textured mesh reflects fine text details
and appears close to GT. Further, we analyzed the colored Wireframe of
the recovered shape compared to B-MVPS [91]. Fig.3.12 Wireframe model
shows that the distribution of geometric primitives in our recovered shape is
smooth, regular, and close to GT, whereas B-MVPS [91] has an unbalanced
distribution of geometric primitives.

Limitations. This approach assumed light sources and camera calibration
information are given as input. Further, we assumed that the surfaces exhibit
isotropic BRDF properties and tested our method on [91] dataset, which is
generally composed of isotropic material objects. In Section §3.6, we show
that our UA-MVPS method may fail on anisotropic surface reflectances and
propose a volume rendering based approach to overcome this limitation.

3.5.4 Conclusion

This section explores the field of MVPS using the concepts from deep learn-
ing, geometry, and uncertainty. Unlike existing MVPS methods, which treat
3D shape reconstruction as point estimation and geometric optimization
problems, we propose learning the fidelity of surface estimation and recov-
ering the shape based on the implicit neural shape representation. Without
using complex geometric steps, we observed that our simple neural net-
work based approach could provide results comparable to the best available
algorithm. Thus, we believe our work will enable broader use of the MVPS
approach in precise 3D data acquisition.

3.6 uncertainty-aware neural volume rendering

In this section, we extend the UA-MVPS method presented in Section
§3.5 where we introduced uncertainty modeling in multi-view stereo and
photometric stereo neural networks for reliable inference of the 3D position
and surface normals, respectively. Although uncertainty estimation helps
us filter wrong predictions, it can lead to incomplete recovery of an object’s
3D shape. To this end, we introduce neural volume rendering of the implicit
3D shape representation. It has couple of key advantages over the pipeline
presented in Section §3.5: (i) It helps extending the application of MVPS to a
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wider class of object with different material type (see Fig.3.13). (ii) It further
enhances the performance and use of implicit neural shape representation
in MVPS leading to state-of-the-art results on benchmark datasets.

Recent multi-view stereo approaches have shown that neural volume
rendering using the implicit neural 3D shape representation can effectively
model a diverse set of objects via multi-view image rendering techniques [88,
143, 152]. Therefore, introducing it to MVPS can assist in handling challeng-
ing objects’ material types. Intuitively, rendering-based geometry modeling
can succeed where both the MVS and PS methods fail to estimate the surface
geometry [57, 91, 108]. Further, contrary to the standard practice in MVPS
of performing optimization or filtering on explicit geometric primitives [57,
91, 108], i. e., mesh, neural volume rendering relies on neural implicit shape
representation, which is memory efficient and is scalable [143].

3.6.1 Contributions

This section makes the following contributions:

• We present a simple, efficient, scalable, and effective MVPS method
for the detailed and complete recovery of the object’s 3D shape.

• Our proposed uncertainty-aware neural volume rendering uses con-
fident priors from deep-MVS and deep-PS networks and encapsu-
lates them with an implicit geometric regularizer to solve MVPS
demonstrating state-of-the-art reconstruction results on the bench-
mark dataset [91].

• Contrary to the current state-of-the-art methods, our method applies
to a broader class of object material types, including anisotropic
and glossy materials. Hence, widen the use of MVPS for 3D data
acquisition.

3.6.2 Method

On the one hand, we have the state-of-the-art geometric methods that are
composed of several complex steps, hence not suitable for automation.
Further, they cannot meet the modern demand of scalability, and thus, less
convincing for the current challenge of handling a large set of object data.
On the other hand, our method proposed on Section §3.5 (UA-MVPS) is
simple and scalable but works well only for isotropic material objects.
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OursUA-MVPS

Anisotropic Material

Glossy Material

Figure 3.13: The advantage of uncertainty-aware volume rendering approach
over UA-MVPS [58]. It can be observed that our method is able to
correctly recover the fine object’s details for anisotropic and glossy
material object. The 3D model used for the above illustration is taken
from [88] dataset.

In this section, we introduce a simple, scalable, and effective approach that
can handle a much broader range of objects. We first recover the 3D position
and surface normal priors from MVS and PS images (MVPS setup) using
uncertainty-aware deep multi-view stereo [176] and deep photometric stereo
networks [14, 58], respectively. The uncertainty-aware network measures
the suitability of the predicted surface measurements for its reliable fusion.
However, the filtering of unreliable predictions based on the uncertainty
measures leads to the loss of local surface geometry. Thus, we introduce
a geometric regularization term in the overall loss function to recover the
complete 3D geometry of the object. To that end, we represent the object’s
shape as level sets of a neural network and recover it by optimizing the
parameters of a multi-layer perceptron (MLP). The MLP approximates a
signed-distance-function (SDF) to a plausible surface based on the point
cloud, surface normals, and an implicit geometric regularization term
developed on the Eikonal partial differential equation [177].

The above pipeline generally works well but cannot model anisotropic
or glossy surfaces. Hence, not a general solution and is unsuitable for
large applications. On a different note, we observed that representing the
light fields and density of the object as a neural network in a multi-view
volume rendering algorithm improves the 3D reconstruction of general
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Figure 3.14: Under the isotropy assumption, the measured pixel intensity is in-
variant to the joint rotation of surface normal n and light source
direction l around the viewing direction v. Such an assumption
though suited for a reasonable category of objects but is not applica-
ble for anisotropic material objects.

objects. Further, as well-studied, volume rendering generalizes well to
diverse objects with different material types. Such an observation lead
us to introduce an uncertainty-aware volume rendering approach to the
MVPS problem. As we will show, it not only helps achieve state-of-the-art
results on isotropic material objects but also provide accurate 3D surface
reconstruction on challenging subjects such as glossy texture-less surface
objects. Next, we describe each component of our approach in detail, leading
to the final loss.

3.6.2.1 Shape Representation and Regularization

Using deep-MVS and deep-PS networks —as described in previous section,
we filter confident 3D positions and surface normals {pi, nps

i }S
i=1 ⇢ R3

prediction 8i 2 [1, . . . , S]. Our goal is to recover object’s dense 3D recon-
struction combining those reliable intermediate priors. To this end, we
propose to learn the signed distance function (SDF) of the object surface
defined by a implicit function fq(x) : R3 ! R using the reliable predic-
tion estimates. We model the function using an MLP parameterized by q,
assuming its zero level set approximates the object surface.

To find the optimal q, we consider the Eikonal equation (||rx fq(x)|| = 1).
It establishes a constraint on fq(x) to represent a true SDF. Note that even
if the boundary conditions imposed by the given surface estimates are
satisfied (i. e., fq(pi) = 0, rx fq(pi) = nps

i ), a unique solution to the zero
level set surface may not exist. Nevertheless, describing an incomplete set
of surface 3D estimates using Eikonal condition as a regularizer favors
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smooth and plausible surfaces [194]. Hence, we consider the following
regularization term in our optimization:

LEikonal = leEx(krx fq(x)k � 1)2 (3.28)

where the expectation is computed w.r.t. a probability distribution x ⇠ P .
Note that we have considered the Eikonal regularization to interpolate the
surface from MVS and PS network predictions in Section §3.5. However,
the question we ask in this section, did we utilize all the imaging prior provided
by MVPS well or can we do better?. In this approach, we show that by cleverly
using multi-view image prior, we can perform better than UA-MVPS [58]. To
accomplish that, we introduce neural volume rendering method to MVPS.

3.6.2.2 Neural Volume Rendering

Recent work on volume rendering techniques has shown outstanding results
in learning scene representations from multi-view images [88]. Although
such techniques are impressive with novel view synthesis, they can not
faithfully provide the object’s geometry from the learned volume density,
leading to inaccurate and noisy reconstructions. Therefore, for our work,
we use SDF-based volume rendering approach [143] which models volume
density as a function of the signed distance value as follows:

s(x) = aFb(� fq(x)),

where Fb(s) =

8
<

:

1
2 exp

� s
b

�
, if s  0

1� 1
2 exp

�
�

s
b

�
, if s > 0

(3.29)

Here, a, b > 0 are trainable parameters and Fb(.) is the cumulative distri-
bution function of a zero-mean Laplace distribution. Eq:(3.29) ensures a
smooth transition of density values near the object boundary, and at the
same time allows a suitable extraction of zero level set after optimization for
surface recovery. Inspired by the classical volume rendering techniques [170,
171], the expected color I(oi, vi) of a camera ray xi(t) = oi + tvi with cam-
era center oi 2 R3 and viewing direction vector vi 2 R3 can be modeled
as:

I(oi, vi) =
Z t f

tn
T
�
xi(t)

�
s
�
xi(t)

�
ry
�
xi(t), ni(t), vi

�
dt, (3.30)

where T
�
xi(t)

�
= exp

�
�

R t
0 s(xi(s))ds

�
is the transparency, ni(t) =

rx fq(xi(t)) is the level set’s normal at xi(t), ry is the radiance field function
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and (tn, t f ) are the bounds of the ray. Using the quadrature rule for numeri-
cal integration [171] and the ray sampling strategy in [152], we approximate
the expected color as :

Î(oi, vi) = Â
j2Si

Tj
�
1� exp(�sjdj)

�
ry
�
xj, nj, v

�
(3.31)

Here, Si is the set of samples along the ray, dj is the distance between each
adjacent samples and Tj is the approximated transparency [152]. To realize
ry, we introduce a second MLP with learnable parameters y. The radiance
fields network ry is placed subsequent to the signed distance field network
fq (see Fig. 3.15). Furthermore, we introduce a feature vector z 2 R256

that is extracted from fq using a fully connected layer. This feature vector
is fed to the radiance field network ry to account for global illumination
effects. We optimize fq and ry network on the test subject together. After
optimization, we extract the zero level set of fq and recover the shape mesh
using marching cubes algorithm [172]. For more details, refer to Section
§3.6.3.1 and [143].

Optimization. Our overall training loss is as follows:

Lmvps =
1
S

S

Â
i=1

⇣ MVS Lossz }| {
cmvs

i | fq(pi)|+

PS Lossz }| {
cps

i kn
r
i � nps

i k

+

Rendering Lossz }| {
(1� cmvs

i cps
i )kIi � Î(oi, vi)k1

⌘

+
lm
|M|

Â
i2M

Mask Lossz }| {
CE

�
max
j2Si

(sj/a), 0
�
+

Eikonal Regularizationz }| {
leEx(krx fq(x)k � 1)2

(3.32)

Eq.(3.32) consists of five terms. Here, the first term forces the signed distance
to vanish on the high fidelity position predictions of deep-MVS network.
Similarly, the second term encourages the expected surface normal on a ray
nr

i = Âj2Si
Tj(1� exp(�sjdj))ni(t) to align with the highly confident deep-

PS predictions. The third term introduces an uncertainty-aware rendering
loss to the optimization for the pixels where either MVS or PS fails. Intu-
itively, this allows the optimization to recover the missing surface details
using rendering. We further improve the geometry using the object masks.
For that, we first find the maximum density on rays outside the object
mask (i.e. i 2 M). Then, we apply cross-entropy loss (CE) to minimize
ray and geometry intersections as in [152]. The final term applies Eikonal
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BUDDHA 0.935 0.934 0.690 0.922 0.993

POT2 0.458 0.984 0.858 0.907 0.991

READING 0.869 0.975 0.720 0.970 0.975

R-MVPS B-MVPS NR-MVPS UA-MVPS Ours Ground-truth

Figure 3.16: Comparison of MVPS reconstructions on DiLiGenT-MV bench-
mark [91]. We report F-score metric results for numerical comparison.
We can observe that our method recovers fine details and provides
high-quality reconstructions of challenging objects.

regularization for plausible surface recovery as discussed in Section §3.6.2.1.
Fig.(3.15) shows the overall pipeline of our proposed approach.

3.6.3 Experiments and Results

3.6.3.1 Implementation Details

We implemented our method in Python 3.8 using PyTorch 1.7.1 [196] and
conducted all our experiments on a single NVIDIA GPU with 11GB of RAM.
We first train uncertainty-aware deep-MVS and deep-PS networks under a
supervised setting. For these networks, we use the same hyperparameters
as described in §3.5.3.1 Then, we use these networks to have 3D position
and surface normal predictions at test time. Finally, MVS images, along
with the network predictions and their per-pixel confidence values, are
used to optimize the proposed loss function (Eq.(3.32)).

As described in Section §3.6.2.2, we optimize two networks during opti-
mization: signed distance field network ( fq) and radiance field network (ry).
fq consists of 8 MLP layers with a skip connection connecting the first layer
to the 4th. On the other hand, ry has four MLP layers (see Fig.3.15). All the
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Method Category! Deep Multi-View Stereo Photometric Stereo View-Synthesis

Dataset# | Method! MVSNet [135] PM-Net [176] Robust PS [20] SDPS-Net [54] CNN-PS [14] NeRF [88] VolSDF [143] Ours

BEAR 0.135 0.672 0.266 0.239 0.293 0.865 0.962 0.965
BUDDHA 0.147 0.799 0.367 0.298 0.363 0.713 0.786 0.993

COW 0.095 0.734 0.245 0.447 0.511 0.810 0.985 0.987
POT2 0.126 0.666 0.231 0.464 0.632 0.859 0.946 0.991

READING 0.115 0.834 0.242 0.188 0.508 0.673 0.683 0.975

AVERAGE 0.124 0.741 0.270 0.327 0.461 0.784 0.873 0.982

Table 3.12: F-score comparison of standalone method reconstructions on
DiLiGenT-MV benchmark [91]. Our method outperforms standalone
multi-view stereo, photometric stereo and view synthesis methods in
all of the object categories.

Dataset# | Method! R-MVPS [108] B-MVPS [91] NR-MVPS [195] UA-MVPS [58] Ours
BEAR 0.504 0.986 0.856 0.895 0.965

BUDDHA 0.935 0.934 0.690 0.922 0.993
COW 0.915 0.989 0.844 0.979 0.987
POT2 0.458 0.984 0.858 0.907 0.991

READING 0.869 0.975 0.720 0.970 0.975
AVERAGE 0.736 0.974 0.794 0.935 0.982

Table 3.13: F-score comparison of MVPS reconstructions on DiLiGenT-MV bench-
mark [91]. Our method performs consistently well on various objects
and is better than others on average.

layers of both networks have 256 units. We apply Fourier feature encoding
to the inputs (position x and view direction v) to improve the networks’
ability to represent high-frequency details [88]. For the loss function in
Eq:(3.32), we set lm = 0.1 and le = 1. We use a set of multi-view images
which are captured under the illumination of the same randomly chosen
light source to compute the rendering loss. We use Adam optimizer [156]
with learning rate 10�4 and train for 104 epochs. In each epoch, we use
batches of 1024 rays from each view and sample 64 points along each
ray [143]. To compute the Eikonal regularization as in Eq:(3.28), we also
uniformly sample points globally. So, the distribution P stands for the
collection of these ray samples and global samples. After the optimization,
we extract zero level set of the learned SDF representation by fq and recover
the shape mesh using marching cubes algorithm [172] on a 5123 grid.

3.6.3.2 Statistical Analysis

We performed comparative analysis on the DiLiGenT-MV dataset [91].
To evaluate the quality of the shape reconstructions, we use well-known
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GRAY

Predicted Surface Normals
by Deep-PS Network

Predicted Depth by 
Deep-MVS Network

Confident Surface
 Normal Predictions

Confident Depth 
Predictions UA-MVPS

Ours

Figure 3.17: We show depth and surface normal predictions on texture-less object.
Pixels marked with yellow color indicate confident MVS or PS
predictions (cmvs

i and cps
i ). Note that MVS cannot predict depth

reliably on texture-less surface, which leads to inferior results in
UA-MVPS [58]. On the other hand, our uncertainty-aware volume
rendering approach can recover missing surface information, and
therefore, provides better reconstructions.

Chamfer-L2 and F-score [197] metric. For better understanding, we present
the performance comparison result in two different categories depending
on the method type.
(a) Standalone Method Comparison. By the standalone method, we refer
to the approaches that use only one modality i. e., either MVS or PS images
for 3D reconstruction. We consider state-of-the-art MVS, PS, and view-
synthesis methods for this comparison. Note that we use Horn and Brooks
algorithm [94] for normal integration to recover depth maps. We then
back-project the recovered depths to 3D space to evaluate reconstruction
performance. Table 3.12 presents the F-score comparison of these methods
on DiLiGenT-MV [91]. The statistics show that our method consistently
outperforms the standalone approaches. Further, we observed that none of
the standalone methods could reliably recover the object’s 3D shape. On the
contrary, our method gives accurate reconstruction by effectively exploiting
the complementary surface and image priors.
(b) MVPS Methods Comparison. Table 3.13 provides the F-score compari-
son results with SOTA MVPS methods on the DiLiGenT-MV benchmark
dataset. For our comparison, we consider both explicit geometry modeling-
based classical approaches [91, 108], and neural implicit representation
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(a) Chamfer L2 comparison
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(b) Comparison with TSDF-Fusion

Figure 3.18: (a) Chamfer L2 comparison of our method with UA-MVPS [58]
on our synthetic dataset (lower is better). (b) Comparison of our
method with TSDF Fusion algorithm [189]. We report F-score metric
for numerical comparison.

Settings# | Dataset! BEAR BUDDHA COW POT2 READING AVERAGE
w/o MVS Loss 0.189 0.089 0.202 0.156 0.353 0.198

w/o PS Loss 0.301 0.572 0.184 0.262 0.428 0.349

w/o Rendering Loss 0.154 0.471 0.269 0.235 0.374 0.301

w/o Uncertainty-Aware. 0.267 0.085 0.313 0.137 0.251 0.211

Ours 0.213 0.088 0.176 0.198 0.253 0.186

Table 3.14: Contribution of MVS, PS, rendering loss terms and uncertainty mod-
eling to our reconstruction quality. We report Chamfer L2 metric for
comparison (lower is better). Clearly, our proposed loss in Eq:(3.32)
produces best results on average.

based deep approaches [58, 195]. The numerical results show that our
method provides the highest scores on three objects categories. Moreover, it
outperforms all the existing MVPS methods on average. Some important
point to note is that (i) Our approach provides a scalable and easy-to-
execute implementation, without requiring tedious sequential steps as in
classical methods [91], (ii) Our MLP based shape representation requires
only 3.07MB of memory, while explicit geometric methods may require
up to 90MB. Such advantages make our method an efficient and effective
algorithmic choice for solving MVPS.
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Figure 3.19: Surface profile of our reconstructions on a randomly chosen path.
Clearly, our surface profile overlaps with the ground-truth(GT),
which indicates the high quality of our reconstructions.

3.6.3.3 Further Analysis

(a) Anisotropic and Textureless Glossy Surfaces. We perform evalua-
tions on our synthetic dataset to analyze the efficiency of our approach on
anisotropic and texture-less glossy surfaces. In Fig.3.18(a), we provide Cham-
fer L2 metric comparison of our method with the recent UA-MVPS [58].
The results show that our method performs much better than its competitor
on glossy (Gray, Red) and anisotropic surfaces (Wood). In Fig.3.17, we
show qualitative results of the uncertainty-aware deep-MVS and deep-PS
networks on the Gray category. It can be observed from visual results that
deep-MVS cannot provide reliable position estimates on texture-less glossy
surfaces. For this reason, methods relying on the fusion of only MVS and
PS priors (such as UA-MVPS) cannot handle all kinds of surfaces. On the
other hand, our volume rendering based method can recover the missing
surface information; hence, it can suitably work for anisotropic and glossy
surface profiles.

(b) Optimization. Here, we investigate the effectiveness of our proposed
optimization loss in Eq:(3.32) with an ablation study. For that, we compare
the reconstruction quality of our method by removing (i) MVS loss term,
(ii) PS loss term, (iii) rendering loss term and (iv) uncertainty modeling
(cmvs

i and cps
i ) from the overall loss. In Table 3.14, we provide Chamfer L2

metric comparison of the reconstruction quality achieved under each of
these configurations. The numerical results verify that uncertainty modeling
based integration of MVS, PS and rendering loss terms provides best results
on DiLiGenT-MV [91].
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(c) Surface Profile. To show the quality of our recovered 3D reconstructions,
we study the surface topology across an arbitrarily chosen curve on the
surface. Fig.3.19 shows a couple of examples of such surface profile on
Buddha and Cow sequences. Clearly, our recovered surface profiles align
well with the ground truth.
(d) Volumetric Fusion Approach. Of course, one can use robust 3D fusion
method such as TSDF fusion [189] to recover the object’s 3D reconstruction.
And therefore, we conducted this experiment to study the results that can
be recovered using such fusion techniques. Accordingly, we fuse deep-
MVS depth and the depth from deep-PS normal integration [94] using the
TSDF fusion. Fig.3.18(b) shows that TSDF fusion provide inferior results
compared to ours.
(e) Limitations. Although our method works well on glossy objects, it may
fail on materials with mirror reflection. Furthermore, SDF representation
of the object shape restricts our approach to solid and opaque materials.
Finally, our work considers a calibrated setting for MVPS setup, and it
would be interesting to further investigate our approach in an uncalibrated
setup.

3.6.4 Conclusion

The proposed method addresses the current limitations of well-known
MVPS methods and makes it work well for diverse object material types.
Experimental studies on anisotropic and texture-less glossy objects show
that existing MVS and PS modeling techniques may not always extract
essential cues for accurate 3D reconstructions. However, by integrating
incomplete yet reliable MVS and PS information into a rendering pipeline
and leveraging the generalization ability of the modern view synthesis
approach to model complex BRDFs, it is possible to make MVPS setup
work well for anisotropic materials and glossy texture-less objects with
better accuracy. Finally, the performance on the standard benchmark shows
that our method outperforms existing methods providing exemplary 3D
reconstruction results. To conclude, we believe that our approach will open
up new avenues for applying MVPS to real-world applications such as
metrology, forensics, etc.



4
N E U R A L A R C H I T E C T U R E S E A R C H F O R
U N C A L I B R AT E D P H O T O M E T R I C S T E R E O

4.1 motivation

In recent years, deep neural networks have significantly improved the per-
formance of many computer vision tasks, including photometric stereo.
Their powerful ability to learn from data has helped in modeling surfaces
with unknown reflectance properties, which was a challenge for traditional
PS methods. Further, neural networks can implicitly learn the image for-
mation process and global illumination effects from data, which classical
algorithms cannot pursue. As a result, several deep learning architectures
were proposed for PS [14, 15, 17, 43, 50, 51, 67]. Hence, by leveraging a
deep neural network, we can overcome the shortcoming of PS due to the
Lambertian object assumption. However, these methods still rely on the
other assumption of calibrated setting i. e., the light source directions are
given at test time, limiting their practical application. Accordingly, uncali-
brated deep PS methods that can provide results comparable to calibrated
PS networks are becoming more and more popular [16, 54, 85].

The impressive results demonstrated by deep uncalibrated PS methods
have a few critical issues: the network architecture is manually designed,
and therefore, such networks are typically not optimally efficient and have
a large memory footprint [16, 43, 54, 85]. Moreover, the authors of such
networks conduct many experiments to explore the effect of empirically
selected operations and tune hyperparameters. But, we know from the
popular research in machine learning that not only the type of operation
but sometimes their placement (ordering) matters for performance [48, 199].
And therefore, a separate line of research known as Neural Architecture
Search (NAS) has gained tremendous interest to tackle such challenges in
architecture design. NAS methods automate the design process, greatly
reducing human effort in searching for an efficient network design. NAS
algorithms have shown great success in many high-level computer vision
tasks such as object detection [200, 201], image classification [202], image
super-resolution [203], action recognition [204], and semantic segmenta-
tion [205]. Yet, its potential for low-level 3D computer vision problem such
as uncalibrated PS remains unexplored.

91
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4.2 contributions

In this chapter, we make the following contributions:

• We propose the first differentiable NAS-based framework to solve
uncalibrated photometric stereo problem.

• Our architecture search methodology considers the task-specific con-
straints of photometric stereo during search, train, and test time to
discover meaningful architecture.

• We show that automatically designed architecture outperforms the
existing traditional uncalibrated PS performance. The experiments
reveal that our approach discovers lightweight architectures, which
provides results comparable to the state-of-the-art manually designed
deep uncalibrated networks [43, 54, 85] with significantly less param-
eters.

4.3 method

This section describes our task-specific neural architecture search (NAS) ap-
proach. Among architecture search methods, evolutionary algorithms [206,
207] and reinforcement learning-based methods [208, 209] are computation-
ally expensive and need thousands of GPU hours to find architecture. Hence
they are not suitable for our problem. Instead, we adhere to the cell-based
differentiable NAS formulation. It has proven itself to be computationally
efficient and demonstrated encouraging results for many high-level vision
problems [210, 211]. However, in those applications, differentiable NAS is
used without any task-specific treatment. Unfortunately, this will not work
for the uncalibrated PS problem. There exists GBR ambiguity [26] due to the
lack of light source information. Moreover, certain task-specific constraints
must be satisfied (e. g., unit normal, unit light source direction), and the
method must operate on unordered image sets. Unlike typical NAS-based
methods, we incorporate human knowledge in our search strategy to ad-
dress those challenges. To resolve GBR ambiguity, we first search for an
efficient light calibration network, followed by a normal estimation net-
work’s search [54]. To handle PS-related constraints, we fix some network
layers and define our discrete search space for both networks accordingly.
We model our PS architecture search space via a continuous relaxation
of the discrete search space, which can be optimized efficiently using a
gradient-based algorithm. We utilize the seminal classical photometric
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stereo formulation [11, 26] and previous handcrafted deep neural network
design [54] as the basis of our NAS framework. Utilizing previous methods
knowledge in the architecture design process not only helps in reducing the
architecture’s search time but also provides an optimal architecture with
better performance accuracy [54, 85].

4.3.1 Architecture Search for Uncalibrated PS

Leveraging the recent one-shot cell-based NAS method i. e., DARTS [210],
we first define different discrete search spaces for light calibration and
normal estimation networks. Next, we perform a continuous relaxation of
these search spaces, leading to differentiable bi-level objectives for optimiza-
tion. We perform an end-to-end architecture search for light calibration
and normal estimation networks separately to obtain optimal architectures.
Contrary to high-level vision problems such as object detection, image
classification, and others [209, 210, 212], directly applying the one-shot NAS
to existing uncalibrated PS networks [54, 85] may not necessarily lead to a
good solution. Unfortunately, for our task, a single end-to-end NAS seems
challenging. It may lead to unstable behavior due to GBR ambiguity [26].
And therefore, we search for an optimal light calibration first and then
search for a normal estimation network by keeping some of the necessary
operations or layers fixed —such a strategy is used in other NAS based ap-
plications [213]. The searched architectures are then trained independently
for inference.

4.3.1.1 Background on Differentiable NAS.

In recent years, Neural Architecture Search (NAS) has attracted a lot of
attention from the computer vision research community. The goal of NAS
is to automate the process of deep neural network design. Among several
promising approaches proposed in the past [206, 209, 210, 214–216], the
DARTS [210] has shown promising outcomes due to its computational
efficiency and differentiable optimization formulation. So, in this chapter,
we use it to design an efficient deep neural network to solve uncalibrated
PS.

DARTS searches for a computational cell from a set of defined search
spaces, which is a building block of the architecture. Once the optimal cells
are obtained, it is stacked to construct the final architecture for training and
inference. To find the optimal cell, we define search space O, that is a set
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of possible candidate operations. The method first performs continuous
relaxation on the search spaces and then searches for an optimal cell. A cell
is a directed acyclic graph (DAG) with N nodes and E edges. Each node is
a latent feature map representation say x(i) for the ith node and each edge
is associated with an operation say o(i,j) between node i and node j (see
Fig.4.1(a)). In a cell, each intermediate node is computed from its preceding
nodes as follows:

x(j) = Â
i<j

o(i,j)
�

x(i)
�

(4.1)

Let o(i,j) be some operation among K candidate operations O = {o(i,j)1 ,
o(i,j)2 , ..., o(i,j)K }. The categorical choice of a specific operation is replaced by
the continuous relaxation of the search space by taking softmax over all the
defined candidate operations as follows:

õ(i,j)(x) = Â
o2O

exp(a(i,j)o )

Âo02O exp(a(i,j)o0 )
o(x) (4.2)

Here, a(i,j) is a vector of dimension |O| which denotes the operation mixing
weights on edge (i, j) (see Fig.4.1(b)). As a result, the search task for DARTS
reduces to a learning set of continuous variable a(i,j) 8 (i, j). The optimal
architecture will be determined replacing each mixed operation ō(i,j) on
edge (i, j) with: o(i,j) = arg maxo2O a

(i,j)
o corresponding to the operation

which is the “most probable” among the ones listed in O (see Fig.4.1(c)-
Fig.4.1(d)). The introduced relaxation allows joint learning of architecture
a and its weight w within the mixture of operations. So, the goal of archi-
tecture search now becomes to search for an optimal architecture a using
the validation loss with the weights w that minimizes the training loss for a
given a. This leads to following bi-level optimization problem.

minimize
a

Lval(w
⇤(a), a);

subject to: w⇤(a) = arg min
w

Ltrain(w, a)
(4.3)

where, Lval and Ltrain are the validation and training losses respectively.
This optimization problem is solved iteratively until convergence is reached.
The architecture a is updated by substituting the lower-level optimization
gradient approximation. Concretely, update a by descending raLval(w�
xrwLtrain(w, a), a). Subsequently update w by descending rwLtrain(w, a),
where:

raLval(w� xrwLtrain(w, a), a) ⇡ raLval(w
⇤(a), a) (4.4)
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Figure 4.1: Illustration of a cell. (a) Initially, the optimal operations ō(i,j) between
nodes x(i) and x(j) are unknown. (b) Each node is computed by a
mixture of candidate operations. (c) Architecture encoding is obtained
by solving the continuous relaxation of the search space. (d) Optimal
cell obtained after selection of most probable candidate operation.

x > 0 is the learning rate of the inner optimization. The idea is that, w⇤(a)
is approximated with a single learning step which allows the searching
process to avoid solving the inner optimization in Eq.(4.3) exactly. We refer
this formulation as second-order approximation [210]. To speed up the
searching process, common practice is to apply first-order approximation
by setting x = 0. For more details on the bi-level optimization refer Liu et
al.work [210].

4.3.1.2 Our Cell Description

For our problem, we search for both light calibration and normal estimation
networks. Our cells consist of two input nodes, four intermediate nodes,
and one output node for both of the networks. Each cell at layer k uses
the output of two preceding cells (Ck�1 and Ck�2) at input nodes and
outputs Ck by channel-wise concatenation of the features at the intermediate
nodes. To adjust the spatial dimensions, we define two cells i. e., normal
cells and reduction cells. Normal cells preserve the spatial dimensions of
the input feature maps by applying convolution operations with stride 1.
The reduction cells use operations with stride 2 adjacent to input nodes,
reducing the spatial dimension by half. Although the cell definition for
both networks is the same, the network-level search spaces are different



96 neural architecture search for uncalibrated photometric stereo

due to the problem’s constraints. Next, we describe our procedure to obtain
optimal network architecture for uncalibrated PS.

4.3.2 Light Calibration Network

Light calibration network predicts all the light source’s direction and inten-
sity from a set of PS images. Here, we assume the object mask is known.
One obvious way to estimate light is to regress a set of images with the
source direction vectors and intensities in a continuous space. However,
converting this task into a classification problem is more favorable for our
purpose. It stems from the fact that learning to classify light source direc-
tions to predefined bins of angles is much easier than regressing the unit
vector itself. Further, using discretized light directions makes the network
robust to small input variations.

We represent the light source direction in the upper-hemisphere by its
azimuth f 2 [0, p] and elevation q 2 [�p/2, p/2] angles. We divide the
angle spaces into 36 evenly spaced bins (Kd = 36). Our network perform
classification on azimuth and elevation separately. For the light intensities,
we assign the values in the range of [0.2, 2] divided uniformly into 20 bins
(Ke = 20) [54].
NAS for Light Calibration Network. To perform NAS for light calibration
network, we use the backbone shown in Fig.4.2(a). The backbone consists
of three main parts (i) local feature extractor (ii) aggregation layer and (iii)
classifier. The feature extraction layers provide image-specific information
for each input image. The weights of these feature extraction layers are
shared among all input images. The image-specific features are then aggre-
gated to a global feature representation with the max-pooling operation.
Later, global feature representation is combined with the image-specific
information and fed to the subsequent layers for classification. The fully
connected layers provide softmax probabilities for azimuth, elevation, and
intensity values.

We use the NAS algorithm to perform search only over the feature
extraction layer and classifier layers for architecture search (shown with
dashed box Fig.4.2(a)), while keeping other layers fixed. For NAS to provide
optimal architecture over the searchable blocks in the light-calibration
network backbone, we define our search space as follows:
1. Search Space. Our candidate operations set in search space for light cali-
bration network is composed of Olight = {“1⇥ 1 separable conv.”, “3⇥
3 separable conv.”, “5 ⇥ 5 separable conv.”, “skip connection”, “zero”}.
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(b) Normal Estimation Network

Figure 4.2: Our pipeline consists of two networks: (a) Light Calibration Network
predicts light source directions and intensities from images. Our
search is confined to feature extraction module and classification
module. (b) Normal Estimation Network outputs the surface normal
map from images and estimated light sources. Our search is confined
to feature extraction module and regression module.

The “zero" operation indicates the lack of connection between two nodes.
Each convolutional layer defined in the set first applies ReLU [69] and then
convolution with given kernel size followed by batch-normalization [73].
As before, our cells consist of two input nodes, four intermediate nodes,
and one output node §4.3.1.2. Just for the initial cell, we use stem layers as
its input for better search. These layers apply fixed convolutions to enrich
the initial cell input features.
2. Continuous Relaxation and Optimization. We perform the continuous relax-
ation of our defined search space using Eq.(4.2) for differentiable optimiza-
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tion. During searching phase, we perform alternating optimization over
weights w and architecture encoding values a as follows:

• Update network weights w by rwLtrain(w, a).

• Update architecture mixing weights a by raLval(w �
xrwLtrain(w, a), a). (see Eq.(4.4) )

Ltrain and Lval denote the loss computed over training and validation
datasets, respectively. We use multi-class cross-entropy loss on azimuth,
elevation, and intensity classes to optimize our network [54]. The total light
calibration loss is:

Llight = Laz +Lel +Lin (4.5)

where, Laz, Lel , and Lin are the losses for azimuth, elevation, and intensity
respectively. We utilize the synthetic Blobby and Sculpture datasets [43] for
this optimization where ground-truth labels for lighting are provided.

Once the searching phase is complete, we convert the continuous archi-
tecture encoding values into a discrete architecture. For that, we select the
strongest operation on each edge (i, j) with: o(i,j) = arg maxo2Olight a

(i,j)
o .

We preserve only the strongest two operations preceding each intermediate
node. We train our designed architecture with optimal operations from
scratch on the training dataset again to optimize weights before testing
§4.4.1.

4.3.3 Normal Estimation Network

We independently search for optimal normal estimation network using
the backbone shown in Fig.4.2(b). To use the light source information into
the network, we first convert n light direction vectors into a tensor X 2

Rn⇥3⇥h⇥w, where each 3-vector is repeated over spatial dimensions h and
w. This tensor is then concatenated with the input image to form a tensor
I 2 Rn⇥6⇥h⇥w. Similar to the light calibration network, we use a shared-
weight feature extraction block to process each input. After image-specific
information is extracted, we combine them in a fixed aggregation layer with
the max-pooling operation and obtain a global representation. Keeping
the aggregation layer fixed allows the network to operate on an arbitrary
number of test images and improves robustness. The global information is
finally used to regress the normal map, where a fixed normalization layer
is used to satisfy the unit-length constraint.
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NAS for Normal Estimation Network. Similar to light calibration network,
the cells here consist of two input nodes, four intermediate nodes, and one
output node. To efficiently search for architectures at initial layers, we make
use of stem layers prior to each search space [210]. These layers apply fixed
convolutions to enrich the input features.
1. Search Space. It is a well-known fact that the kernel size has great impor-
tance in vision problems. Recent work on photometric stereo has verified
that using bigger kernel size helps to explore the spatial information, but
stacking too many of them leads to over-smoothing and degrades the
performance [48]. Therefore, we selectively use different kernel sizes in
the candidate operations set Onormal = { “1 ⇥ 1 separable conv.”, “3 ⇥
3 separable conv.”, “5 ⇥ 5 separable conv.”, “skip connection”, “zero”}.
Here also, each convolutional layer defined in the set first applies
ReLU [69] and then convolution with given kernel size followed by batch-
normalization [73].
2. Continuous Relaxation and Optimization. Similar to light calibration network,
we use Eq.(4.2) to make the search space continuous. We then jointly search
for the architecture encoding values and the weights using the ground-truth
surface normals and light source information during optimization. The opti-
mization is performed using the same bi-level optimization approximation
strategy (see Eq.(4.3) and Eq.(4.4)). We normalize the images before feeding
them to the network. The normalization ensures the network is robust to
different intensity levels. To search normal estimation network, we use the
following cosine similarity loss:

Lnormal =
1
m

m

Â
i
(1� ñT

i ni) (4.6)

where, m is the number of pixels, ñi is the estimated normal by our network
and ni is the ground-truth normal at pixel i. Note that ñi is a unit-vector
due to the fixed normalization layer.

After the search optimization for normal estimation network is done,
we obtain optimal discrete architecture by keeping the operation o(i,j) =
arg maxo2Onormal a

(i,j)
o on each edge (i, j). Similar to [210], we only preserve

the two preceding operations with highest weight for each node. Finally,
we train our normal estimation network from scratch using the searched
architecture. Our normal estimation network uses the light directions and
intensities estimated by the light calibration network to predict normals at
test time.
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4.4 experiments and results

This section first describes our procedure in preparing the dataset for the
searching, training, and testing phase. Later, we provide the implementation
of our method, followed by statistical evaluations and ablation.

4.4.1 Dataset Preparation

We used three well-known photometric stereo datasets for our experiments,
statistical analysis, and comparisons, namely, Blobby [217], Sculpture [80] ,
and DiLiGenT [163].

Search and Train Set Details. For architecture search and optimal architec-
ture training, we used 10 objects from the Blobby dataset [217] and 8 from
the Sculpture dataset [80]. We considered the rendered photometric stereo
images of these datasets provided by Chen et al. [43]. It uses 64 random
lights to render the objects. In search and train phase, we randomly choose
32 light source images. Following Chen et al. [43], we considered 128⇥ 128
sized images for both Blobby and Sculpture dataset.
(a) Preparation of Search Set. Searching for an optimal architecture using
one-shot NAS [210] can be computationally expensive. To address that,
we use only 10% of the dataset such that it contains subjects from all the
categories present in the Blobby and Sculpture dataset. Next, we resized
all those 128⇥ 128 resolution images to 64⇥ 64. We refer this dataset as
Blobby search set and Sculpture search set. Our search set is further divided
into search train set and search validation set. This train set is prepared by
taking eight shapes from Blobby search set and six shape from Sculpture
search set. The search validation set is composed of two shapes from Blobby
and Sculpture search sets, respectively. Hence, approximately 80% of the
search set is used as search train set and 20% is used as search validation
set. This is done in a way that there is no common subject between train
and validation sets. We used a batch size of four at train and validation
time during search phase. The search set is same for the light calibration
and normal estimation network’s search.
(b) Preparation of Train Set. Once the optimal architectures for light cali-
bration and normal estimation are obtained, we use the train set for training
these networks from scratch. Since, we searched architecture using 64⇥ 64
size images, we use convolution layer with stride 2 at the train time for the
light calibration network’s training. Following Chen et al. [43], we use 99%
of the Blobby and Sculpture dataset for training and 1% for the validation.
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(a) Training Curve of Light Calibra-
tion Net

(b) Training Curve of Normal Esti-
mation Net

Figure 4.3: (a) Training curve of the light calibration network. (b) Training curve
of the normal estimation network.

For light calibration we used batch size of thirty-two at train time and eight
for validation. For normal estimation, instead, we considered batch size of
four both at training and validation.

4.4.2 Implementation Details

The proposed method is implemented with Python 3.6, and PyTorch
1.1 [196]. For both networks, we employ the same optimizer, learning rate,
and weight decay settings. The architecture parameters a and the network
weights w are optimized using Adam [156]. During the architecture search
phase, the optimizer is initialized with the learning rate halpha = 3⇥ 10�4,
momentum b = (0.5, 0, 999) and weight decay of 1⇥ 10�3. At model train
time, the optimizer is initialized with the learning rate hw = 5 ⇥ 10�4,
momentum b = (0.5, 0, 999) and weight decay of 3⇥ 10�4. We conducted
all the experiments on a computer with a single NVIDIA GPU with 12GB
of RAM.

We search for two types of cells, namely normal cell and reduction cell. We
use the loss function defined in Eq.(4.5) and Eq.(4.6) during search phase
to recover optimal cells for each network independently. Fig.4.2(a) and
Fig.4.2(b) show the light calibration and the normal estimation backbone
and its searchable parts, respectively. For light calibration network, we
have two searchable blocks (i) Feature block and (ii) Classification block.
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Figure 4.4: Light calibration network results on DiLiGenT objects. We show the
light direction by projecting the vector [x, y, z] to a corresponding
point [x, y]. The color of the point shows the light intensity value in
[0, 1] range. MAElight is the mean angular error in the estimation of
light source direction and Eerr stands for the intensity error.

Methods# | Dataset! Ball Cat Pot1 Bear Pot2 Buddha Goblet Reading Cow Harvest Average

Alldrin et al. (2007) [65] 7.27 31.45 18.37 16.81 49.16 32.81 46.54 53.65 54.72 61.70 37.25

Shi et al. (2010) [28] 8.90 19.84 16.68 11.98 50.68 15.54 48.79 26.93 22.73 73.86 29.59

Wu & Tan (2013) [34] 4.39 36.55 9.39 6.42 14.52 13.19 20.57 58.96 19.75 55.51 23.93

Lu et al. (2013) [218] 22.43 25.01 32.82 15.44 20.57 25.76 29.16 48.16 22.53 34.45 27.63

Papadh. et al. (2014) [29] 4.77 9.54 9.51 9.07 15.90 14.92 29.93 24.18 19.53 29.21 16.66

Lu et al. (2017) [35] 9.30 12.60 12.40 10.90 15.70 19.00 18.30 22.30 15.00 28.00 16.30

Ours 3.46 8.94 7.76 5.48 7.10 10.00 9.78 15.02 6.04 17.97 9.15

Table 4.1: Quantitative comparison with the traditional uncalibrated photometric
stereo methods on DiLiGenT benchmark. Our searched architecture es-
timates accurate surface normals of the object with general reflectance
property.

Here, we design our feature block using three normal cells, two reduction
cells, and the classification block using one normal cell and one reduction
cell. Similarly, we have two searchable blocks (i) Feature block and (ii)
Regressor block for normal estimation network. Here, the feature block
comprises three normal cells and two reduction cells, while the regressor
block is composed of three normal cells. To construct the network design
for searchable blocks, each normal cell is concatenated sequentially to the
reduction cell in order. We use 3 epochs to search architecture for each
network.
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Figure 4.5: Qualitative surface normal results on the DiLiGenT benchmark. The
bottom row demonstrates the angular error maps and mean angular
errors of our results.

Methods Param.(M) Ball Cat Pot1 Bear Pot2 Buddha Goblet Reading Cow Harvest AVG

UPS-FCN† (2018) [43] 6.1 3.96 12.16 11.13 7.19 11.11 13.06 18.07 20.46 11.84 27.22 13.62

SDPS-Net (2019) [54] 6.6 2.77 8.06 8.14 6.89 7.50 8.97 11.91 14.90 8.48 17.43 9.51

GCNet (2020) [16] + PS-FCN [43] 6.8 2.50 7.90 7.20 5.60 7.10 8.60 9.60 14.90 7.80 16.20 8.70

Neural Inv. Rendering(2021) [85] 8.1 3.78 7.91 8.75 5.96 10.17 13.14 11.94 18.22 10.85 25.49 11.62

Ours (w/o auxiliary) 4.4 4.86 9.79 9.98 4.97 8.95 10.29 9.46 15.59 8.06 18.20 9.98

Ours 4.4 3.46 8.94 7.76 5.48 7.10 10.00 9.78 15.02 6.04 17.97 9.15

Table 4.2: Quantitative comparison of deep uncalibrated photometric stereo meth-
ods on DiLiGenT benchmark [78]. Our searched architecture on aver-
age provides results that are better compared to other deep networks
not only in surface orientation accuracy (MAE) but also in model size.
The blue show the statistics where our method has the second best
performance. We used deeper version of UPS-FCN [43].

At train time, we regularize the normal estimation network loss function
using the concept of auxiliary tower [210] for performance gain. Conse-
quently, we modify its loss function at train time as follows:

Lnormal =
1
m

m

Â
i
(1� ñT

i ni) + laux
1
m

m

Â
i
(1� n̂T

i ni) (4.7)

where, laux is a regularization parameter, and n̂i is the output surface
normal at pixel i due to auxiliary tower. We set laux = 0.4. We observed
that the auxiliary tower improves the performance of the normal estimation
network. It can be argued that a similar regularizer could be used for the
light calibration network. However, in that case, we have to incorporate that
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regularizer for each image independently, which can be computationally
expensive. Fig.4.3(a) and Fig.4.3(b) show the training curve for the light
calibration and normal estimation network respectively. We trained the
light calibration and normal estimation networks for six and three epochs,
respectively for inference.

4.4.3 Qualitative and Quantitative Evaluation

Evaluation Metric. We use the well-known mean angular error (MAE)
metric to compute the light calibration and normal estimation accuracy,
respectively. Unlike light directions and surface normals, light intensity can
only be estimated up to a scale factor. For this reason, instead of using the
exact intensity values for evaluation, we use a scale-invariant relative error
metric [54]:

Eerr =
1
n

n

Â
i

✓
|sẽi � ei|

ei

◆
(4.8)

Here, ẽi and ei are the estimated and ground-truth light intensities, re-
spectively with s as the scale factor. Following Chen et al. [17], we solve
argmins Ân

i (sẽi � ei)
2 using the least squares to compute s for intensity

evaluation.
Inference. Once optimal architectures are obtained, we train these networks
for inference. We test their performance using the defined metric on the
Test set. For each test object, we first feed the object images at 128⇥ 128
resolution to the light calibration network to predict the light directions and
intensities. Then, we use the images and estimated light sources as input to
the normal estimation network to predict the surface normals.
(a) Performance of Light Calibration Network. To show the validity of
our searched light calibration network, we compared its performance on
DiLiGenT ground-truth light direction and intensity. Fig.4.4 shows the
quantitative and qualitative results obtained using our network. Concretely,
it provides light directions MAElight and intensity error (Eerr) for all object
categories. The results indicate that the searched light calibration network
can reliably predict light source direction and intensity from images of
object with complex surface profile and different material properties.
(b) Comparison of Surface Normal Accuracy. We documented the perfor-
mance comparison of our approach against the traditional uncalibrated
photometric stereo methods in Table 4.1. The statistics show that our method
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performs significantly better than such uncalibrated approaches for all the
object categories. That is because we don’t explicitly rely on BRDF model
assumptions and the well-known matrix factorization approach. Instead,
our work exploits the benefit of the deep neural network to handle com-
plicated BRDF problems by learning from data. Rather than using matrix
factorization, our work independently learns to estimate light from data
and use it to solve surface normals.

Further, we compared our method with the state-of-the-art deep uncali-
brated PS methods. Table 4.2 shows that our method achieves competitive
results with an average MAEnormal of 9.15�, having the second best perfor-
mance overall. The best performing method [16] uses a four-stage cascade
structure, making it complex and deep. On the contrary, our searched archi-
tecture is light and it can achieve such accuracy with 2.4M fewer parameters.
Fig.4.6 provides additional visual comparison of our results with several
other approaches from the literature [29, 34, 43, 54]. Table 4.2 also shows
the benefit of using an auxiliary tower at train time.
(c) Ablation Study. Analysing the performance with the change in number
of input images at test time. Our light calibration and normal estimation
network can work with an arbitrary number of input images at test time.
In this experiment, we analyse how the number of images affects the
accuracy of the estimated lighting and surface normals. Fig. 4.7(a) and
4.7(b) show the variation in the mean angular error with different number
of images. As expected, the error decreases as we increase the number of
images. Of course, feeding more images allows the networks to extract
more information, and therefore, the best results are obtained by using all
96 images provided by the DiLiGenT dataset [78].

4.5 limitations and further study

In this chapter, we have successfully demonstrated a favorable way to exploit
the differentiable NAS to the uncalibrated photometric stereo. By respecting
the inherent geometric constraint of uncalibrated PS, we utilize NAS that
provides commendable performance and a lightweight neural network
design. Still, we believe there are possible future directions to explore and
handle the limitations of the current method. Firstly, our method considers
a setup where each point is illuminated only by a directional light source.
However, each surface element mutually illuminates each other on concave
parts, and therefore, our method suffers on such interreflecting surfaces (see
Fig. 4.8(a)). As future work we aim to apply NAS on an inverse rendering
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BEAR

Error Map

0 90

 6.42° 5.48°6.89° 7.19° 9.07°

Robust PS Holistic PS OursSDPS-Net UPS-FCN†

(a) BEAR

Robust PS Holistic PS OursGOBLET

Error Map

0 90

29.93° 20.57° 18.07°

SDPS-Net UPS-FCN†

9.78°11.91°

(b) GOBLET

Figure 4.6: Visual comparison against Robust PS [29], Holistic PS [34], SDPS-
Net [54] and UPS-FCN [43] on (a) BEAR and (b) GOBLET objects
from DiLiGenT dataset. The statistics show the superiority of our
searched architecture.

pipeline with explicit interreflection modeling as introduced in Chapter 2.
Secondly, our method works well on the surfaces with homogeneous BRDF,
and we observe degradation in performance on textured regions (see 4.8(b)).
That is because the dataset used in training consists of texture-less surfaces.
We believe that extending the dataset to spatially varying BRDFs will
enhance the performance on such surfaces. As creating a large-scale dataset
is not an easy task, it could be possible to improve the performance by
exploring the applicability of techniques like channel-wise normalization.
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(a) Light Calibration Error (b) Surface Normal Error

Figure 4.7: Variation in MAE w.r.t the change in the number of input images
at test time. Observation with (a) light calibration and (b) normal
estimation network, respectively.

4.6 conclusion

In this chapter, we demonstrated the effectiveness of applying differentiable
NAS to deep uncalibrated PS. Though using the existing differentiable NAS
framework directly to our problem is not straightforward, we showed that
we could successfully utilize NAS provided PS-specific constraints are well
satisfied during the search, train, and test time. We search for an optimal
light calibration network and normal estimation network using the one-
shot NAS method by leveraging hand-crafted deep neural network design
knowledge and fixing some of the layers or operations to account for the
PS-specific constraints. The architecture we discover is lightweight, and it
provides comparable or better accuracy than the existing deep uncalibrated
PS methods.



108 neural architecture search for uncalibrated photometric stereo

(a) HARVEST scene

(b) CAT scene

Figure 4.8: Failure cases: (a) interreflecting surfaces, (b) textured surfaces.



5
D I S C U S S I O N

This thesis addresses the problem of surface recovery by taking a modern
approach to photometric 3D reconstruction techniques. Chapter 2 presents
an uncalibrated inverse rendering approach to estimate the surface normals
of objects. Our experimental analysis shows that our method can perform
comparable to or better than the fully-supervised methods that require the
acquisition of ground-truth normals for training. It is important to note that
creating a large-scale dataset of real-world objects for photometric stereo is
highly challenging. As a remedy, existing methods heavily rely on synthetic
renderings. On the other hand, our approach benefits from the physics to
analyze light-surface interactions. To this end, it uses Nayar’s interreflection
kernel and a specularity mapping based on the Phong model. Furthermore,
it exploits an initialization step based on robust photometric stereo. There-
fore, we consider our approach a big step for physics-based deep learning.
We believe that our method can be further improved by adding more physi-
cal constraints, such as using more complicated reflection models, adopting
Monte Carlo methods for handling specular interreflections, or utilizing
additional training data.

In Chapter 3, we introduced simple and modern deep learning-based
solutions to the multi-view photometric stereo (MVPS) problem. Firstly,
we want to indicate that MVPS is not an ordinary 3D data acquisition
setup that can be realized with common commodity cameras. It requires
sophisticated hardware, and special care must be taken to calibrate cameras
and lights. Only then, it becomes possible to acquire 3D and render scenes
accurately. Secondly, we want to emphasize again that MVPS is generally
solved using a sequence of involved steps. Hence, the main motivation of
this thesis is to utilize the modern approach for the classical MVPS problem
and explore how far we can go with it (with a framework that is as simple
as possible). We show that we can get state-of-the-art reconstruction results
with much simpler frameworks by leveraging uncertainty modeling and
continuous volumetric rendering approaches. All in all, this thesis provides
new approaches to MVPS, and we believe that working on such ideas can
help us come up with a better and simpler way to recover 3D from MVPS
images.
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Our experimental analysis of the MVPS problem shows that mindful in-
tegration of surface estimates from different modalities can further improve
reconstruction quality. Therefore, we believe that better reconstructions
can be achieved by employing more sophisticated acquisition devices. An
exciting future research direction is to utilize polarization cameras [219–221]
and multispectral images [222, 223] in MVPS setup. Moreover, our proposed
approaches consider only the calibrated setting, and it would be interesting
to explore the applications without calibration data.

Finally, in Chapter 4, we introduced a differentiable neural architecture
search-based framework for the uncalibrated photometric stereo problem.
Our approach provides promising results for the application of neural
architecture search on low-level vision problems. By considering the task-
specific constraints of the uncalibrated photometric stereo problem, we
obtained a lightweight architecture that performs comparable to and better
than the state-of-the-art hand-crafted architectures. Since making neural
networks lighter is important for better deployment, we believe that our
work will facilitate the application of deep photometric stereo in real-world
settings.



A
A P P E N D I X

a.1 uncalibrated neural inverse rendering

Here, we present qualitative results on all of the categories of our dataset.
Figure A.1 to Figure A.6 compares the output normal maps of our method
with other baselines. Note that our implementation of Nayar et al. [68]
uses Woodham’s classical photometric stereo [11] to calculate the pseudo
surface and updates the normals with the interreflection modeling for 15
iterations. Even though the Nayar et al. [68] interreflection algorithm is
not theoretically guaranteed to converge for all surfaces, it gives a stable
response on our dataset. We initialized Nayar’s algorithm using the same
predicted light sources of our method for a fair comparison.

The results show that our method achieves the best results overall, both
qualitatively and quantitatively. We observed that other deep learning
networks [43, 54] may fail to remove the surface ambiguity in challenging
subjects. This is because these networks require supervised training with
ground-truth normals, and their performance depends on the content of the
training dataset. On the other hand, the results show that Nayar et al. [68]
performs much better on challenging concave shapes. However, it cannot
model specularities and cast shadows. On the other hand, our method
can model these non-Lambertian effects with the reflectance mapping, and
therefore, it performs better than Nayar et al.in all the tested categories.

Lastly, we provide the reflectance map obtained using our method on
the proposed dataset. Figure A.7 and Figure A.8 show the reflectance map
obtained using our method on the synthetic and real sequences respectively.
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Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 28.82° MAE = 35.79° MAE = 49.36° MAE = 19.91°

90°

0°

Figure A.1: Qualitative comparison on the Vase scene. Here, it is obvious that
previous deep learning based methods fail to handle the concavity of
the subject. In contrast, our method works reasonably well showing
the competence of our modeling procedure.

MAE = 31.61°

Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 11.30° MAE = 36.14° MAE = 11.04°

90°

0°

Figure A.2: Qualitative comparison on the Golf-ball scene. Although deep learn-
ing based methods perform well smooth objects, they cannot handle
fine structures and indentations.
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Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 13.97° MAE = 48.47° MAE = 13.81° MAE = 13.43°

90°

0°

Figure A.3: Qualitative comparison on the Face scene. Although Nayar et al. [68]
models interreflections, it cannot handle cast shadows. Therefore,
it performs poorly on regions surrounding the eyes and the nose
where cast shadows are effective. Here, we also observe that Chen et
al. [43] cannot estimate accurately for higher slant angles.

Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 19.14° MAE = 19.16° MAE = 16.00° MAE = 12.37°

90°

0°

Figure A.4: Qualitative comparison on the Tablet1 scene. This subject has a
complicated geometry involving cuneiform and reliefs. Apart from
these fine structures, the object can be treated as a composite surface
which has a large concavity in the middle part.
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Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 16.34° MAE = 10.69° MAE = 15.11° MAE = 13.12°

90°

0°

Figure A.5: Qualitative comparison on the Tablet2 scene. Similar to Tablet1, this
subject also contains reliefs and cuneiform scripts. Since the overall
geometry is approximately flat, all methods perform comparable on
this category.

Nayar et al. (1991) Chen et al. (2018) Chen et al. (2019) Ours
Ground-truth/
Input Image

MAE = 19.43° MAE = 24.45° MAE = 18.34° MAE = 18.55°

90°

0°

Figure A.6: Qualitative comparison on the Broken Pot scene.
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(a) VASE
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(c) FACE

Figure A.7: Reflectance maps obtained with our method from Vase, Golf-ball
and Face categories.
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(a) TABLET1
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Figure A.8: Reflectance maps obtained with our method from Tablet1, Tablet2
and Broken Pot categories.
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a.2 uncertainty-aware deep mvps

Extending the qualitative analysis in Section §3.5, we demonstrate the qual-
ity of the recovered meshes for DiLiGenT-MV objects. Fig.A.9-Fig.A.12 show
the colored Wireframe model comparison of the object surface recovered
using our approach, B-MVPS [91] and GT. The visualizations show that the
distribution of the geometric primitives of B-MVPS [91] is irregular and
unevenly distributed. Similarly, Fig.A.13-Fig.A.17 show the quality of the
meshes compared to NeRF [88], R-MVPS [108], and B-MVPS [91]. Overall,
it can be observed that our method provides surfaces which are superior in
quality, regular, hence more useful for geometry processing applications.

B-MVPS Ours Ground-Truth

Figure A.9: Colored Wireframe qualitative comparison with B-MVPS [91] on
BUDDHA.
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B-MVPS Ours Ground-Truth

Figure A.10: Colored Wireframe qualitative comparison with B-MVPS [91] on
COW.

B-MVPS Ours Ground-Truth

Figure A.11: Colored Wireframe qualitative comparison with B-MVPS [91] on
POT2.

B-MVPS Ours Ground-Truth

Figure A.12: Colored Wireframe qualitative comparison with B-MVPS [91] on
READING.
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BEAR NeRF Park et al. 2016 Li et al. 2020 Ours

Figure A.13: Qualitative mesh comparison on BEAR.

BUDDHA NeRF Park et al. 2016 Li et al. 2020 Ours

Figure A.14: Qualitative mesh comparison on BUDDHA.

COW NeRF Park et al. 2016 Li et al. 2020 Ours

Figure A.15: Qualitative mesh comparison on COW.

POT2 NeRF Park et al. 2016 Li et al. 2020 Ours

Figure A.16: Qualitative mesh comparison on POT2.

READING NeRF Park et al. 2016 Li et al. 2020 Ours

Figure A.17: Qualitative mesh comparison on READING.
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a.3 uncertainty-aware volume rendering for mvps

(a) Image Rendering. In Section §3.6, we used the suitable 3D reconstruc-
tion metric to show the high-quality 3D reconstruction achieved using our
approach. Nevertheless, we further analyzed our method’s performance
using popular image rendering metrics showing our method’s ability to
provide favorable surface 3D geometry as a function of volume density.
Indeed, volume rendering is inherently conditioned on the implicit geom-
etry, and therefore, obtaining high-quality rendering is an indicator for
learning accurate representation of the object. Fig.A.18 shows the rendered
images obtained from our approach 3D reconstruction results and their
corresponding PSNR scores for quantitative evaluation. The results show
that our approach not only reconstructs accurate 3D geometry of the object
but also provides high-quality image rendering.
(b) High-Frequency Details. Here, we extend the qualitative comparison
provided in Section §3.6 of the thesis by demonstrating the high-frequency
details of our 3D reconstructions. Fig.A.19 visually compares the 3D recon-
structions obtained by our method and other MVPS methods, focusing on
the ear of Buddha object. Clearly, our method recovers fine details that are
missing in other methods and provides outstanding 3D reconstructions.

BEAR BUDDHA COW POT2 READING

30.91 30.04 31.61 32.20 29.76PSNR

Rendered
Images

Ground-truth
Images

Figure A.18: Image rendering quality achieved by using our method’s 3D recon-
struction on DiLiGenT-MV dataset [91]. PSNR metric value quantify
the rendered image quality (higher is better).
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Figure A.19: Visual comparison of MVPS reconstructions on Buddha category,
demonstrating the benefit of our approach in recovering high-
frequency details.
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