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A B S T R A C T 

Weak gravitational lensing is a powerful probe, which is used to constrain the standard cosmological model and its extensions. 
With the enhanced statistical precision of current and upcoming surv e ys, high-accurac y predictions for weak lensing statistics 
are needed to limit the impact of theoretical uncertainties on cosmological parameter constraints. For this purpose, we present 
a comparison of the theoretical predictions for the non-linear matter and weak lensing power spectra, based on the widely used 

fitting functions ( mead and rev-halofit ), emulators ( EuclidEmulator , EuclidEmulator2 , BaccoEmulator 

, and CosmicEmulator ), and N -body simulations ( PKDGRAV3 ). We consider the forecasted constraints on the � CDM and 

wCDM models from weak lensing for stage III and stage IV surv e ys. We study the relative bias on the constraints and their 
dependence on the assumed prescriptions. Assuming a � CDM cosmology, we find that the relative agreement on the S 8 parameter 
is between 0.2 and 0.3 σ for a stage III-like surv e y between the abo v e predictors. F or a stage IV-like surv e y the agreement 
becomes 1.4–3.0 σ . In the wCDM scenario, we find broader S 8 constraints, and agreements of 0.18–0.26 σ and 0.7–1.7 σ for stage 
III and stage IV surv e ys, respectiv ely. The accuracies of the abo v e predictors therefore appear adequate for stage III surv e ys, 
whereas the fitting functions would need impro v ements for future stage IV surv e ys. Furthermore, we find that, of the fitting 

functions, mead provides the best agreement with the emulators. We discuss the implication of these findings for the preparation 

of future weak lensing surv e ys, and the relative impact of theoretical uncertainties to other systematics. 

Key words: gravitational lensing: weak – large-scale structure of Universe – Cosmological parameters. 
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 I N T RO D U C T I O N  

he next generation of wide field cosmological surveys, such as
he Vera Rubin Observatory Le gac y Surv e y of Space and Time
LSST 

1 ; Abell et al. 2009 ), Euclid , 2 and the Nancy Grace Roman
pace Telescope ( NGRST 

3 ; Akeson et al. 2019 ) will map the matter
istribution of the local Universe with an unprecedented accuracy.
hese high-precision measurements present a challenge for the

heoretical modelling of cosmological observables. Cosmic shear
s a cosmological observable that relies on the distortions of galaxy
hapes caused by weak gravitational lensing (e.g. Bartelmann &
chneider 2001 ). This effect is due to the gravitational deflection of
hotons by the matter density field along the line of sight. Cosmic
hear measures the inhomogeneities in the cosmic density field with
igh precision and can be used as an unbiased tracer of the matter
istribution. It is sensitive to both, the matter distribution of the
niverse and the growth of cosmic structure, which is important
 E-mail: ting.tan@lpnhe.in2p3.fr 
 ht tps://www.lsst .org . 
 ht tps://www.cosmos.esa.int /web/euclid/home . 
 https:// roman.gsfc.nasa.gov/ . 
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Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
or the understanding of the expansion history of the Universe. A
ommonly used cosmic shear summary statistic is the cosmic shear
ngular power spectrum, which can be predicted from the matter
ower spectrum. The modelling of the matter power spectrum on
arge scales can be derived using perturbation theory (Bernardeau
t al. 2002 ; Crocce & Scoccimarro 2006 ; Baumann et al. 2012 ;
rocce, Scoccimarro & Bernardeau 2012 ; Blas, Garny & Konstandin
014 ; Blas et al. 2016 ; Foreman & Senatore 2016 ; Nishimichi,
ernardeau & Taruya 2016 ; Beutler et al. 2017 ; Cataneo et al. 2019 ;
’Amico et al. 2020 ), where the structure formation of the Universe
s linear. Some extended perturbation theories (e.g. Chudaykin et al.
020 ; D’Amico, Senatore & Zhang 2021 ) can provide an accurate
odel up to k ∼ 0.3 h Mpc −1 . Ho we ver , at non-linear , smaller scales,

on-linear processes have a strong impact on the matter power
pectrum, and perturbation theory is no longer valid. 

In this work, we compare the theoretical predictions of the non-
inear matter power spectrum, and the associated theoretical uncer-
ainties on cosmological parameters from measurements of the cos-

ic shear angular power spectrum. The comparison includes some
idely used models fitted from N -body simulations using analytical
alo models: halofit (Smith et al. 2003 ) is fitted to low resolution,
ravity-only N -body simulations, which is known to exhibit a non-
© The Author(s) 2023. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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egligible mismatch with current state-of-the-art hydrodynamic N - 
ody simulations; rev-halofit (Takahashi et al. 2012 ), devel- 
ped as the revisited version of halofit is used in the analysis 
f the Dark Energy Surv e y (DES; Amon et al. 2022 ); and mead
Mead et al. 2015 ), which is used in the analysis of the Kilo-Degree
urv e y combined with the VISTA Kilo-Degree Infrared Galaxy 
urv e y (Giblin et al. 2021 ). Apart from the halo model fitting method,
mulators are generated from the interpolation of a suite of N -body
imulations, e.g. CosmicEmulator (Heitmann et al. 2009 , 2013 ; 
awrence et al. 2017 ), BaccoEmulator (Angulo et al. 2020 ; Aric ̀o
t al. 2021 ), EuclidEmulator (Knabenhans et al. 2019 ) and its
pdated version EuclidEmulator2 (Collaboration et al. 2020 ), 
OSMOPOWER (Mancini et al. 2022 ), and GP emulator (Giblin 
t al. 2019 ). In this study, CosmicEmulator , BaccoEmulator , 
uclidEmulator , and EuclidEmulator2 are representa- 

ively selected in the comparison at the level of the matter power
pectrum, and a comparison between rev-halofit , mead and 
uclidEmulator is also shown in Knabenhans et al. ( 2021 ). 

n order to estimate the theoretical uncertainties, we look at the 
eak lensing cosmological parameter constraints, by generating a 

orecast for a stage III, DES-like surv e y and a stage IV, Euclid -like
urv e y. We take into account the parameters described by the standard 
 CDM cosmological model and the extended wCDM model. As a 

urther investigation, we also discuss the relative impact of theoretical 
ncertainties compared to other systematics, such as baryonic effects, 
hotometric redshift uncertainty (e.g. Huterer et al. 2006 ), shear bias 
e.g. Bernstein & Jarvis 2002 ; Hirata et al. 2004 ), and galaxy intrinsic
lignment (e.g. Heavens, Refregier & Heymans 2000 ). 

This paper is organized as follows. In Section 2, we de- 
cribe the theoretical framework, including three halo-model based 
tting functions, mead , halofit , and rev-halofit ; four 
ower spectrum emulators extracted from N -body simulations: 
osmicEmulator , BaccoEmulator , EuclidEmulator and 
uclidEmulator2 , and one N -body simulation code PKDGRAV3 

Potter, Stadel & Teyssier 2017 ). In Section 3 , we present the method
nd the rele v ant codes used in this study. We summarize our results
n Section 4 and our conclusions in Section 5 . 

 T H E O RY  

n this section, we describe the theoretical background of the matter 
ower spectrum, weak lensing, and its angular power spectrum, as 
ell as the different predictors of the matter power spectrum that we

nclude in the comparisons. 

.1 Weak lensing 

onsidering the cosmic density field ρ( � r ) at the position � r , the density
ontrast δ( � r ) is defined as the relative difference of ρ( � r ) to the average
ensity ρ̄

( � r ) = 

ρ( � r ) − ρ̄

ρ̄
. (1) 

n Fourier space, the density contrast takes the following form: 

( � k ) = 

∫ 

δ( � r ) exp ( i � k · � r ) d 3 r. (2) 

urthermore, the matter power spectrum P ( � k ) is defined as the
orrelation of the density contrast in Fourier space (Peebles 2020 ): 

 δ( � k ) δ( � k ′ ) 〉 = (2 π ) 3 δ(3) 
D ( � k + 

� k ′ ) P ( � k ) , (3) 
here δD is the three-dimensional Dirac delta function. For full-sky 
urv e ys, the cosmic shear angular power spectrum is approximately
dentical to the convergence power spectrum (Bartelmann & Maturi 
016 ), which can be defined as a weighted integration along the line-
f-sight o v er the matter power spectrum (Bartelmann & Schneider
001 ), and simplified using the Kaiser–Limber approximation (Lim- 
er 1953 ; Kaiser 1992 , 1998 ; LoVerde & Afshordi 2008 ). We follow
he formalism of LoVerde & Afshordi ( 2008 ), Giannantonio et al.
 2012 ), Kilbinger et al. (2017) , Kitching et al. (2017 ), and Tarsitano
t al. (2021 ) to compute the cross-correlated shear power spectrum
ith tomographic redshift bins i and j : 

 

ij 
γ ( 	 ) = 

9 

16 

(
H 0 

c 

)4 


2 
m 

∫ χh 

0 
d χP NL 

(
	 

r 
, χ

)
g i ( χ )g j ( χ ) 

(ar( χ )) 2 
. (4) 

ere P NL is the non-linear matter power spectrum, χ is the comoving
istance, χh is the comoving horizon distance, r is the comoving 
ngular diameter distance, 
m 

is the total matter density, a = (1 +
) ( − 1) is the scale factor, and g ( χ ) is the lensing efficiency function
efined as: 

 i ( χ ) = 2 
∫ χh 

χ

d χ ′ n i ( χ ) 
r ( χ )r ( χ ′ − χ ) 

r( χ ′ ) 
, (5) 

ith n i ( χ ) being the normalized number density of the observed
alaxies at a comoving distance χ . 

.2 Matter power spectrum 

he matter power spectrum is a fundamental statistics to study 
he large-scale structure of the Universe. As seen above, it is, in
articular, useful to predict the cosmic shear angular power spectrum. 
herefore, it is necessary to have an accurate theoretical model for

he matter power spectrum on all scales. On large scales and mildly
on-linear scales, the matter power spectrum can be modelled using 
erturbation theory and some extended theories. On small scales, 
hich are in the non-linear regime, these approaches are not suited to
redict the power spectrum with the necessary precision, while other 
ethods are developed with the use of a halo model or simulations. 

.2.1 Analytical predictions 

 common way to model the matter power spectrum on these
mall scales is to empirically fit physically moti v ated formulas to
easurements from N -body simulations, e.g. as done in Hamilton 

t al. ( 1991 ). Furthermore, modelling the density field as a collection
f virialized haloes, the matter power spectrum can be approximated 
nalytically using the statistics of haloes, and fitted to simulations or
mulators (Ma & Fry 2000 ; Seljak 2000 ; Cooray & Sheth 2002 ). 

In this study, we compare three halo-model based fitting functions: 
ead , halofit , and rev-halofit . halofit was built using 
 series of N -body simulations with a total of N = 256 3 particles
nd the box size from 84 to 240 Mpc h −1 . Using the halo model,
he matter power spectrum is constructed with two terms, the one-
alo term proposed by Ma & Fry ( 2000 ), Peacock & Smith ( 2000 ),
eljak ( 2000 ), Scoccimarro et al. ( 2001 ) and a two-halo term (Ma
 Fry 2000 ; Seljak 2000 ; Scoccimarro et al. 2001 ) to describe the

xclusion effects between dark matter haloes. The one-halo term 

ndicates the correlation of the matter field of one single halo, which
ominates on small scales, whereas the two-halo term describes 
he cross-correlation between different haloes, which has a strong 
mpact on larger scales. Assuming that the haloes are distributed 
ccording to the halo mass function (Press & Schechter 1974 ; Sheth
 Tormen 1999 ), the matter power spectrum modelled with this
MNRAS 522, 3766–3783 (2023) 
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pproach can achieve a high precision on large scales. However,
ue to the lack of baryons and the relatively low resolution of
he N -body simulations used in their study, halofit does not
atch high-resolution N -body simulations, giving an accuracy at

he 5 per cent level at k = 1 h Mpc −1 (Heitmann et al. 2010 ),
nd larger differences for k > 1 h Mpc −1 , which is insufficient for
he non-linear regime. rev-halofit is a revised prescription
f halofit , which provides a more accurate prediction of the
atter power spectrum for k < 30 h Mpc −1 and z < 10, with a
 per cent level accuracy at k = 1 h Mpc −1 and 10 per cent level
ccuracy at k = 10 h Mpc −1 . rev-halofit uses high-resolution N -
ody simulations for 16 cosmological models around the Wilkinson
icrow ave Anisotrop y Probe (WMAP) best-fitting cosmological

arameters. The N -body simulations were run with the Gadget-2
 -body code (Springel, Yoshida & White 2001 ; Springel 2005a ),
024 3 particles in total, and the box size from 320 to 2000 Mpc h −1 .
he power spectrum is fitted using an impro v ed fitting formula with
ve more model parameters as compared to halofit . Several
xtended methods have been proposed to improve the halo model
Bird, Viel & Haehnelt 2012 ; Mohammed & Seljak 2014 ; Seljak &
lah 2015 ). Here we only consider mead (Mead et al. 2015 ), which

eaches an accuracy at the 5 per cent level for k = 10 h Mpc −1 and
 < 2. mead introduces more physical parameters in addition to the
alo model, and is fitted to the ‘Coyote Universe’(Heitmann et al.
013 ) suite of high-resolution simulations, the same simulations used
or the generation of CosmicEmulator . It also includes massive
eutrinos (Mead et al. 2016 ) and baryonic effects e.g. active galactic
uclei (AGNs) feedback, superno vae e xplosions, and gas cooling.
o we ver, we only consider the dark-matter-only case in this study. 

.2.2 Emulators 

he fitting functions based on halo models described in Section 2.2.1
an provide accurate non-linear power spectrum predictions for large
 -modes and a wide redshift range, which can be used to predict
osmological observ ables. Ho we v er, the y also hav e limitations as
he precision is not uniform for different cosmological parameters,
nd it is difficult for fitting functions to give a high precision below
he 1 per cent level compared to high-resolution simulations. Power
pectrum emulators are constructed following a different approach
n which one interpolates the power spectrum from a set of N -body
imulations within a certain range of rele v ant parameters, using
nterpolation methods, e.g. Gaussian processes regression (Heitmann
t al. 2010 , 2013 ; Angulo et al. 2020 ) or polynomial chaos expansion
Knabenhans et al. 2019 ; Collaboration et al. 2020 ). Compared to
tting functions, emulators usually provide consistent precision of

he predictions for dif ferent k -modes. Ho we v er, emulators also hav e
imitations: First, the co v ered parameter space is limited, thus making
t difficult to perform a likelihood analysis, for which one needs to
xplore a wide range of parameter values. Secondly, the ranges of
 and redshift are also limited, making it difficult to compute the
eak lensing cosmic shear observables for high 	 s, which require an

nte gration o v er a large k range. 
In this study, we compare four emulators: CosmicEmulator

Heitmann et al. 2016 ), BaccoEmulator (Angulo et al.
020 ), EuclidEmulator (Knabenhans et al. 2019 ), and
uclidEmulator2 (Collaboration et al. 2020 ), which are selected
s representatives for different interpolation methods, i.e. Cos-
icEmulator using Gaussian processes regression, EuclidEmulator

sing polynomial chaos expansion, and BaccoEmulator using Neural
etwork, and Gaussian processes regression. CosmicEmulator
NRAS 522, 3766–3783 (2023) 
s fitted using a set of the ‘Coyote Universe’ simulations and the
Mira-Titan Univ erse’(La wrence et al. 2017 ) simulations. We use the
atest version of the emulator (Heitmann et al. 2016 ), for which the
Mira-Titan Universe’ simulations were run with 3200 3 particles and
 simulation volume of (2100 h −1 Mpc) 3 . The CosmicEmulator
uccessfully achieves high-precision predictions of the power spec-
rum within the 4 per cent level for k max = 5 h Mpc −1 and z < 2. It
llows for the variation of various parameters, including the matter
ensity 
m 

, the amplitude of density fluctuations σ 8 , the baryon
ensity 
b , the scalar spectral index n s , the dark energy equation of
tate parameters w 0 , and w a , the dimensionless Hubble parameter h ,
he neutrino density 
ν , and the redshift z. EuclidEmulator uses
 different emulation method using N -body simulations generated
ith the PKDGRAV3 code (Potter et al. 2017 ). It uses 100 simulations
ith 2048 3 particles in a (1250 h −1 Mpc) 3 simulation volume. The
on-linear correction is encoded as a boost factor adding up to the
nput linear po wer spectrum, achie ving a precision at the 1 per cent
evel for predictions within the ranges k < 1 h Mpc −1 and z < 1.
nabenhans et al. ( 2019 ) demonstrated that EuclidEmulator

grees with rev-halofit at the 8 per cent level. As an updated
ersion of EuclidEmulator , EuclidEmulator2 is extended
ith dynamical dark energy and massive neutrinos, created with
 larger parameter space and a modified version of the PKDGRAV3
 -body code. EuclidEmulator2 provides a consistent accuracy
ith simulations at the 2 per cent level up to k max = 10 h Mpc −1 for z
 2, and slightly lower accuracy for higher redshift z ∼ 3. Ho we ver,

s EuclidEmulator2 uses the amplitude of the primordial power
pectrum A s instead of σ 8 as input parameter, we use the following
ormula to transfer σ 8 into A s (Hand et al. 2018 ): 

 s = 

(
σ8 

σ8 , 0 

)2 

× A s , 0 (6) 

n our comparison, where σ 8, 0 = 0.826 and A s, 0 = 2.184 × 10 −9 . 
BaccoEmulator is another state-of-the-art emulator using an

pdated version of the L-Gadget3 code (Springel 2005b ; Angulo
t al. 2012 ) with 4320 3 particles in a (1440 h −1 Mpc) 3 simulation
olume. It has a 2 per cent level accuracy over the redshift range 0
 z < 1.5 and k < 5 h Mpc −1 . 

.2.3 N-body simulations 

e also include in this study a comparison with a dark-matter-only
 -body simulation run with PKDGRAV3 , which is based on a binary

ree algorithm. This code uses fifth order multipole expansions of
he gravitational potential between particles and can achieve fast
omputational speeds with hardware acceleration. A comparison
etween PKDGRAV3 and the N -body codes, Gadget-3 , Gadget-4 ,
nd Ramses is presented in Schneider et al. ( 2016 ) and Springel et al.
 2021 ). The PKDGRAV3 simulations are the same as the ones used for
uclidEmulator , with 2048 3 particles in total and the box size
f L = 1250 h −1 Mpc. The details are presented in Knabenhans et al.
 2019 ). 

 M E T H O D  

n this work, we perform a comparison of predictors of the non-
inear matter power spectrum, i.e. halo-model based fitting functions
nd emulators. We estimate the theoretical uncertainties of these
redictors on the parameter constraint level by looking at the weak
ensing cosmological parameter constraints from a stage III and a
tage IV surv e ys. F or each surv e y, we perform a comparison using
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Table 1. Parameter settings for mock surv e ys: The stage IV surv e y is created 
using a four times larger surv e y area and galaxy density compared to the stage 
III surv e y. A deeper Smail redshift distribution is also used in the stage IV 

surv e y. 

Surv e y Stage III Stage IV 

Surv e y area [deg 2 ] 5000 20 000 
Galaxy density [arcmin −2 ] 5 20 
Redshift distribution Smail Smail 
Redshift bins 4 4 
Redshift range 4 0.025 ∼ 3.0 0.025 ∼ 3.0 

4 The presented redshift range refers to the considered range used in the 
generation process of the covariance matrix for the mock surv e ys. The range 
differs from the redshift range used for the predictors of the weak lensing 
power spectrum in Section 4.2 , where we use [0.08,2] for the stage III surv e y 
and [0.08,3.0] for the stage IV surv e y. 
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Figure 1. The redshift distributions of the source galaxies. One can see the 
four tomographic distributions for the stage III and the stage IV surv e ys. The 
global distributions, which follows the Smail et al. ( 1995 ) model, are shown 
by the dashed lines. 
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he standard � CDM cosmological model and the extended wCDM 

odel. 

.1 Sur v ey parameters 

he estimate of the theoretical uncertainties for cosmological pa- 
ameters is realized by forecasting the constraints for a stage III
nd a stage IV surv e ys. The co variance matrix is estimated from
imulations, as described in Section 3.2 below. Table 1 shows the 
arameter settings used for the generation of the mock galaxy 
urv e ys. Martinelli et al. ( 2021 ) suggests using 	 max = 5000 for
tage IV-like surv e ys to probe deep into non-linear regime. Ho we ver,
n this study we use a more conserv ati ve limit of 	 max = 1000, and
o not take into account baryonic effects. 
We use Smail et al. ( 1995 ) distributions to model the global redshift

istribution of the source galaxies for both the stage III and the stage
V surv e ys. The corresponding formulas and parameter settings for
hese two distributions are as follows: 

 ( z ) stageIII = z α exp 

[ 

−
(

z 

z 0 

)β
] 

, (7) 

ith α = 1.5, β = 1.1, and z 0 = 0.31 and 

 ( z) stageIV = 

(
z 

z 0 

)α

exp 

[ 

−
(

z 

z 0 

)β
] 

, (8) 

ith α = 2.0, β = 1.5, and z 0 = 0.64 (Martinelli et al. 2021 ). In both
ases the source galaxies are randomly divided into four tomographic 
ins with equal number of galaxies in each bin, and a Gaussian
onvolution is performed so that they follow the schema in Amara &
 ́efr ́egier ( 2007 ). The four tomographic bins are chosen to reduce the
omputation time and for simplicity. This is a conserv ati ve choice for
he estimation of theoretical uncertainty, but could be enough for a 
orecast comparison. As a result of the auto- and cross-combinations 
f these four redshift bins, we have 10 combinations of auto- and
ross-correlations for the cosmic shear measurements (four auto- 
orrelations and six cross-correlations). Fig. 1 shows the global and 
omographic redshift distributions used in this study. 

.2 Co v ariance matrix 

n accurate estimate of the surv e y co variance matrix is crucial for
he correct calculation of the likelihood function. We estimate the 
ovariance matrices for the stage III and stage IV survey setups
escribed in Table 1 from numerical simulations, using the NGSF 
ode described in Z ̈urcher et al. ( 2021 ) and Dominiket et al. ( 2022 ).
e generate a large number ( N = 2000) of realization of the angular

ower spectra for each surv e y setup following the methodology
utlined in Z ̈urcher et al. ( 2021 ). In the following, we introduce the
sed N -body simulations, briefly summarize the forward modelling 
rocedure used to generate the angular power spectra and describe the 
stimation of the covariance matrix. We refer the reader to Z ̈urcher
t al. ( 2021 ) for a more detailed description of the methodology. 

We utilize the 50 independent PKDGRAV3 (Potter et al. 2017 ) N -
ody simulations at the fiducial cosmology that were previously 
sed in Dominiket et al. ( 2022 ); Z ̈urcher et al. ( 2021 ) and generated
sing the state-of-the-art dark-matter-only N -body code PKDGRAV3 . 
he cosmological parameters in the used simulations are fixed 

o the ( � CDM,TT,TE,EE + lowE + lensing) results of Planck 2018
Aghanim et al. 2020 ), except for 
m 

and σ 8 which are set to the
alues found in Troxel et al. ( 2018 ). This setup results in 
cdm 

=
.26, σ 8 = 0.84, 
b = 0.0493, n s = 0.9649, w = −1, and h =
.6736. We include three massive neutrino species in all simulations. 
he neutrinos are modelled as a relativistic fluid (Tram et al. 2019 )
nd a degenerate mass hierarchy with a minimal neutrino mass of
 ν = 0.02 eV per species was chosen. The dark energy density 
� 

s adapted for each cosmology to achieve a flat geometry. 
Each simulation was run using a unit box with a side-length of

00 Mpc h −1 and 768 3 simulated particles. In order to achieve a
imulation volume large enough to co v er the redshift range up to
 = 3.0 the unit box was replicated up to 14 times per dimension
epending on the cosmology. While such a replication scheme is 
nown to underpredict the variance of very large, superbox modes 
Fluri et al. 2019 ), it has been demonstrated by Dominiket et al.
 2022 ) that the simulations accurately reco v er the angular power
pectra predicted by the theory code CLASS (Lesgourgues 2011 ) for
 ∈ [30, 2048]. 

The particle shells from each PKDGRAV3 simulation are combined 
nto tomographic full-sky mass maps using the UFALCON software 
Sgier et al. 2019 ). The particle shells are weighted according to
he tomographic redshift distributions shown in Fig. 1 . The UFALCON

oftware uses the HEALPIX (Gorski et al. 2005 ) pixelization scheme
o pixelize the sphere. A resolution of NSIDE = 1024 was chosen.
FALCON also makes use of the Born approximation, which is known

o deteriorate the accuracy of the produced mass maps. Ho we ver,
etri, Haiman & May ( 2017 ) have demonstrated that the introduced
ias is negligible for stage III-like and stage IV-like surv e ys. 
MNRAS 522, 3766–3783 (2023) 
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Figure 2. Correlation matrices for the stage III surv e y (left-hand panel) and the stage IV surv e y (right-hand panel). The ordering of the redshift tomographic 
bin combinations for the angular power spectra is 1 × 1, 1 × 2, 1 × 3, 1 × 4, 2 × 2, 2 × 3, 2 × 4, 3 × 3, 3 × 4, and 4 × 4, from left to right. For each angular 
power spectrum, all 20 bins ranging from 	 = 100 to 	 = 1000 are shown. 
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Table 2. The fiducial values for the cosmological parameters and the flat 
priors for the cosmological parameters that are varied in the analysis. 

Parameters Fiducial Priors Priors 
values (stage III surv e y) (stage IV surv e y) 


m 

0 .291 [0, 0.6] [0.2, 0.4] 
n s 0 .969 [0.3, 2.0] [0.7, 1.2] 
h 0 .69 [0.1, 2.5] [0.4, 0.9] 
σ 8 0 .826 [0.3, 1.4] [0.7, 0.95] 
w 0 − 1 .0 [ −3.5, 0.5] [ −2.5, 0.5] 

b 0 .0473 
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The spherical Kaiser–Squires mass mapping technique (Kaiser &
quires 1993 ; Wallis et al. 2022 ) is used to obtain the cosmic shear
ignal from the simulated mass maps. To forward-model a realistic
eak lensing surv e y a shape noise signal must then be added to the

osmic shear signal and an appropriate surv e y mask must be applied.
he surv e y masks are re gularly chosen such that we obtain eight
tage III surv e ys and two stage IV surv e ys from each full-sky map. 

The shape noise signal is obtained in the same way as described
n Z ̈urcher et al. ( 2021 ). We randomly sample galaxy positions
ithin the surv e y re gion until the target source density is reached.
he intrinsic ellipticities of the galaxies are then drawn from a
robability distribution that was fit to the observed galaxy ellipticities
n Troxel et al. ( 2018 ) (see Z ̈urcher et al. 2021 ). The ellipticity of
ach individual galaxy is rotated by a random phase. Using 5 and
0 shape noise realization per surv e y patch, we achieve the desired
umber of N = 2000 surv e y realization for the stage III and stage IV
urv e y setup, respectively. 

The tomographic angular power spectra realization C 	 , i are then
easured from the forward-modelled surv e ys using the anafast

outine of the HEALPY software (Zonca et al. 2019 ) using 20 bins
rom 	 min = 100 to 	 max = 1000, the same as Sgier et al. ( 2019 ),
here the index i runs over the number of survey realization N . The

ovariance matrix � is estimated according to 

ˆ 
 = 

1 

N − 1 

N ∑ 

i = 1 

( C 	, i − C̄ 	 )( C 	, i − C̄ 	 ) 
T , (9) 

here C̄ 	 indicates the mean of the angular power spectra realization
 	 , i . The estimated correlation matrices C n , m 

≡ � n , m 

/ 
√ 

� n , n � m , m 

re presented in Fig. 2 . 

.3 Likelihood analysis 

e use a Bayesian likelihood approach to e v aluate the cosmological
arameter constraints of different predictors. We assume a Gaussian
rror model and the likelihood is realized by: 

log L = −1 

2 

∑ 

ij 

(
C 

i 
	, truth − C 

i 
	, compare 

)T 

� 

−1 
(
C 

j 

	, truth − C 

j 

	, compare 

)
(10) 
NRAS 522, 3766–3783 (2023) 
ere C 	, truth stands for the value of the observable, computed using
yCosmo (Refregier et al. 2018 ; Tarsitano et al. 2021 ; Moser
t al. 2022 ) with a chosen predictor and the fiducial cosmological
arameters, measured by the Wilkinson Microwave Anisotropy
robe satellite (WMAP) 9 (Hinshaw et al. 2013 ), presented in Table 2 .
 	, compare is predicted using another predictor for comparison. The
osmology for the observable is different from what is used for
he covariance matrix. However, this effect is neglected assuming
he covariance matrix parameter independent (Kodwani, Alonso &
erreira 2018 ). � 

−1 is the unbiased estimate of the inverse covariance
atrix (Hartlap Simon & Schneider 2007 ; Perci v al et al. 2014 )

epresented as: 

 

−1 = 

N − N 

′ − 2 

N − 1 
ˆ � 

−1 , (11) 

 is the number of realization generated from the simulations and
 

′ 
is the total number of data bins, which is given by 

 

′ = N redshift × N 	 . (12) 

ere, we have N = 2000, N 	 = 20, and N redshift = 10. 

.4 Parameter inference 

he posterior is sampled efficiently using the Markov Chain Monte
arlo (MCMC) ensemble sampler, emcee (F oreman-Macke y et al.
013 ). We vary four cosmological parameters { 
m 

, σ 8 , n s , and h }
or the � CDM cosmological model and an additional parameter w 0 
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Figure 3. Comparison of dark-matter-only, non-linear P ( k ) predictions for different predictors at redshift z = 0, subtracted and divided by rev-halofit as 
reference. 
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or the extended wCDM model, where we fix w a ≡ 0. Table 2 shows
he priors used for these parameters. We run the MCMC chains with
00 w alk ers per parameter and cut the burn in phase for each run as
ne- third of the chain length. Each individual chain has more than
00 000 samples. For the visualization of the marginalized posteriors, 
e use the public Getdist (Lewis 2019 ). 

 RESULTS  

e present the results of our comparison of different predictors in 
his section, including the analysis of the matter power spectrum, 
he weak lensing power spectrum, and the cosmological parameter 
onstraints based on the stage III and stage IV weak lensing surv e ys.

.1 Power spectrum 

e use the linear power spectrum predicted by PyCosmo and 
enerated the following Eisenstein & Hu ( 1999 ) as the input for
ll predictors. Fig. 3 shows the comparison of dark-matter-only non- 
inear P ( k ) predictions from different predictors at redshift z = 0,
nd the comparison for different redshifts ranging from z = 0 to
 = 5 in Appendix A . The results are shown for k ranging from
 = 0.01 to 9 h Mpc −1 using 10 000 bins. BaccoEmulator and
osmicEmulator are not valid for z > 3, so we do not present

heir comparison for the higher redshift at z = 5. Figs 3 and A1
ndicate that: 

(i) All the predictors except for halofit are within the 5 per cent
ev el of accurac y compared to rev-halofit for z < 2 and k
 7 h Mpc −1 ( BaccoEmulator is valid for z < 1.5 and k <
 h Mpc −1 , see the details in Fig. A1 ). Note that this is consistent
ith the comparison of mead , rev-halofit and halofit in 
ead et al. ( 2015 ). 
(ii) halofit shows stronger discrepancies compared with the 

ther predictors at small scales for k > 0.1 h Mpc −1 and this
iscrepancy can reach 20 per cent for k ∼ 10 h Mpc −1 . 
(iii) mead and rev-halofit show close agreement with the 
mulators at the 5 per cent level for k < 9 h Mpc −1 and z < 0.5.
o we ver, at higher redshifts 1 < z < 5, the discrepancies between
ead and the emulators can reach 10 per cent for k > 3 h Mpc −1 ,
hereas rev-halofit provides a more consistent precision within 
 per cent. 
(iv) All the emulators yield an agreement within the 2 −

 per cent level compared with the PKDGRAV3 simulation for k 
 9 h Mpc −1 and z < 1.5. Ho we ver, this is not valid at higher

edshifts. The disagreement at higher redshifts between emulators 
nd PKDGRAV3 might be due to the fact that emulators were built by
nterpolation within a certain parameter range, thus the accuracies 
ould not be ensured beyond this range. 

(v) For large scales with k < 0.5 h Mpc −1 , the different predictors
how a better agreement at higher redshifts. 

.2 Weak lensing power spectrum 

e compute the weak lensing shear power spectrum C 	 for the
tage III and the stage IV surv e y with different predictors. Limited
y the range of k max of the emulators, the C 	 s are computed using
0 	 -bins spaced linearly between 	 min = 100 and 	 max = 1000
A further investigation on the impact of varying 	 max is presented
n Appendix B2 ). The integrated redshift range is [0.08, 2.0] for
he stage III surv e y and [0.08, 3.0] for the stage IV surv e y. This
etting was chosen in order to a v oid the instability of emulators
or low redshifts, where we found that EuclidEmulator and 
uclidEmulator2 predict the C 	 s with a discrepancy larger than 
0 per cent at z < 0.08. This choice differs from the setting used
or the generation of the cov ariance matrix. Ho we ver, we find that
his only changes the discrepancies between different predictors for 
 	 s by 0.1 per cent, since only 1 per cent of the low-redshift
alaxies are missed for the stage III surv e y and 0.1 per cent of
he galaxies for the stage IV surv e y. Using this redshift range, we
av e to e xclude CosmicEmulator from the comparison for the 
MNRAS 522, 3766–3783 (2023) 
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Figure 4. The comparison of weak lensing shear C 	 s for different predictors. Each C 	 is multiplied by 	 ( 	 + 1)/2 π . The upper two panels in each column show 

the auto-correlated C 	 s for the first, and the fourth redshift bin and the bottom ones show the cross correlated C 	 s between these two bins. The left-hand panels 
show the plots for the stage III surv e y and the right-hand side shows the stage IV surv e y results. 
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tage IV surv e y as it allows only up to z = 2.0 ( BaccoEmulator
s also excluded due to the redshift range up to z = 1.5). The
omparison is shown in Fig. 4 , with the left-hand panels showing
he results for the stage III surv e y and the right-hand side showing
he stage IV surv e y results. In the individual panels, we present
 	 	 ( 	 + 1) / 2 π for each predictor and illustrate the comparison by

ubtracting and dividing rev-halofit as the reference. In Fig. 4
he first row shows the comparison of the auto-correlated C 	 s for the
edshift bins 1 × 1, the second row for 4 × 4, and the bottom row
hows the cross correlated C 	 s for 1 × 4. From Fig. 4 , one can infer
hat: 

(i) All the predictors, except for halofit , yield an agreement at
he 5 per cent level, both for the auto and cross C 	 . This is consistent
ith our results for P ( k ). 
(ii) mead shows a good agreement with CosmicEmulator ,
uclidEmulator2 , and EuclidEmulator , whereas 
ev-halofit exhibits a larger discrepancy. 
(iii) The comparison of C 	 for different predictors does not show

 significant difference between the stage III and the stage IV surv e y.

.3 Cosmological parameters constraints 

he comparison of the weak lensing cosmological parameter con-
traints for different predictors is present in this section. As indicated
n Section 3 , we consider a stage III and a stage IV surv e ys. F or
ach surv e y, we perform a comparison using the standard � CDM
NRAS 522, 3766–3783 (2023) 
osmological model and the extended wCDM model. A summary
f the constraints on { S 8 , 
m 

, w 0 } is presented in Table 3 , and the
onstraints on { S 8 , 
m 

, n s , h , w 0 } in Table B1 . 

.3.1 � CDM cosmology constraints 

e present the two-dimensional 68 per cent and 95 per cent confi-
ence level contours of the posterior distributions for the � CDM
odel in Figs 5 and 6 for the stage III and stage IV surv e y setup,

espectively. The parameters { 
m 

, σ 8 , n s , h } are varied in the
CMC analysis. We additionally compute the constraints on S 8 ,

nd summarize the shifts in S 8 in Fig. 9 , presenting the median
alues of the posteriors and the error bars indicating the 68 per cent
onfidence limits of the constraints. For two different predictors, the
ignificance of disagreement is computed by dividing the difference
f their means by their combined uncertainties. One can infer from
he posterior distributions in Fig. 9 and Table B1 that the agreement
n S 8 between different predictors is less than 0.6 σ for the stage III
urv e y (0.2 − 0.3 σ if halofit excluded), while being much larger
or the stage IV surv e y. This is caused by the higher constraining
ower of the stage IV surv e y . More specifically , the agreements
re generally on the 1.4 − 6.1 σ level (1.4 − 3.0 σ if halofit
xcluded). mead shows good agreement with CosmicEmulator ,
uclidEmulator , and EuclidEmulator2 for the stage III
urv e y while it only agrees well with EuclidEmulator2 for
he stage IV surv e y. The constraints on h do not show significant
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Table 3. Numerical constraints on the cosmological parameters corresponding to the contours in Figs 5 , 6 , 7 , and 8 . For each predictor, 
the σ s show the theoretical discrepancies for each parameter, compared to the reference one. 

Surv e y Predictor S 8 ( σ ) 
m 

( σ ) w 0 ( σ ) 
cosmology ref: rev-halofit 

Stage III rev-halofit 0 . 8147 + 0 . 0241 
−0 . 0203 0 . 288 + 0 . 0817 

−0 . 0662 

mead 0 . 8035 + 0 . 0269 
−0 . 0202 0 .33 0 . 2996 + 0 . 0848 

−0 . 0698 0 .11 

� CDM halofit 0 . 7946 + 0 . 0292 
−0 . 0201 0 .57 0 . 2884 + 0 . 0783 

−0 . 074 0 .0 

euclid 0 . 8083 + 0 . 0256 
−0 . 0201 0 .2 0 . 2987 + 0 . 0831 

−0 . 0709 0 .1 

cosmicemu 0 . 8047 + 0 . 0285 
−0 . 018 0 .29 0 . 2916 + 0 . 0789 

−0 . 0741 0 .03 

euclid2 0 . 8031 + 0 . 0269 
−0 . 0177 0 .34 0 . 2887 + 0 . 0835 

−0 . 0679 0 .01 

Stage III rev-halofit 0 . 8165 + 0 . 0433 
−0 . 0661 0 . 2846 + 0 . 092 

−0 . 09 −0 . 9242 + 0 . 4704 
−2 . 294 

mead 0 . 7947 + 0 . 0497 
−0 . 0588 0 .26 0 . 31 + 0 . 0824 

−0 . 1022 0 .18 −1 . 139 + 0 . 647 
−2 . 2626 0.09 

w CDM halofit 0 . 7879 + 0 . 0517 
−0 . 0612 0 .34 0 . 2968 + 0 . 0787 

−0 . 1011 0 .09 −1 . 1333 + 0 . 6581 
−2 . 3122 0.09 

euclid 0 . 7977 + 0 . 0545 
−0 . 0542 0 .22 0 . 3049 + 0 . 085 

−0 . 1017 0 .15 −1 . 1886 + 0 . 7187 
−2 . 1508 0.11 

cosmicemu 0 . 7982 + 0 . 0504 
−0 . 0572 0 .22 0 . 2931 + 0 . 0921 

−0 . 0969 0 .06 −1 . 1408 + 0 . 6926 
−2 . 3046 0.09 

euclid2 0 . 8018 + 0 . 0461 
−0 . 0627 0 .18 0 . 2896 + 0 . 0928 

−0 . 0877 0 .04 −1 . 0254 + 0 . 5498 
−2 . 2745 0.04 

Stage IV rev-halofit 0 . 8135 + 0 . 0023 
−0 . 0024 0 . 2915 + 0 . 0077 

−0 . 0084 

mead 0 . 8028 + 0 . 0027 
−0 . 0026 2 .96 0 . 3008 + 0 . 0094 

−0 . 0074 0 .87 

� CDM halofit 0 . 7944 + 0 . 002 
−0 . 0029 6 .11 0 . 2856 + 0 . 0097 

−0 . 0064 0 .46 

euclid 0 . 8094 + 0 . 0018 
−0 . 003 1 .37 0 . 2917 + 0 . 0079 

−0 . 0084 0 .02 

euclid2 0 . 8058 + 0 . 0017 
−0 . 0032 2 .62 0 . 2926 + 0 . 0079 

−0 . 0084 0 .1 

Stage IV rev-halofit 0 . 8127 + 0 . 0079 
−0 . 0063 0 . 2909 + 0 . 0095 

−0 . 0086 −1 . 0127 + 0 . 1171 
−0 . 1046 

mead 0 . 7968 + 0 . 0067 
−0 . 0069 1 .73 0 . 2979 + 0 . 0106 

−0 . 0092 0 .53 −1 . 106 + 0 . 1107 
−0 . 1163 0.61 

w CDM halofit 0 . 7902 + 0 . 007 
−0 . 0073 2 .39 0 . 2856 + 0 . 0093 

−0 . 0096 0 .42 −1 . 0646 + 0 . 1069 
−0 . 1197 0.35 

euclid 0 . 8061 + 0 . 0073 
−0 . 0072 0 .68 0 . 2908 + 0 . 0088 

−0 . 0094 0 .01 −1 . 046 + 0 . 1142 
−0 . 1288 0.22 

euclid2 0 . 7996 + 0 . 0078 
−0 . 0069 1 .31 0 . 2901 + 0 . 0099 

−0 . 0094 0 .06 −1 . 0965 + 0 . 1288 
−0 . 1255 0.51 
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iscrepancies for both surv e ys, while n s rev eals discrepancies of
everal σ s for different predictors for the stage IV surv e y. 

.3.2 wCDM cosmology constraints 

e consider the constraining power of weak lensing surv e ys on
ark energy parameters by adopting a time-dependent dynamical 
ark energy equation of state, the CPT-parametrization (Che v allier 
 Polarski 2001 ; Linder 2003 ), as an extension to the � CDM model.
he equation-of-state parameter is given by 

( a) = w 0 + w a (1 − a) , (13) 

here we use a fixed w a = 0 and a free w 0 . We present the
wo-dimensional marginal posterior distributions for the w CDM 
osmology parameters in Figs 7 and 8 , for the stage III and the stage
V surv e ys, respectiv ely. Taking into account the dark energy model
hanges the shape and the contour size of the posterior distributions,
ecreasing the constraining power on the cosmological parameters. 
he discrepancies in S 8 between predictors are generally smaller 
ompared with the � CDM model due to the decrease in constraining 
ower: 0.18 − 0.34 σ for the stage III surv e y and 0.7 − 2.4 σ for
he stage IV surv e y (0.18 − 0.26 σ and 0.7 − 1.7 σ if halofit
s e xcluded, respectiv ely). mead shows relativ ely good agreement 
ith EuclidEmulator and EuclidEmulator2 for both the 

tage III and the stage IV surv e ys. rev-halofit agrees with 
ll the predictors within 0.3 σ for the stage III surv e y, and shows
iscrepancies at the 0.7 − 2.4 σ level for the stage IV surv e y.
urthermore, we also consider the case with both free w 0 and w a 
With a flat prior [ −2,1]). Compared with the case with a fixed w a ,
his setting gives a tiny impact on the discrepancies between different
redictors for { S 8 , n s , h } . Ho we ver, it obtains weaker constraints
n { 
m 

, w 0 } , resulting in the good agreements between different
redictors. The discrepancies on w a are within 0.5 σ . 

.4 Systematic effects 

n this study, we include dark-matter-only predictions, without any 
onsideration of baryonic effects, which can have a strong impact on
mall scales (Jing et al. 2006 ; Rudd, Zentner & Kravtsov 2008 ),
nd the computation of the matter power spectrum (van Daalen 
t al. 2011 ; Casarini et al. 2012 ; Castro et al. 2018 ; Debackere,
chaye & Hoekstra 2020 ). Current studies of halo-model based 
tting functions already include other systematics, i.e. massive 
eutrino and baryonic effects like AGN feedback and gas cooling. 
he inclusion of these systematics will significantly reduce the 
onstraining power, and might alleviate the discrepancies between 
he predictors. The impact of taking into account the baryonic 
ffects on cosmic shear can be found in Semboloni et al. ( 2011 )
nd Martinelli et al. ( 2021 ), which indicates that including different
aryonic models leads to discrepancies with < 0.5 σ on cosmological 
arameter constraints for 	 max = 1500, and more significant biases 
A few σ s) for higher 	 max ∼ 5000. However, it does not broaden
ignificantly the constraints in both cases. In our scenario where 
 max is fixed to 1000, it can be foreseen that including baryons will
nvolv e a non-ne gligible impact on the agreements between different
redictors. 
MNRAS 522, 3766–3783 (2023) 
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Figure 5. Cosmological parameter constraints for the stage III surv e y in the � CDM model. For each constraint, C 	, truth is predicted using the first predictor 
shown in the legend, and C 	, compare computed using the second predictor, as indicated in Section 3.3 . For the stage III survey, we set C 	, truth with the halo-model 
based fitting functions ( rev-halofit , mead , and halofit ) and three emulators ( EuclidEmulator , EuclidEmulator2 , and CosmicEmulator ), 
and compare with predictions from only the fitting functions (in this figure only rev-halofit ). 
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In practice, there are also other sources of uncertainties in
eak lensing experiments, such as photometric redshift uncertainty

Huterer et al. 2006 ; Choi et al. 2016 ; Hildebrandt et al. 2020 ),
hear bias (Bernstein & Jarvis 2002 ; Hirata et al. 2004 ; Bernstein
010 ; Melchior & Viola 2012 ; Refregier et al. 2012 ), and galaxy
ntrinsic alignment (Heavens et al. 2000 ; Hirata & Seljak 2004 ;
ridle & King 2007 ; Joachimi et al. 2011 ; Fluri et al. 2019 ). These

ystematics effects will contribute to the total error budget and
roaden the constraints on cosmological parameters. In our analysis,
e computed the impact of theoretical uncertainties and compared

hem to statistical errors. This is useful to allocate a given budget
o this source of error, independently of the choices in the treatment
NRAS 522, 3766–3783 (2023) 
f the other systematics. Ho we ver, it is also useful to estimate the
raction of the theoretical statistical errors compared with these
ystematic errors, in order to study their contribution to the total
rror budget. 

For this purpose, we estimate the impact of these systematics by
onsidering other works which have carried out measurements and
orecasts for stage III and stage IV surv e ys. F or DES-like stage-III
urv e ys, we can infer from Secco et al. ( 2022 ) and Amon et al.
 2022 ), that the constraining power on S 8 will be decreased by

20 per cent when considering the intrinsic alignment models, and
ess than ∼ 5 per cent when considering the photometric redshift
ncertainties and shear bias. For LSST-like stage-IV surveys, Krause,
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Figure 6. Cosmological parameter constraints of the stage IV surv e y in the � CDM model. Only two emulators, i.e. EuclidEmulator and 
EuclidEmulator2 , are chosen for C 	, truth , as CosmicEmulator does not provide a sufficient redshift range for the stage IV survey. 
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ifler & Blazek ( 2016 ) shows that the constraints for 
m 

and σ 8 

ould be broadened when considering different systematics by: 
40 per cent (pessimistic LSST photo-z errors), ∼ 50 per cent 

optimistic LSST photo-z errors & non-linear intrinsic alignment 
IA NLA) model), and ∼ 100 per cent (pessimistic LSST photo- 
 errors & IA NLA model). In this case, the significance of
he discrepancies between different predictors will be reduced by 
5 per cent − 50 per cent , while still significant with the smallest 
etween mead and EuclidEmulator larger than 0.6 σ . In prac- 
ice, the inclusion of all these systematics, as well as theoretical 
ncertainties will be needed to estimate the total error budget of
pecific weak lensing measurements. 
 C O N C L U S I O N S  

he different halo-model based fitting functions and emulators have 
een widely used for the prediction of non-linear power spectrum 

o study the large-scale structure of the Universe. It is essential to
nderstand their advantages, limitations, and theoretical uncertainties 
or different surv e ys and cosmologies. From our results, we conclude
hat: 

(i) Compared with PKDGRAV3 simulations, the halo-model based 
tting functions, except halofit , yield a 5 − 10 per cent level 
ccuracy for the matter power spectrum P ( k ) for k < 9 h Mpc −1 and
 < 2, while emulators show better precision at the 2 per cent level.
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M

Figure 7. Cosmological parameter constraints of the stage III surv e y in the wCDM cosmological model. Including w 0 reduces significantly the constraining 
power, yielding much broader contours than the � CDM model. 
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or the weak lensing shear power spectrum C 	 , all the predictors,
xcept for halofit , show a 5 per cent level mutual agreement. 

(ii) For the stage III survey with a � CDM cosmology, the agree-
ent on S 8 between different predictors are within 0.6 σ , and within

.2 σ for other cosmological parameters (0.3 σ and 0.2 σ if we exclude
alofit , respectively). This indicates the applicability of the
tudied predictors for the stage III surv e ys. 

(iii) For the stage IV survey using a � CDM cosmology, the
isagreements on S 8 are increased to several σ s, with the largest
iscrepancy of 6.1 σ between rev-halofit and halofit , and
he best agreement between mead and EuclidEmulator2 . 

(iv) If w 0 is taken into account for the w CDM cosmology, we get
eaker constraints on S 8 , and the discrepancies between different
NRAS 522, 3766–3783 (2023) 
redictors are reduced to 0.2 − 0.3 σ and 0.7 − 2.4 σ for the stage III
nd the stage IV surv e ys, respectiv ely (0.18 − 0.26 σ and 0.7 − 1.7 σ
f we exclude halofit , respectively). If w a is taken into account,
e get very similar constraints on S 8 compared to the w 0 -only

ase. 
(v) The accuracy of the current fitting function models and

mulators therefore appear sufficient for stage III surv e ys. Howev er,
or the future IV surv e ys, our results suggest that the fitting function
odels are currently not sufficiently accurate, and would need further

mpro v ements in the future. For emulators, it is required to explore
ider ranges of cosmological parameters, k -modes, and redshifts,
hile pursuing consistent precision with reliable hydrodynamic N -
ody simulations. 
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Figure 8. Cosmological parameter constraints of the stage IV surv e y in the w CDM cosmological model. The discrepancies between the predictors are alleviated, 
taking into account a simple w CDM cosmological model with a varying w 0 . 
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M

Figure 9. Deviations of the parameter constraints on S 8 . The upper plot shows the result for the stage III surv e y, for the � CDM model (black) and the w CDM 
model (green), respectively. The lower plot shows the stage IV surv e y, for the � CDM (red) and w CDM (blue), respectively. 
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(vi) Taking into account other systematic effects such as baryonic 
ffects, photometric redshift uncertainty, shear bias, and galaxy 
ntrinsic alignment will broaden the parameters constraints by 
0 per cent − 100 per cent from stage IV weak lensing surv e ys. 
his will tend to reduce the significance of the discrepancies between 

he different predictor. The theoretical uncertainties ho we ver remain 
on-negliglible and need to be included in the total error budget for
uture surv e ys. 
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ATA  AVA ILA BILITY  

ost of the analysis in this work is down on the Euler cluster 5 

perated by ETH Zurich. Here follows the computational codes used 
n this study: PyCosmo (Refregier et al. 2018 ; Tarsitano et al. 2021 ;

oser et al. 2022 ) is used as the main tool where all the non-
inear codes are implemented for the computation of auto (cross) 
ower spectra, galaxy redshift distribution counts, and observable 
f cosmic shear. It is also extended to include interfaces with the
mulators. Anafast is used for computation of power spectra 
rom simulations, and all the the maps (masks, weight, shear, and 
ass) in pipeline are in HealPix format. We use Emcee-3.0.2 

F oreman-Macke y et al. 2013 ) for the sampling of parameter space
nd Getdist (Lewis 2019 ) for the plotting of likelihood contours 
nd Uhammer for the simplification of Emcee running. Some 
f the results in this paper have been derived using the healpy
nd HEALPix packages (Gorski et al. 1999 ). In this study, we 
ade use of the functionalities provided by numpy (van der Walt, 
olbert & Varoquaux 2011 ), scipy (Virtanen et al. 2020 ), and 
atplotlib (Hunter 2007 ). 
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PPENDI X  A :  POWER  SPECTRUM  

O M PA R I S O N  

n this section, we present the comparison of the non-linear power
pectrum for all redshifts, as shown in Fig. A1 . 
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Figure A1. The comparison of the dark-matter-only non-linear P ( k ) of different predictors at different redshifts ( z = 0, 0.5, 1, 1.5, 2, and 5), subtracted and 
divided by rev-halofit as reference. BaccoEmulator and CosmicEmulator are not valid for z > 3, so we do not take them into comparison for z = 

5. 
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PPEN D IX  B:  C O S M O L O G I C A L  PARAMETER  

O N S T R A I N T S  

1 Summary of constraints 

he summary of constraints on { S 8 , 
m 

, n s , h , w 0 } is concluded in
his section, shown in Table B1 . 

2 Different � max 

e investigate the variation of constraints on S 8 with different 
 max (800 or 1000) and the results are summarized in Fig. B1 .
e only consider the stage IV surv e y with the � CDM model,

ince it gives the largest discrepancies between different predictors. 
hen 	 max is reduced from 1000 to 800 where we have less non-
inear effect information, the marginalized 1D constraints on S 8 
re broadened by 5 per cent. With this change, rev-halofit
hows better agreements with mead , and larger discrepancies with 
uclidEmulator and EuclidEmulator2 . 

3 w CDM with free w a 

e present in Fig. B2 the cosmological parameter constraints of the
tage IV surv e y in the wCDM cosmological model, with both varying
 0 and w a . Compared with the case with a fixed w a , this setting
iv es a tin y impact on the discrepancies between different predictors
or { S 8 , n s , h } . Ho we ver, it obtains weaker constraints on { 
m 

, w 0 } ,
esulting in the good agreements between different predictors. The 
iscrepancies on w a are within 0.5 σ . 
MNRAS 522, 3766–3783 (2023) 

art/stad1142_fA1.eps


3782 T. Tan et al. 

MNRAS 522, 3766–3783 (2023) 

Table B1. Complete numerical constraints on the cosmological parameters corresponding to the contours in Figs 5 , 6 , 7 , and 8 . For each predictor, the σ s show 

the theoretical discrepancies for each parameter, compared to the reference one. 

Surv e y Predictor S 8 ( σ ) 
m ( σ ) n s ( σ ) h ( σ ) w 0 ( σ ) 
cosmology ref: rev-halofit 

Stage III rev-halofit 0 . 8147 + 0 . 0241 
−0 . 0203 0 . 288 + 0 . 0817 

−0 . 0662 0 . 9741 + 0 . 2489 
−0 . 1475 0 . 6736 + 0 . 5642 

−0 . 4172 

mead 0 . 8035 + 0 . 0269 
−0 . 0202 0.33 0 . 2996 + 0 . 0848 

−0 . 0698 0.11 0 . 9144 + 0 . 2425 
−0 . 1562 0.21 0 . 6859 + 0 . 5779 

−0 . 4358 0.02 

� CDM halofit 0 . 7946 + 0 . 0292 
−0 . 0201 0.57 0 . 2884 + 0 . 0783 

−0 . 074 0.0 0 . 9196 + 0 . 2566 
−0 . 1662 0.18 0 . 6777 + 0 . 6198 

−0 . 4339 0.01 

euclid 0 . 8083 + 0 . 0256 
−0 . 0201 0.2 0 . 2987 + 0 . 0831 

−0 . 0709 0.1 0 . 9547 + 0 . 2428 
−0 . 1562 0.07 0 . 6644 + 0 . 5612 

−0 . 4159 0.01 

cosmicemu 0 . 8047 + 0 . 0285 
−0 . 018 0.29 0 . 2916 + 0 . 0789 

−0 . 0741 0.03 0 . 9332 + 0 . 2613 
−0 . 1399 0.14 0 . 7452 + 0 . 5542 

−0 . 486 0.1 

euclid2 0 . 8031 + 0 . 0269 
−0 . 0177 0.34 0 . 2887 + 0 . 0835 

−0 . 0679 0.01 0 . 9184 + 0 . 2496 
−0 . 1316 0.19 0 . 7467 + 0 . 5503 

−0 . 4853 0.1 

Stage III rev-halofit 0 . 8165 + 0 . 0433 
−0 . 0661 0 . 2846 + 0 . 092 

−0 . 09 0 . 9164 + 0 . 5799 
−0 . 3511 0 . 7868 + 0 . 9823 

−0 . 5347 −0 . 9242 + 0 . 4704 
−2 . 294 

mead 0 . 7947 + 0 . 0497 
−0 . 0588 0.26 0 . 31 + 0 . 0824 

−0 . 1022 0.18 0 . 9768 + 0 . 5012 
−0 . 4514 0.08 0 . 6527 + 1 . 0402 

−0 . 4233 0.11 −1 . 139 + 0 . 647 
−2 . 2626 0.09 

w CDM halofit 0 . 7879 + 0 . 0517 
−0 . 0612 0.34 0 . 2968 + 0 . 0787 

−0 . 1011 0.09 0 . 9919 + 0 . 4913 
−0 . 4914 0.1 0 . 6192 + 1 . 1863 

−0 . 3779 0.13 −1 . 1333 + 0 . 6581 
−2 . 3122 0.09 

euclid 0 . 7977 + 0 . 0545 
−0 . 0542 0.22 0 . 3049 + 0 . 085 

−0 . 1017 0.15 1 . 032 + 0 . 4723 
−0 . 4813 0.15 0 . 6209 + 1 . 1393 

−0 . 3873 0.13 −1 . 1886 + 0 . 7187 
−2 . 1508 0.11 

cosmicemu 0 . 7982 + 0 . 0504 
−0 . 0572 0.22 0 . 2931 + 0 . 0921 

−0 . 0969 0.06 1 . 0031 + 0 . 5093 
−0 . 4918 0.11 0 . 6688 + 1 . 2915 

−0 . 4301 0.08 −1 . 1408 + 0 . 6926 
−2 . 3046 0.09 

euclid2 0 . 8018 + 0 . 0461 
−0 . 0627 0.18 0 . 2896 + 0 . 0928 

−0 . 0877 0.04 0 . 9272 + 0 . 5729 
−0 . 3921 0.02 0 . 7461 + 1 . 0126 

−0 . 5134 0.04 −1 . 0254 + 0 . 5498 
−2 . 2745 0.04 

Stage IV rev-halofit 0 . 8135 + 0 . 0023 
−0 . 0024 0 . 2915 + 0 . 0077 

−0 . 0084 0 . 9696 + 0 . 0178 
−0 . 0192 0 . 6889 + 0 . 0481 

−0 . 0433 

mead 0 . 8028 + 0 . 0027 
−0 . 0026 2.96 0 . 3008 + 0 . 0094 

−0 . 0074 0.87 0 . 9021 + 0 . 0193 
−0 . 0189 2.48 0 . 7181 + 0 . 0495 

−0 . 0441 0.45 

� CDM halofit 0 . 7944 + 0 . 002 
−0 . 0029 6.11 0 . 2856 + 0 . 0097 

−0 . 0064 0.46 0 . 9054 + 0 . 0203 
−0 . 0197 2.3 0 . 7134 + 0 . 0494 

−0 . 05 0.35 

euclid 0 . 8094 + 0 . 0018 
−0 . 003 1.37 0 . 2917 + 0 . 0079 

−0 . 0084 0.02 0 . 9497 + 0 . 0198 
−0 . 0193 0.72 0 . 7058 + 0 . 0505 

−0 . 0479 0.25 

euclid2 0 . 8058 + 0 . 0017 
−0 . 0032 2.62 0 . 2926 + 0 . 0079 

−0 . 0084 0.1 0 . 9402 + 0 . 0195 
−0 . 0206 1.07 0 . 6958 + 0 . 0519 

−0 . 0475 0.1 

Stage IV rev-halofit 0 . 8127 + 0 . 0079 
−0 . 0063 0 . 2909 + 0 . 0095 

−0 . 0086 0 . 9741 + 0 . 045 
−0 . 0555 0 . 6884 + 0 . 0599 

−0 . 052 −1 . 0127 + 0 . 1171 
−0 . 1046 

mead 0 . 7968 + 0 . 0067 
−0 . 0069 1.73 0 . 2979 + 0 . 0106 

−0 . 0092 0.53 0 . 9426 + 0 . 0431 
−0 . 0466 0.45 0 . 698 + 0 . 0563 

−0 . 0449 0.13 −1 . 106 + 0 . 1107 
−0 . 1163 0.61 

w CDM halofit 0 . 7902 + 0 . 007 
−0 . 0073 2.39 0 . 2856 + 0 . 0093 

−0 . 0096 0.42 0 . 9306 + 0 . 047 
−0 . 0479 0.6 0 . 6986 + 0 . 0606 

−0 . 0507 0.13 −1 . 0646 + 0 . 1069 
−0 . 1197 0.35 

euclid 0 . 8061 + 0 . 0073 
−0 . 0072 0.68 0 . 2908 + 0 . 0088 

−0 . 0094 0.01 0 . 9671 + 0 . 0574 
−0 . 053 0.09 0 . 6968 + 0 . 0609 

−0 . 0604 0.1 −1 . 046 + 0 . 1142 
−0 . 1288 0.22 

euclid2 0 . 7996 + 0 . 0078 
−0 . 0069 1.31 0 . 2901 + 0 . 0099 

−0 . 0094 0.06 0 . 9791 + 0 . 0515 
−0 . 0588 0.07 0 . 6711 + 0 . 0657 

−0 . 0548 0.21 −1 . 0965 + 0 . 1288 
−0 . 1255 0.51 

Figure B1. Deviations of the parameter constraints on S 8 , for the stage IV surv e y, with the � CDM model, and different 	 max [ 	 max = 1000 (red) and 	 max = 

800 (green)]. 
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Figure B2. Cosmological parameter constraints of the stage IV surv e y in the w CDM cosmological model. The discrepancies between the predictors are alleviated, 
taking into account a simple w CDM cosmological model with both varying w 0 and w a . 
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