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H I G H L I G H T S

Novel optimization framework for de-
signing multi-energy systems.
Life cycle environmental burdens and a
wide portfolio of technologies consid-
ered.
Strong GHG reductions can be achieved
(73%) with a marginal cost increase
(18%).
Multi-energy systems analyses require
analyzing non-climate change-related
impacts.
Technology construction phase contri-
butes up to 80% of environmental im-
pacts.
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A B S T R A C T

Designing decentralized energy systems in an optimal way can substantially reduce costs and environmental
burdens. However, most models for the optimal design of multi-energy systems (MESs) exclude a comprehen-
sive environmental assessment and consider limited technology options for relevant energy-intensive sectors,
such as the industrial and mobility sectors. This paper presents a multi-objective optimization framework for
designing MESs, which includes life cycle environmental burdens and considers a wide portfolio of technology
options for residential, mobility, and industrial sectors. The optimization problem is formulated as a mixed
integer linear program that minimizes costs and greenhouse gas (GHG) emissions while meeting the energy
demands of given end-users. Whereas our MESs optimization framework can be applied for a large range of
boundary conditions, the geographical island Eigerøy (Norway) is used as a showcase as it includes substantial
industrial activities. Results demonstrate that, when properly designed, MESs are already cost-competitive with
incumbent energy systems, and significant reductions in the amount of natural gas (92%) and GHG emissions
(73%) can be obtained with a marginal cost increase (18%). Stricter decarbonization targets incur larger costs.
A broad portfolio of technologies is deployed when minimizing GHG emissions and integrating the industrial
sector. Environmental trade-offs are identified when considering the construction phase of energy technologies.
Therefore, we argue that (i) MES designs and assessments require a thorough life cycle assessment beyond GHG
emissions, and (ii) the entire life cycle should be considered when designing MESs, with the construction phase

contributing up to 80% of specific environmental impact categories.
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Nomenclature

Indices

𝑑 index for days, 𝑑 ∈ {1, 2,… , 𝐷}
𝑖 index for technologies, 𝑖 ∈ {1, 2,… ,𝑀}
𝑡 index for time steps, 𝑡 ∈ {1, 2,… , 𝑇 }
𝑧 index for charging schedules, 𝑧 ∈ {1, 2,… , 𝑍}

Sets

 set of start of each day
 set of technologies
 set of time steps
 set of charging schedules

Parameters

D power demand [kW]
b coefficients from heat pump data [–]
c price of energy imported [e/kWh]
𝛾 discount rate [–]
𝜂 efficiency [–]
h GHG credit for the export of energy [kg CO2-eq./kWh]
G GHG emissions generated from construction [kg CO2-eq.]
g GHG intensity of energy imported [kg CO2-eq./kWh]
𝛱 heat loss coefficient [h−1]
I irradiation [kW/m2]
L lifetime [year]
B annual amount of biomass available [kWh/year]
W annual amount of biogas available [kWh/year]
E daily amount of electricity required for BEVs [kWh/day]
𝛿 maximum power load ratio [–]
S maximum size that can be installed [kW(h)]
𝛩 temperature parameter [K]
𝛺 minimum downtime [h]
𝛿 minimum power load ratio [–]
S minimum size that can be installed [kW(h)]
𝛹 minimum uptime [h]
P renewable energy generation potential [kW/kWp]
r revenue from exporting energy [e/kWh]
𝛬 self-discharge rate [h−1]
𝜙 time preference for the activation of charging [–]
𝜏 time to fully charge the storage medium [h]

1. Introduction

Limiting global warming to 2 ◦C requires an immediate trans-
formation of the global energy system [1–3]. More specifically, the
energy system is transforming towards decentralized energy systems to
integrate distributed renewable energy sources with various flexibility
options, to ensure a reliable and sustainable operation of the overall
energy system [1,4,5]. Multi-energy systems (MESs) are a promising
approach to increase the flexibility, energy security, and reliability of
decentralized energy systems, with the ultimate goal to improve their
overall economic and environmental performance [6,7]. MESs comprise
different energy carriers and sources, such as hydrogen, heat, syngas,
biogas, (renewable) electricity, and natural gas. Furthermore, they
include multiple energy storage technologies, suited for both short-term
(e.g., batteries) and long-term energy storage (e.g., hydrogen storage),
to balance the daily and seasonal fluctuations of renewable electricity
2

generation, such as solar photovoltaic (PV) and wind electricity [4].
Superscripts

q thermal power
gr grid
h hydrogen
b biogas
s syngas
p power capacity
om operation and maintenance
op fuel for operation
an annual totals
inst installation
rep replacement

Variables

𝑎 binary variable for technology selection [–]
𝑒 energy stored in energy storage technologies [kWh]
𝑓 input power of a technology [kW]
𝑝 output power of a technology [kW]
𝑠 size of a technology [kW(h)]
𝑠̃ auxiliary variable [kW]
𝑢 power imported from grid [kW]
𝑣 power exported to grid [kW]
𝑥 on/off status of conversion and storage technologies [–]
𝑦 startup status of conversion technologies [–]
𝑧 shutdown status of conversion technologies [–]

Indicators

C annual costs [e/year]
G annual GHG emissions [kg CO2-eq./year]

Energy storage systems are a well-known solution to balance the
intermittent nature of renewable energy sources, hence contributing
to the overall system flexibility and self-sufficiency of MESs [8,9].
Battery energy storage systems usually provide sufficient energy storage
capacity for smaller MESs or community energy systems [10–12].
However, batteries are typically sub-optimal for larger MESs [13,14],
or for energy systems that integrate substantial industrial activities,
since they require larger (seasonal) energy storage mediums [8,9].
Further, MESs most likely integrate industrial activities that require
high-temperature heat, for example on geographical islands [15]. For
this reason, MESs typically integrate alternative energy storage systems
and energy carriers, such as hydrogen (storage) and syngas. While
MESs offer many design options, they are subjected to location-specific
constraints and boundary conditions.

To explore optimal solutions within the feasible design space, opti-
mization algorithms are applied to prevent sub-optimal system design
and operation as well as to determine trade-offs between economic
and environmental objectives [10,13]. To date, several relevant op-
timization algorithms have been proposed to determine the optimal
design of MESs. Gabrielli et al., [13] proposed a mixed integer linear
program (MILP) to optimally design and operate MESs with long-
term hydrogen storage. The system was optimized on total costs and
operational greenhouse gas (GHG) emissions for a Swiss case study.
Based on this work, Gabrielli et al., [16] developed an optimization
and assessment framework for the optimal and robust design of multi-
energy systems under weather and demand uncertainty. Later, Petkov
and Gabrielli [17] presented a multi-objective optimization problem
to design MESs under uncertainty; they provided a comprehensive
uncertainty analysis with regard to technology characteristics, input
parameters, and climate-related uncertainties with European scope.
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Herenčić et al., [18] presented a MILP to design multi-vector energy
communities for the decarbonization of geographical islands. Three
sub-models – a battery, hydrogen, and gas model – were proposed
and evaluated with regard to total costs, operational CO2-intensity, and
ther performance indicators.

These and other similar MES analyses – see for example Refs. [19–
0] – exclude or only consider operational GHG emissions, hence
eglecting life cycle GHG emissions. However, costs and GHG emissions
re generated over the entire life cycle of a MES [31], and GHG emis-
ions from (for example) the construction of technologies can have a
ignificant environmental burden [12,31]. Further, GHG emissions are
nly one of the relevant environmental impacts generated during the
upply chain of energy systems. Limiting the analysis to climate change
mpacts could result in an unexplored environmental burden shifting,
nd potentially lead to severe burdens on other environmental impact
ategories when a global scale-up is considered. Thus, a comprehen-
ive environmental assessment is required to determine environmental
rade-offs [12,32,33]. Indeed, Reinert et al. proposed a linear pro-
ram [33] and a MILP [32] to design energy systems based on costs and
ife cycle environmental impacts considering different spatial scales. In
heir work, however, they reduced the time complexity of the optimiza-
ion problem and failed to capture (i) the competition between short-
nd long-term energy storage, and (ii) technology-specific constraints
hat are relevant for coupling the residential, industrial, and mobility
ectors. Finally, all previous MES studies focused on low-temperature
eat provision and excluded the integration of high-temperature heat
equirements from the industry sector.

Hence, an optimization framework that (i) includes both techno-
conomic and environmental life cycle considerations for the optimal
ES design, (ii) integrates the residential, mobility, and the industrial

ector, and (iii) considers a long-term time horizon to include seasonal
nergy storage, is missing. To fill this gap, this work presents a novel
ptimization framework to minimize costs and GHG emissions as ob-
ectives during the entire life cycle of decentralized MESs, considering
oth low- and high-temperature heat provision for the residential, in-
ustrial, and mobility sector. The main novelty of this work is therefore
he integration of life cycle assessment (LCA) in the optimization frame-
ork and the sector coupling between the residential, industrial, and
obility sector on a MES scale. Alongside the objective functions above,

he optimal design is evaluated in terms of environmental trade-offs,
uch as material utilization and land occupation.

Overall, the contributions of this paper can be summarized as
ollows.

(i) A novel optimization framework is developed to optimally de-
sign MESs: the framework decides to install a set of energy
technologies considering system costs and GHG emissions. A
comprehensive set of energy technologies is considered, covering
sector-coupling with personal transport and industry, namely:
onshore and offshore wind, solar PV, solar thermal heat, electric
heating, natural gas boilers, wood gasification, advanced com-
bined heat and power (CHP) running on low-carbon fuels, heat
storage, heat pumps, battery electricity storage, electrolyzers,
fuel cells, hydrogen storage, battery electric vehicles (BEVs), and
gasoline vehicles.

(ii) Industrial activities requiring high-temperature heat are consid-
ered in the optimization framework. High-temperature heat can
be supplied by a natural gas boiler or with advanced CHP units,
which can use hydrogen, syngas, and biogas in different fuel
proportions to generate low-carbon high-temperature heat and
electricity.

(iii) Personal transport is considered in the optimization framework,
which can be provided with gasoline vehicles or BEVs using dif-
ferent flexible charging schedules (considering different charg-
3

ing behaviors).
(iv) A comprehensive set of potential environmental trade-offs, re-
sulting from the deployment of MESs, are assessed for a case
study in Eigerøy (Norway). These include for example mate-
rial utilization, acidification, human toxicity, ozone depletion,
eutrophication, ecotoxicity, water use, and land transformation.

Our optimization approach is general, is formulated in a flexible
and modular way, and can be used to optimally design MESs for case-
specific boundary conditions. Therefore, it enables policymakers and
system designers to select the most cost-effective system design that
complies with emissions and environmental limitations.

The structure of this paper is as follows. The novel optimization
framework is presented in Section 2. Results for a selected case study
are presented and discussed in Section 3. Conclusions are drawn in
Section 4.

2. Methodology

First, we describe the considered MES. Next, we present and discuss
the required input data, objective function, and constraints of the novel
optimization framework. Finally, we provide the data and assumptions
for the selected case study.

2.1. System description: MES on a geographical island

Fig. 1 illustrates a MES, installed on a geographical island. In this
work, we apply our optimization framework to geographical islands.
Geographical islands are isolated and are usually dependent on im-
ported fossil fuels from the mainland, which makes them a particularly
interesting case study towards full decarbonization via MESs [18,34,
35]. Further, geographical islands usually have higher potential for
renewables, due to higher average wind speeds, generally more land
available, and proximity to offshore energy resources.

The MES illustrated in Fig. 1 includes multiple energy carriers:
biogas, hydrogen, electricity, heat, and syngas (from wood gasifica-
tion). Here, we consider a wide portfolio of technology options and
energy carriers, which should allow for a sector coupling between
the residential, industrial, and personal transportation sectors. Limiting
the technology portfolio could exclude possibly cost-effective energy
technologies, which might decrease the overall MES performance.

Electricity can be delivered with a wide set of locally installed
electricity generation technologies (such as wind and solar PV) and,
when available, from the power grid. Hydrogen can be produced with
a polymer electrolyte membrane (PEM) electrolyzer using electricity,
can be stored in pressurized vessels, can be converted in an advanced
CHP unit or in a PEM fuel cell (PEMFC), or can be exported for
transport (such as trucks) or industrial purposes. We do not consider
alkaline and solid oxide electrolyzers, due to their limited operational
flexibility [31,36].

An important element in this MES is the advanced CHP unit, which
can generate electricity and high-temperature heat using different low-
carbon energy sources as fuel: biogas from waste, syngas from wood
gasification, and hydrogen from the electrolyzer. Alternatively, residen-
tial low-temperature heat can be generated using natural gas boilers,
residential solar thermal, fuel cells, electric heaters, and heat pumps.
Biogas can, for instance, be delivered from an anaerobic digester while
the waste can originate from residential households or the local (fish)
industry.

Further, we consider personal transport, including both battery
electric vehicles (representing flexible loads) and gasoline vehicles. It
is worth noting that the MES in Fig. 1 shows a system layout where
all technologies are installed. However, multiple technologies can be,
and are usually, excluded in an optimal MES design due to costs,
environmental reasons, or location-specific constraints.



Applied Energy 347 (2023) 121374T. Terlouw et al.
Fig. 1. Technologies considered in the MES on geographical islands. Electricity and heat consumption are both included as well as different storage technologies. In our model, a
distinction is made between low- and high-temperature heat, although this is not illustrated in this figure to reduce complexity.
2.2. MILP for optimal design of MESs

The optimal design problem is formulated as a MILP, where binary
variables are introduced to model the performance of the conversion
units as well as the installation. Though a few nonlinear approaches
have been presented [37,38], MILPs are effectively and widely applied
to design energy systems [13,39]. In the following, we describe the for-
mulation of the optimization problem in terms of input data, decision
variables, constraints, and objective function.

2.2.1. Input data
The most important inputs to the optimization problem are de-

scribed in the following.

• Weather conditions. Hourly wind speed, solar irradiation (I),
and ambient temperature (𝛩) are defined based on a typical
meteorological year in the location of interest. These are used
to determine the output of solar PV, wind power, and residential
heat requirements.

• Demand profiles (D) of personal transport, electricity, and heat.
The heat demand profile consists of a residential heat demand
profile (low-temperature heat) and heat demand required for
industrial purposes (high-temperature heat). Aggregated demands
are considered for the entire MES under study.

• Techno-economic performance of all technologies. The optimiza-
tion problem requires cost data, e.g., capital expenditures (CAP
-EX), operation and maintenance (O&M), replacement expendi-
tures, and component lifetimes.

• Energy prices. These are the prices of fuels and hourly wholesale
electricity prices, which are used to determine the annual system
costs.
4

• Environmental performance. The integration of LCA into the MILP
requires life cycle inventories (LCI) of the technologies consid-
ered. This can be obtained by either using LCI from an LCA
database or by generating foreground LCI.

2.2.2. Decision variables
The following decision variables are returned by the MILP.

• Installed capacity of technologies (𝑠𝑖 ∈ R+, ∀𝑖 ∈ ). The set of
technologies () is indexed with 𝑖 ∈ {1, 2,… ,𝑀}. The binary
variable (𝑎𝑖 ∈ {0, 1},∀𝑖 ∈ ) is introduced to indicate whether a
technology is installed.

• On/off status of selected energy conversion technologies or charg-
ing/discharging variable for energy storage technologies (𝑥𝑡 ∈
{0, 1}, ∀𝑡 ∈  ). The set of time steps is defined as  = {1, 2,… , 𝑇 },
where 𝛥t represents the time step. In this work, the binary vari-
able 𝑥𝑡 is introduced in the overall assessment period for the wood
gasifier, advanced CHP unit, power grid, battery, and heat storage
medium.

• Startup status of selected energy conversion technologies (𝑦𝑡 ∈
{0, 1}, ∀𝑡 ∈  ). 𝑦𝑡 is equal to ‘‘1‘‘ when a conversion technology
starts-up at 𝑡 (during one time step), and ‘‘0’’ otherwise. In this
work, only the advanced CHP and wood gasification unit are
modeled with regard to the startup status.

• Shutdown status of selected energy conversion technologies (𝑧𝑡
∈ {0, 1}, ∀𝑡 ∈  ). 𝑧𝑡 is equal to ‘‘1’’ when a conversion technology
is shutdown at 𝑡 (during one time step), and ‘‘0’’ otherwise. In
this work, only the advanced CHP and wood gasification unit are
modeled with regard to the shutdown status.

• Input power (𝑓𝑖,𝑡 ∈ R+, ∀𝑡 ∈  ,∀𝑖 ∈ ) and output power (𝑝𝑖,𝑡
∈ R, ∀𝑡 ∈  ,∀𝑖 ∈ ), for energy conversion, generation, and
storage technologies.
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• Energy stored – heat, electricity, and hydrogen – for energy
storage technologies (𝑒𝑡 ∈ R+, ∀𝑡 ∈  ).

• Import (𝑢𝑡 ∈ R+, ∀𝑡 ∈  ) and export (𝑣𝑡 ∈ R+, ∀𝑡 ∈  ) of electric-
ity from and to the grid, biomass, and hydrogen. It is worth noting
that we only consider hydrogen export and electricity export. In
the case of grid-connected systems, locally generated electricity
can be exported to the power grid. Further, we consider hydrogen
export via outbound transport, since geographical islands might
be suited as hydrogen production hubs [31].

.2.3. Objective function
We determine the optimal design of MESs according to multiple

bjectives using one year of system operation (𝑇 = 8760 h). The first
bjective, to be minimized, is the total annual cost of the system
Can), considering a time horizon of one year where the energy re-
uirements must be satisfied at each time step. The total annual cost
e/year] includes the annual fuel costs (Cop), annualized investments
Cinv), annual operation and maintenance costs (Com), and annualized
eplacements (Crep).

inimize Can = Cop + Cinv + Com + Crep. (1)

Eqs. (2)–(5) show how the underlying cost components are deter-
ined.

op =
𝑀
∑

𝑖=1

𝑇
∑

𝑡=1
(c𝑡𝑢𝑡,𝑖 − r𝑡𝑣𝑡,𝑖)𝛥𝑡, (2)

inv =
𝑀
∑

𝑖=1

𝛾 (1 + 𝛾)L

(1 + 𝛾)L − 1
Cinv
𝑖 , (3)

om =
𝑀
∑

𝑖=1
Com
𝑖 , (4)

rep =
𝑀
∑

𝑖=1

𝛾 (1 + 𝛾)L

(1 + 𝛾)L − 1
Crep
𝑖

(1 + 𝛾)L𝑖
, (5)

here c𝑡 and r𝑡 are the prices of imported and exported energy at time 𝑡
e/kWh], respectively; 𝛾 is the discount rate [–], L𝑖 is the replacement,
r lifetime, year of 𝑖 [year].

Furthermore, we design MESs to minimize their life cycle GHG
missions and other environmental burdens, as we expect that costs
or environmental burdens will become more strict due to a wide im-
lementation of policy measures that aim to reduce GHG emissions and
ther environmental burdens [2,3]. This results in a multi-objective op-
imization problem, with the environmental objective being described
y Eq. (6). The multi-objective optimization problem is solved via the
-constraint method [40,41] .

We account for both environmental impacts from system operation
Gop) and from construction of energy technologies (Ginst). There-
ore, Ginst comprises the environmental impact of a technology, which
an for example be GHG emissions, land occupation, or materials
equired to produce and replace a technology. The selected environ-
ental impact category depends on the environmental objective of

he optimization problem. It is worth noting that the overall environ-
ental footprint of a technology or energy system should consist of

ll (or most) environmental impact categories available. However, the
mportance of separate environmental impact categories in the overall
nvironmental footprint is typically a subjective choice.

inimize Gan = Gop + Ginst. (6)

The environmental impacts of the operation and installation are
xpressed by Eqs. (7) and (8), respectively.

op =
𝑀
∑

𝑖=1

𝑇
∑

𝑡=1
(g𝑡𝑢𝑡,𝑖 − h𝑡𝑣𝑡,𝑖)𝛥𝑡, (7)

Ginst =

∑𝑀
𝑖=1 G𝑖

L
L𝑖

L , (8)
5

here g𝑡 denotes the GHG intensity for the import of energy carriers
and electricity at 𝑡 [kg CO2-eq./kWh], and h𝑡 denotes a (possible) credit
for the export of a fuel at 𝑡 [kg CO2-eq./kWh]. G𝑖 are the GHG emissions
generated from the production of a technology 𝑖 [kg CO2-eq.].

Similar considerations apply for integrating other life cycle environ-
ental burdens either as an objective or as additional constraints.

.2.4. Constraints
The constraints of the optimization problem can be grouped into

wo general categories, namely the energy balances of the integrated
ystem and the performance of the individual technologies.

.2.4.1. Energy balances. Eq. (9) describes the general energy balance
pplicable for all energy types and for all time steps (𝑡 ∈  ), to ensure
hat the energy demands (D𝑡) of all energy carriers are always met. For
ach energy carrier, the following energy balance must be ensured.
∑

∈
(𝑢𝑖,𝑡 + 𝑝𝑖,𝑡 − 𝑣𝑖,𝑡 − 𝑓𝑖,𝑡) − D𝑡 = 0 (9)

We divide the heat balance into low-temperature heat – required
or residential heating purposes (here <100 ◦C) – and high-temperature
eat (>100 ◦C), which is required for industrial purposes. The former
an be provided by heat pumps, sensible heat storage, electric heat-
ng, natural gas boilers, solar heat, and fuel cells. The latter can be
rovided by high-temperature natural gas boilers and advanced CHP
nits. Moreover, the heat balance excludes heat export (𝑣 = 0,∀𝑡), since
here is currently no highly-connected heat network available. For the
ydrogen balance, we assume that hydrogen can only be generated in
he MES and cannot be imported (𝑢 = 0,∀𝑡), since a continental hy-
rogen mobility network is missing today. Also, the hydrogen demand
s assumed to be zero (D = 0,∀𝑡), hence hydrogen is only consumed,
tored, and produced by technologies within the MES. However, we
ssume that excess hydrogen production might be exported to the
egion for industrial activities or for road mobility. Finally, we assume
hat biomass can be imported to generate syngas, but neither biomass
or syngas can be exported (𝑣 = 0,∀𝑡).

.2.4.2. Installed technologies. The minimum and maximum capacities
f technologies in the MES are considered using a binary variable
𝑎). For each technology size (s), the following constraint enforces the
inimum (S) and maximum capacity (S).

S𝑖𝑎𝑖 ≤ 𝑠𝑖 ≤ S𝑖𝑎𝑖. (10)

It is worth noting that the binary variable 𝑎𝑖 is only required for
technologies with a minimum allowed installed capacity larger than
zero.

2.2.4.3. Connection to the power grid. MESs can be connected to the
power grid. In this case, grid power can be imported (𝑢𝑡) and exported
back to the grid (𝑣𝑡). These power exchanges should respect the maxi-
mum power boundaries of the grid (S). Further, one additional binary
variable is introduced (𝑥𝑡), to prevent simultaneous grid import and
export.

0 ≤ 𝑢𝑡 ≤ S𝑥𝑡, ∀𝑡, (11)

0 ≤ 𝑣𝑡 ≤ S(1 − 𝑥𝑡), ∀𝑡. (12)

A smaller capacity of the point of common coupling between the
MES and the power grid can be installed when moving towards more
self-sufficient systems. Such grid capacity (𝑠gr) is determined via the
ollowing equations.

≤ 𝑢𝑡 ≤ 𝑠gr, ∀𝑡, (13)

0 ≤ 𝑣𝑡 ≤ 𝑠gr, ∀𝑡. (14)

Note that a value of 𝑠gr = 0 implies no grid connection, hence a
completely self-sufficient MES. Similar constraints can be imposed for
the connection with the natural gas grid, to obtain MESs operating

without natural gas.
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2.2.4.4. Renewable electricity generators. We consider solar PV, onshore
wind, and offshore wind as renewable electricity generators. Annual
solar PV, onshore wind, and offshore wind power generation pro-
files are pre-determined (generally denoted by P𝑡, please refer to the
supplementary information for this procedure), and their electricity
generation (𝑝𝑡) is expressed as:

𝑝𝑡 ≤ P𝑡𝑠, ∀𝑡, (15)

where the inequality constraint indicates the possibility of curtailing
generation. It is worth noting that the amount of curtailed electricity is
the difference between the ideal electricity generation (no curtailment,
P𝑡𝑠) and the actual electricity generation (𝑝𝑡).

2.2.4.5. Natural gas boilers and electric heating. We consider two differ-
ent natural gas boilers: one for supplying high-temperature industrial
heat and one for supplying low-temperature residential heat. The gen-
erated thermal power (𝑝𝑡) can be determined using the fuel supply (𝑓𝑡)
and the technology-specific conversion efficiency (𝜂).

𝑝𝑡 = 𝜂𝑓𝑡, ∀𝑡, (16)

0 ≤ 𝑓𝑡 ≤ 𝑠, ∀𝑡. (17)

Similar considerations and constraints are implemented for electric
heating for residential purposes, where the fuel supply (𝑓𝑡) is powered
by electricity.

2.2.4.6. Solar thermal heat. Solar thermal installations on residential
ooftops can provide low-temperature heat to residential households or
ffice buildings. The generated thermal power can be obtained using
q. (18) [13].

𝑡 = 𝜂I𝑡𝑠, ∀𝑡, (18)

here I𝑡 is the hourly irradiation per square meter, and, in this case,
is the rooftop area covered with solar thermal panels. The maxi-
um amount of rooftop area available is constrained by the specific

ase-study.

.2.4.7. Advanced combined heat and power (CHP) unit. The advanced
HP unit can utilize hydrogen (𝑓 h

𝑡 ), biogas (𝑓 b
𝑡 ), and syngas (𝑓 s

𝑡 ) as fuel,
in different proportions, to produce electrical (𝑝𝑡) and thermal power
(𝑝q

𝑡 ).

𝑓𝑡 = 𝑓h
𝑡 + 𝑓b

𝑡 + 𝑓 s
𝑡 ,∀𝑡, (19)

𝑡 = 𝜂𝑓𝑡, ∀𝑡, (20)
q
𝑡 = 𝜂q𝑓𝑡, ∀𝑡. (21)

he amount of hydrogen that can be utilized is limited by a maximum
ydrogen share in the fuel mix for the selected advanced CHP unit.
ere, we assume this share to be approximately 60% in energetic

erms based on communication with Aurelia turbines (a provider of
he advanced CHP unit). A fuel mixer is required to mix the fuels in
he right proportions. Thus:
h
𝑡 ≤ 0.6𝑓𝑡, ∀𝑡. (22)

hile natural gas could in principle be added as fuel in the advanced
HP unit, we exclude this possibility to maximize the decarbonization
enefits of the advanced CHP unit. However, this can easily be included
n our model and comes with no loss of generality. Additional con-
traints, or adaptations, with regard to fuel mixture limitations, can also
e easily introduced in the optimization problem.

Importantly, thermal generators, as well as CHP units, have addi-
ional constraints with regard to ramp-up and ramp-down rates (𝜏),
inimum uptimes (𝛹 ), and downtimes (𝛺). To consider this, a binary

ariable (𝑥𝑡) is introduced to model the on/off status of the advanced
HP unit. Further, additional requirements in terms of minimum (𝛿)
nd maximum energy generation (𝛿) shares are specified as:

𝛿𝑠𝑥 ≤ 𝑓 ≤ 𝛿𝑠𝑥 , ∀𝑡. (23)
6

𝑡 𝑡 𝑡
his constraint results in the (apparent) bilinearity between the con-
inuous variable 𝑠 and the binary variable 𝑥. The bilinearity between a
ontinuous and a binary variables can be reformulated via two linear
onstraints by introducing an auxiliary variable 𝑠̃𝑡 = 𝑠𝑥𝑡 as [42]:

𝑥𝑡 ≤ 𝑠̃𝑡 ≤ S𝑥𝑡, ∀𝑡, (24)

𝑠 − S(1 − 𝑥𝑡) ≤ 𝑠̃𝑡 ≤ 𝑠, ∀𝑡. (25)

The ramp-up rate as well as the minimum up- and down-times con-
straints are formulated as [43,44]:

𝑓𝑡 − 𝑓𝑡−1 ≤
𝑠
𝜏
, ∀𝑡, (26)

𝑓𝑡−1 − 𝑓𝑡 ≤
𝑠
𝜏
, ∀𝑡, (27)

𝑥𝑡 − 𝑥𝑡−1 = 𝑦𝑡 − 𝑧𝑡, ∀𝑡, (28)
𝑡

∑

𝑖=𝑡−𝛹+1
𝑦𝑖 ≤ 𝑥𝑡, ∀𝑡 ∈ [𝛹, 𝑇 ], (29)

𝑡
∑

𝑖=𝑡−𝛺+1
𝑧𝑖 ≤ 1 − 𝑥𝑡, ∀𝑡 ∈ [𝛺, 𝑇 ]. (30)

ere, Eqs. (26)–(27) are required to ensure the maximum ramp-up
ates of the advanced CHP unit while Eq. (28) is a logical constraint.
q. (29) ensures the minimum uptime period while Eq. (30) ensures
he minimum downtime period of the advanced CHP unit.

Note that such constraints are introduced for the advanced CHP and
ood gasification unit only, to reduce the complexity of the problem
nd, thus, to reduce the solving time. If needed, for example, to improve
he quality of the results, the same constraints can be introduced for
ther energy conversion technologies.

.2.4.8. Electric heat pumps. Air source heat pumps provide heat to
esidential households. We model heat pumps via an hourly coefficient
f performance that quantifies the hourly thermal power generated (𝑝𝑡)
s a function of the electricity consumption (𝑓𝑡). The coefficient of per-
ormance is time-dependent and depends on the ambient temperature,
s expressed by the right side of the following equation.

𝑡 = (b0 + b1𝛥𝛩𝑡 + b2𝛥𝛩
2
𝑡 )𝑓𝑡, ∀𝑡, (31)

≤ 𝑝𝑡 ≤ 𝑠, ∀𝑡. (32)

here b are coefficients quantifying the heat pump performance [45],
nd 𝛥𝛩𝑡 can be calculated from the temperature difference between
he heat sink (heat supply temperature) and the heat source (ambient
emperature denoted by 𝛩𝑡).

.2.4.9. Battery electricity storage. For the battery electricity storage
edium, a similar approach is applied as in Refs. [12,31]. Eq. (33) de-

cribes the battery dynamics in terms of energy stored (𝑒𝑡), with battery
harging (𝑓𝑡), discharging (𝑝𝑡), and considering a self-discharging factor
𝛬).

𝑡 = 𝑒𝑡−1(1 − 𝛬𝛥𝑡) + 𝜂𝑓𝑡𝛥𝑡 −
𝑝𝑡𝛥𝑡
𝜂

, ∀𝑡. (33)

Eqs. (34)–(35) are used to avoid simultaneous charging and discharging
of the battery (using binary variable 𝑥𝑡), and to ensure that the charging
nd discharging is within the boundaries of the battery power capacity
𝑠p). The terms on the right side of Eqs. (34) and (35) are bi-linear and
re linearized with similar linear terms as described with Eqs. (24) and
25).

Eq. (36) is introduced to consider the minimum (𝛿) and maximum
state of charge (𝛿) of the battery system to prevent increased battery
degradation rates [46,47]. Eq. (37) is a global balance (or periodicity
constraint [13]) that ensures a repeatable operation of the energy
storage across multiple years by enforcing the same amount of energy
stored at the start and at the end of the optimization period.

0 ≤ 𝑓 ≤ 𝑥 𝑠p, ∀𝑡, (34)
𝑡 𝑡
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0 ≤ 𝑝𝑡 ≤ (1 − 𝑥𝑡)𝑠p, ∀𝑡, (35)

𝛿𝑠 ≤ 𝑒𝑡 ≤ 𝛿𝑠, ∀𝑡, (36)

0 = 𝑒𝑇 (37)

.2.4.10. Heat storage. Sensible heat storage is considered. This is
odeled by following a similar approach as in Refs. [12,13,48]. The

ensible heat storage medium is only considered for residential usage
nd is generally operated for short-term energy storage (from intra-day
o a few days). Eq. (38) describes the heat storage dynamics in terms
f energy stored (𝑒𝑡). The heat loss of the storage tank is considered
hrough a loss factor (𝛱), where the total heat loss also depends on
he outside temperature (𝛩𝑡) and temperature boundaries of the tank
𝛩 and 𝛩).

𝑒𝑡 = 𝑒𝑡−1(1 − 𝛬𝛥𝑡) −𝛱𝛶𝑡𝑠𝛥𝑡 + 𝜂𝑓𝑡𝛥𝑡 −
𝑝𝑡𝛥𝑡
𝜂

, ∀𝑡, (38)

𝛶𝑡 =
𝛩 − 𝛩𝑡

𝛩 − 𝛩
, ∀𝑡. (39)

In case needed, for example to prevent simultaneous charging and
discharging of the storage medium, constraints similar to those of
battery storage can be implemented, as with Eqs. (34)–(37).

Additional constraints are introduced to account for minimum and
maximum power charging and discharging rates.

− 𝑠
𝜏
≤ 𝑓𝑡 ≤

𝑠
𝜏
, ∀𝑡, (40)

− 𝑠
𝜏
≤ 𝑝𝑡 ≤

𝑠
𝜏
, ∀𝑡. (41)

2.2.4.11. Syngas from wood gasification. Syngas (𝑝𝑡) can be generated
from a gasification unit using woody biomass as fuel (𝑓𝑡).

𝑝𝑡 = 𝜂𝑓𝑡, ∀𝑡, (42)

0 ≤ 𝑓𝑡 ≤ 𝑠, ∀𝑡. (43)

The wood gasification unit is, however, limited to operation within
minimum and maximum power limits, ramp-up, uptime, and downtime
periods, modeled with equations similar to Eqs. (23)–(30). Further,
biomass is a constrained energy source and is usually limited by its
regional availability. This is considered by introducing a constraint on
the maximum available biomass (B) on an annual basis. This can be
expressed as:
𝑇
∑

𝑡=1
𝑓𝑡𝛥𝑡 ≤ B. (44)

Here, the syngas produced is only used as input in the advanced CHP
unit, thus:

𝑓 s
𝑡 = 𝑝𝑡, ∀𝑡. (45)

.2.4.12. Biogas from waste. Biogas from waste can be produced, for
xample, using an anaerobic digestion unit [15]. The amount of biogas
vailable (𝑓b

𝑡 ), to be used in the advanced CHP unit, is expressed on
daily basis to avoid the large consumption of biogas during specific

ime steps. In this case, we assume a daily amount of waste available to
ubsequently produce biogas (W) from households and the fish industry
n the considered region. Here, the biogas is solely used as input in the
dvanced CHP unit. Overall, biogas production is modeled as:

24𝑑
∑

𝑡=(𝑑−1)24+1
𝑝𝑡𝛥𝑡 ≤

W
365

, ∀𝑑 ∈ , (46)

𝑓b
𝑡 = 𝑝𝑡, ∀𝑡. (47)

2.2.4.13. Hydrogen production via electrolyzers and re-electrification via
fuel cells. Hydrogen (𝑝𝑡) is considered to be produced by PEM elec-
trolyzers, using electricity (𝑓𝑡). A constant efficiency is considered, in
line with earlier findings [49]:
7

𝑝𝑡 = 𝜂𝑓𝑡, ∀𝑡, (48)
0 ≤ 𝑓𝑡 ≤ 𝑠, ∀𝑡. (49)

Hydrogen (𝑓𝑡) can be converted to electricity (𝑝𝑡) and heat (𝑝q
𝑡 ) via

PEMFCs. This is expressed as follows.

𝑝𝑡 = 𝜂𝑓𝑡, ∀𝑡, (50)

𝑝q
𝑡 = 𝜂q𝑓𝑡, ∀𝑡, (51)

0 ≤ 𝑓𝑡 ≤ 𝑠, ∀𝑡. (52)

2.2.4.14. Hydrogen storage. For the hydrogen storage medium, a simi-
lar approach is applied as in Ref. [13]. Eq. (53) describes the hydrogen
storage dynamics in terms of energy stored (𝑒𝑡) as well as power
charged and discharged. It is worth noting that there are no energy
losses considered during charging and discharging, however, they are
considered by applying a lower conversion efficiency for the elec-
trolyzer and the fuel cell in Eq. (48) and (50), respectively. In this
situation, the charging and discharging power can be modeled with
one variable only (which can be negative). This allows avoiding the
introduction of an additional binary variable to prevent simultaneous
charging and discharging of hydrogen storage.

𝑒𝑡 = 𝑒𝑡−1 + 𝑝𝑡𝛥𝑡, ∀𝑡. (53)

Additional constraints are introduced, similar to Eqs. (36)–(37) and
to Eqs. (40)–(41), to limit the amount of hydrogen storage within the
installed energy storage capacity, to ensure a yearly energy periodicity,
and to respect the maximum charging and discharging rates.

2.2.4.15. Personal transport: battery electric and gasoline vehicles. We
consider two different transport modes to meet personal transport
requirements: gasoline vehicles and BEVs. The following constraints are
active for the integration of BEVs.

First, the BEV charging must respect the maximum (S) and mini-
mum power charging boundaries (S), considering the total number of
BEVs in a specific charging schedule (𝑧). A set () of binary charging
chedules for BEVs (𝜙𝑡,𝑧) are implemented to respect the time prefer-
nces for BEV charging, see Section A.2 of the SI for the considered
harging schedules. The charging schedules are evenly distributed over
he number of households that drive a BEV.
1
𝑍

S𝜙𝑡,𝑧 ≤ 𝑝𝑡,𝑧 ≤
1
𝑍

S𝜙𝑡,𝑧, ∀𝑡, 𝑧, (54)

where 𝑧 ∈ {1, 2,… , 𝑍} is the index of charging schedules of BEVs.
Second, the daily amount of electricity required to charge BEV (E)

must be satisfied during each day of the simulation period, thus, for
each charging schedule the following constraints are introduced:

24𝑑
∑

𝑡=(𝑑−1)24+1
𝑝𝑡,𝑧𝛥𝑡 =

1
𝑍

E, ∀𝑑 ∈ . (55)

The optimal shares of gasoline vehicles and BEVs, to meet the
overall energy demand for mobility, are decision variables in our MILP
problem. Other personal transport modes can be easily introduced into
the model.

2.3. Data and assumptions

2.3.1. Techno-economic data
Capital expenditures (CAPEX), fuel costs, fixed O&M, and lifetimes

of technologies are provided in Table 1. Additional techno-economic
data and assumptions are given in Section B.1 of the SI. The general
project lifetime is set to 30 years of system operation and the discount
rate to 7% [31]. The collection of weather data and the modeling
of wind and solar PV are performed using different Python packages,
see Section A.1 of the SI [50–53]. Figures of weather conditions and
the procedure for the generation profiles are also provided in Section
A of the SI. We introduce a sensitivity analysis in Section 3.3 on
potentially influencing parameters for a cost optimization, such as
weather conditions, energy demand, discount rates, CAPEX, fixed O&M,
fuel prices, and lifetimes.



Applied Energy 347 (2023) 121374T. Terlouw et al.

d
e
(
4
r
l
w
e
w
M
o
h

Table 1
Techno-economic parameters quantifying the performance of conversion and storage technologies. The processing of residential waste to biogas is assumed to be burden-free and
with a cost of 0.05 e/kWh biogas [54]. The natural gas price assumed is 0.07 e/kWh [15]. The unit for solar thermal investments is e/m2.

Technology Sector Cinv [e/kW(h)] Com L [year] 𝜂 𝜂𝑞 𝛿min 𝛿max 𝜏 [h] 𝛬 [h-1] 𝛱 [h-1] 𝛹 [h] 𝛺 [h] Refs.

Generation

Solar PV 800 0.02 30 [36]
Onshore wind 1300 0.025 27 [31,36,55]
Offshore wind 2700 0.025 27 [31,36,55]
Solar thermal residential 500 0.02 25 0.65 [13]

Storage

Battery electricity energy 200 0.02 13 0.91 0.035 0.965 0.00054 [31,36]
power 150 0.02 20 [31,36]

Hydrogen 10 0.02 23 1 0 1 4 [13,17]
Heat residential 100 0.02 24 0.81 0 1 4 0.0075 0.001 [12,13,17]

Conversion

Electrolyzer 1100 0.02 7 0.57 0 1 [31,36,56]
Fuel cell 1700 0.04 14 0.5 0.34 0 1 [13,17]
Gas boiler industrial 100 0.03 20 0.98 0 1 [13,17]

residential 400 0.03 20 0.9 0 1 [18,57]
Heat pump residential 1500 0.01 19 0 1 [12,57–59]
Electric heating residential 1000 0 30 1 0 1 [60,61]
Wood gasification industrial 1400 0.03 30 0.84 0.1 1 1 8 8 [15]
Mixed CHP industrial 1400 0.05 20 0.4 0.5 0.05 1 1 8 8 [15]

Road transport Cinv [ke/unit]

BEVs residential 48 0.01 17 [62,63]
Gasoline residential 32 0.03 17 [62]
s
w
o
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2.3.2. Environmental data: LCA and inventory
An LCA approach is used to determine environmental burdens of

MESs. LCA is a methodology to quantify all environmental burdens
over the entire lifetime of a product or service. We apply an attribu-
tional LCA approach using background LCA data from ecoinvent 3.9.1
using the ‘Allocation, cut-off by classification’’ system model [64,65].
Brightway2 is used to calculate the LCA results [66]. LCI data of
the energy technologies and energy carriers considered is provided
in Section B.2 of the SI. The IPCC 2021 GWP100 environmental im-
pact category has been selected to quantify climate change impacts.
Further, we consider all other environmental impact categories of the
Environmental Footprint (EF) method ‘‘EF v3.1’’ (except climate change
related categories) [67], they are reported in Section B.2 of the SI. We
determine the total amount of land transformed, in square meters for
the installation of the MES, by aggregating all biosphere flows with
‘‘Transformation, from...’’.

2.4. Case study and the reference system: Eigerøy

The optimization problem is applied to design a MES for the geo-
graphical island Eigerøy in Norway. Eigerøy is an island with approxi-
mately 2,500 inhabitants at the coastline in the South-West of Norway.
The island has a 20–30 MW grid connection with the mainland, here
assumed to be 22.5 MW [15,68]. Eigerøy is connected with a bridge to
the main land, which allows road and energy transport from and to the
island. It is worth noting that the GHG intensity of the Norwegian grid
electricity is very low (about 30 gCO2/kWh of electricity traded [64]),
ue to a high share of hydropower in the grid electricity mix. The main
nergy consumer within this geographical island is the fish industry
Prima Protein, located at the harbor), which requires approximately
0 GW h of high-temperature heat per year. The total annual electricity
equirement of the island is around 70 GWh. The heat demand of the
ocal fish industry is currently generated with a natural gas boiler. The
oody biomass availability on Eigerøy is estimated on 52 t/day with an
nergy density of 3.5 MWh/t [15,68]. For biogas, 5 W/capita is applied,
hich is assumed to be generated with the anaerobic digester [69].
ost inhabitants utilize an electrical-based heating system (78%, half

f that is assumed to be provided with heat pumps and the other
8

alf from electric heating) and the rest of the heating is supplied via
wood stovers/biomass boilers in the reference scenario. It is worth
noting that there are restrictions on fossil-fuel-based residential heat
supply in Norway, therefore, we do not consider residential fossil fuel-
burning technologies within the optimization problem for our case
study. In the municipality of Eigerøy (Eigersund), personal transport is
still dominated by fossil fuels (85%, assumed to be gasoline vehicles),
complemented with BEVs (assumed to be 15%). We denote this status
quo as the business-as-usual scenario ‘‘BAU ’’, which represents previ-
ously described conditions and costs of the energy system on Eigerøy
in 2021.

The island Eigerøy aims to decarbonize its energy system within
the next decade [15,34]. This requires a transformation towards low-
carbon high-temperature heat in combination with locally produced
renewable electricity generation. Energy price data, demand, and en-
ergy generation profiles can be found in Section A of the SI. In the
following, we list different preferable scenarios, corresponding to the
investigated optimizations.

It is worth noting that we consider two scenarios without high-
temperature heat, to show the influence of high-temperature heat and
the integration of personal transport on the optimal cost design, i.e.,
cenarios Cost-Min-Res and Cost-Min-Res-M, respectively. In addition,
e provide additional attention for a substantial decrease in terms
f GHG emissions subjected to a cost optimization (i.e, scenario Cost-
HG90), since it is likely that the last part of the Pareto front has a
teep slope and, thus, significant GHG reductions can be achieved for
relatively small cost increase. Here, the main focus is on life cycle
HG emissions with the quantification of other environmental impact
ategories based on the cost and climate change impact objectives.
hus, other environmental burdens are not involved in the optimization
roblem but are quantified in a post-LCA. These other environmental
mpact categories are quantified using the optimal outcomes – tech-
ology sizes and system operation – of the cost and GHG emission
ptimization. It is worth noting that objectives can be replaced or addi-
ional environmental objectives can be introduced within the problem,
hich is discussed in Section 3.4.

(1) Scenario ‘‘BAU ’’: represents the current energy system of Eigerøy
in 2021, mainly consuming fossil fuels for heat and low-carbon
electricity from the Norwegian grid.
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Fig. 2. MESs installed for a minimization on costs (left) and life cycle GHG emissions (right).
(2) Scenario ‘‘Cost-Min-Res’’: is a minimum-cost optimization, which
excludes environmental considerations in the objective func-
tion and excludes high-temperature heat requirements and per-
sonal transport (but includes electricity requirements of the
geographical island).

(3) Scenario ‘‘Cost-Min-Res-M ’’: is a minimum-cost optimization,
which excludes environmental considerations in the objective
function and excludes high-temperature heat requirements.

(4) Scenario ‘‘Cost-Min’’: is a minimum-cost optimization, which
excludes environmental considerations in the objective function.

(5) Scenario ‘‘Cost-GHG90’’: is a minimum-cost optimization, with a
constraint of life cycle GHG emissions to reach a reduction of
90% compared to a cost optimization (that can be obtained on
the Pareto front).

(6) Scenario ‘‘GHG-Min’’: is an optimization of life cycle GHG emis-
sions, which excludes cost considerations in the objective func-
tion.

The model is formulated and solved using the Gurobi (v.10.0)
interface in Python (v3.10) [70].

3. Results and discussion

The optimal system designs corresponding to the different scenarios
(from Section 2.4) are presented in Section 3.1. Potential environmental
trade-offs are discussed in Section 3.2. A sensitivity analysis is pre-
sented and discussed in Section 3.3, and further discussion is provided
in Section 3.4.

3.1. Results of scenarios

Fig. 2 shows the optimal design of the MES (selected technologies)
for a minimum-cost (Scenario 4) and minimum-GHG emissions opti-
mization (Scenario 6), considering all sectors. The cost-optimal design
(Fig. 2(a)) still installs GHG-intensive technologies, such as heat gener-
ation with natural gas boilers. Interestingly, onshore wind is already
a cost-competitive electricity generation technology in Eigerøy. This
configuration exhibits a reduction of 14% and 26% in terms of costs
and life cycle GHG emissions compared to scenario BAU, respectively.
9

In contrast, the minimum-emissions design (Fig. 2(b)) demonstrates
a more complex energy system, with a prominent diversification of
energy conversion and storage technologies, featuring hydrogen, syn-
gas, and electricity as energy vectors. Compared to scenario BAU, the
life cycle GHG emissions are reduced by almost 80% (even with a
decarbonized power grid). However, this comes at the expense of a 59%
increase in annual costs.

Fig. 3 shows the major costs and emissions contributions (stacked
bar segments, in different colors) to the overall costs and life cycle
GHG emissions for all considered scenarios. Scenarios are reported
on the x-axis, the annual costs on the primary y-axis, and the life
cycle GHG emissions on the secondary y-axis. For each scenario, the
cost contributions are presented with the left bar, while the life cycle
GHG emissions are provided with the right bar. The values above the
bar indicate the contribution of the investments to the overall costs
(left) and the contribution of construction processes to the overall
GHG emissions (right). Importantly, the second and third scenario both
exclude high-temperature heat, while the second scenario (Cost-Min-
Res) also excludes personal transport, these scenarios are indicated
with the lightgrey shaded area. This allows to determine the impact
of the introduction of industrial activities and personal transport in
the cost optimal design. In addition, Table 2 reports the sizing of the
components in the MES for all scenarios. And lastly, Section C.2 in the
SI provides stacked plots showing the annual system operation for the
Cost-Min, Cost-GHG90, and GHG-Min scenario.

Furthermore, Fig. 4 provides the Pareto front for the two objectives
considered; an optimization of life cycle GHG emissions (on the x-axis)
and costs (on the y-axis). Four points are indicated on this figure with a
red marker; they correspond to the optimization scenarios provided in
Section 2.4. Four small spider graphs are presented in the background
of these points, to indicate the environmental performance of these four
scenarios, see Fig. 5 for a larger representation and more discussion
with regard to these spider graphs. Dotted black lines indicate the
relative changes in terms of costs and GHG emissions for different
points on the Pareto front compared to the BAU scenario. Based on
these figures and Table 2, the following considerations can be made.

First, the optimal design largely depends on the integration of
different energy sectors, this is illustrated when moving from the left
(scenario BAU) to the right up to scenario Cost-Min in Fig. 3. The
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Fig. 3. Major costs and GHG emissions contributions (stacked bar segments, in different colors) for all considered scenarios. Scenarios are reported on the x-axis, the annual costs
n the primary y-axis, and the life cycle GHG emissions on the secondary y-axis. The values above the bar indicate the contribution of the investments to the overall costs (left)
nd the contribution of construction processes to the overall GHG emissions (right). The lightgrey shaded area indicates configurations that exclude industrial heat requirements
n the system design. For comparison, the dark red horizontal lines with ‘‘Ref.’’ indicate the total costs and GHG emissions when including all sectors (adopted from the BAU
cenario) for the scenarios that do not integrate all energy sectors.
Table 2
Techno-economic system performance and design.

Technology Sub BAU Cost-Min-Res Cost-Min-Res-M Cost-Min Cost-GHG90 GHG-Min

Energy generation

Solar PV 0.0 0.0 0.0 0.0 0.0 0.0 [MW]
Onshore wind 0.0 10.0 10.0 10.0 10.0 10.0 [MW]
Offshore wind 0.0 0.0 0.0 0.0 6.8 13.4 [MW]
Solar thermal residential 0.0 0.0 0.0 0.0 0.0 0.0 [ha]

Energy storage

Battery electricity energy 0.0 0.0 0.0 0.0 0.0 0.0 [MWh]
power 0.0 0.0 0.0 0.0 0.0 0.0 [MW]

Hydrogen 0.0 0.0 0.0 0.0 19.3 20.5 [MWh]
Heat residential 0.0 1.2 1.1 1.1 2.7 12.5 [MWh]

Energy conversion

Electrolyzer 0.0 0.0 0.0 0.0 9.8 22.4 [MWf]
Fuel cell 0.0 0.0 0.0 0.0 0.0 0.0 [MWf]
Gas boiler industrial 19.4 0.0 0.0 19.4 7.4 7.4 [MWf]

residential 0.0 0.0 0.0 0.0 0.0 0.0 [MWf]
Heat pump residential 1.5 2.2 2.2 2.2 2.3 2.0 [MWth]
Electric heating residential 1.5 1.4 1.4 1.4 1.3 1.6 [MWf]
Wood gasification industrial 0.0 0.0 0.0 0.0 21.8 31.0 [MWf]
Mixed CHP industrial 0.0 0.0 0.0 0.0 24.4 36.0 [MWf]

Others

Grid connection 22.5 19.8 19.8 19.8 19.3 18.3 [MW]

Performance

Total costs 16.0 4.5 10.6 13.8 18.9 25.5 [Me]
Total GHGs 18.4 1.5 2.8 13.6 5.0 4.0 [kt CO2-eq.]
Grid reliance n.a. n.a. n.a. −49.1 −71.4 −82.5 [𝛥%]
Natural gas reliance n.a. n.a. n.a. −28.2 −92.0 −99.2 [𝛥%]
addition of both the industrial and mobility sector more than doubles
the costs and life cycle GHG emissions for the cost-optimal designs.
The integration of industrial high-temperature heat results in the in-
stallation of substantial different sub-components, such as natural gas
10
boilers, advanced CHP units, and hydrogen-related system components
(see Table 2).

Second, Fig. 3 illustrates that the impact of the construction phase
can have a substantial contribution to the total environmental impact.
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Fig. 4. Pareto front for the trade-off between annual costs and life cycle GHG emissions including all sectors, i.e., the residential, personal transport, and industrial sector in
Eigerøy. Spider graphs are provided in the background for four points in this graph, to visualize the impact on other environmental impact categories (see Fig. 5).
More specifically, the construction phase of energy technologies can
contribute up to more than 60% of total GHG emissions when design-
ing low-carbon MESs. For other environmental impact categories, this
relative contribution can be as high as 80%, for example on human
toxicity, metals & minerals, and ozone depletion (see Section C.1 of
the SI). Thus, the residual environmental impact from the construction
of technologies cannot be neglected in a comprehensive MES analysis.

Third, Fig. 4 logically shows that costs can be mainly reduced for
scenarios that consider system costs in the objective function. Life
cycle GHG emissions are reduced on the entire Pareto front compared
to scenario BAU, mainly due to the integration of cost-competitive
onshore wind, residential heat pumps, and BEVs. This implies that the
energy system installed in scenario BAU is both sub-optimal in terms
of costs and life cycle GHG emissions.

Fourth, the optimal design is very different among the different
scenarios, i.e., optimization scenarios. For example, life cycle GHG
emissions can be minimized with GHG-Min at the expense of system
costs. In this situation, the investments have a large contribution to the
overall costs, as the system relies on a high deployment of low-carbon
technologies, such as onshore (10 MW) and offshore wind (13 MW),
and CHP (36 MW) driven by biogas, hydrogen, and syngas. Moreover,
energy storage is deployed in the minimum-emissions design, mostly
in the form of hydrogen storage and heat storage for residential house-
holds. Battery storage is never deployed, this is further discussed in
Section 3.4. For all scenarios, the reliance on the grid electricity and
natural gas network is reduced (Table 2).

To illustrate this, the GHG-Min and Cost-GHG90 scenarios (see
Table 2) integrate additional energy carriers, energy storage, and in-
termittent renewables (both onshore and offshore wind) compared to
all other scenarios. High-temperature heat is mainly provided with the
advanced CHP unit running on low-carbon fuels. The CHP and biomass
gasification units do not entirely phase-out natural gas, even when
minimizing emissions, because of their minimum-power, downtime,
and uptime constraints as well as gas-mixing limitations (see section C.2
in the SI for figures with regard to system operation). In this situation,
a natural gas boiler (7 MW) is installed as back-up to provide the rest
of the high-temperature industrial heat.

3.2. Environmental trade-offs

Fig. 5 presents the environmental burdens on all considered envi-
ronmental impact categories for all six optimization scenarios. These
11
are also represented in the background of Fig. 4. The impacts are
normalized to the highest impact per category across all optimization
scenarios, and are therefore shown on a scale between ‘‘0‘‘ and ‘‘1’’
(highest possible impact across optimization scenarios).

Fig. 5 shows that scenario BAU exhibits the highest environmental
burdens compared to all other scenarios. This implies that the envi-
ronmental impacts, and especially life cycle GHG emissions, can be
reduced by properly designing the MES. Besides a significant reduction
of life cycle GHG emissions, a cost minimization (Cost-Min) also pro-
vides a significant reduction in terms of environmental burdens, since
some clean energy technologies – for example onshore wind – are al-
ready cost-competitive today. For our case study, environmental impact
categories that clearly increase towards a cost minimization are climate
change, energy resources: non-renewable, ionizing radiation, and ozone
depletion. Environmental impact categories that clearly increase to-
wards GHG minimization are land transformation, eutrophication, and
some human toxicity impact categories. However, it is worth noting
that these trade-offs cannot be generalized as they are typically very
case-specific and depend on the location-specific boundary conditions,
such as the local climate and hence the potential of renewable energy
sources (biomass, solar PV, and wind).

A minimization of life cycle GHG emissions (GHG-Min) exhibits
higher costs and environmental burdens on a couple environmental
impact categories compared to the BAU scenario. This implies that
an optimization of life cycle GHG emissions results in burden shifting
from GHG emissions to other environmental impact categories, such
as land occupation (due to harvesting of woody biomass). In short,
results imply that a minimization on costs and/or life cycle GHG
emissions do not correspond to an equal reduction in terms of the
environmental footprint. The environmental footprint must account for
other indicators, such as land use, toxicity indicators, and materials.

3.3. Sensitivity analysis: the most influential parameters in a cost minimiza-
tion

Selected parameters are individually increased and decreased by
10% (a local sensitivity analysis) to determine the most relevant
techno-economic parameters for determining the cost of MESs in a
cost optimization. The following parameters are selected: electricity
and heat demand (residential and industrial), discount rate, grid elec-
tricity price, gas price, wood price, investments (capex), lifetimes of
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Fig. 5. Spider graph with the different scenarios and associated life cycle environmental burdens on selected normalized environmental impact categories. LD = land transformation.
AC = acidification. CC = climate change. ETF = ecotoxicity: freshwater. ETFI = ecotoxicity: freshwater, inorganics. ETFO = ecotoxicity: freshwater, organics. ER = energy resources:
non-renewable. EFF = eutrophication: freshwater. EFM = eutrophication: marine. EFT = eutrophication: terrestrial. HTC = human toxicity: carcinogenic. HTCI = human toxicity:
carcinogenic, inorganics. HTCO = human toxicity: carcinogenic, organics. HTNC = human toxicity: non-carcinogenic. HTNCO = human toxicity: non-carcinogenic, organics. HTNCI =
human toxicity: non-carcinogenic, inorganics. IR = ionizing radiation: human health. MM = material resources: metals/minerals. OD = ozone depletion. PM = particulate matter
formation. PF = photochemical oxidant formation: human health. WU = water use.
Fig. 6. Sensitivity analysis on selected parameters, with special attention to natural gas prices.
technologies, O&M costs, average annual solar irradiance, and wind
speed.

Fig. 6(a) presents the sensitivity of the annual system cost on the
aforementioned parameters, when these parameters are increased and
decreased by 10% with respect to their reference value. Fig. 6(b)
presents the sensitivity of the system design (installed capacities) on
one of the most influential cost parameters for the case study con-
sidered: natural gas price. The installed capacities of the following
technologies are shown: advanced CHP unit, gasifier, onshore wind,
and the industrial boiler driven by natural gas/propane.

Fig. 6(a) shows that an equal increase in terms of capital expen-
ditures has the biggest impact on annual costs for the case study
considered. This is mainly explained by the investments required for
personal transport. Further, increasing the demand for heat and elec-
tricity has substantial impacts. In our case study, the energy demand is
12
highly affected by the local industry. The discount rate is an important
parameter and is especially influential in the cost-optimal MES, due to
the high requirement of capital expenditures. The price of natural gas is
the most influential fuel price in this MES. Currently, natural gas is still
comparably cheaper than alternative fuels, and it is therefore chosen
as one of the main energy sources in the MES for a cost optimization.
An increase of natural gas and grid electricity prices have a significant
influence on the annual costs since the operational energy requirements
are large and they are still required in addition to the deployment
of cost-competitive renewables. An increase of technology lifetimes
results in lower annual costs, due to less component replacement
expenditures. Fig. 6(b) shows that the advanced CHP unit is already
a cost-competitive technology with natural gas/propane prices higher
than 0.12 e/kWh, which comes at the expense of the installed capacity
of the industrial boiler running on fossil fuels.
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3.4. Discussion: limitations, solutions, and future work

Several factors are key to the optimal design of MESs. In the
following, we discuss the validity of our results by putting such design
factors into perspective with our analysis.

Among the most prevailing issues in the development of opti-
mization algorithms are the trade-offs between complexity, i.e., com-
putational time, and accuracy of the solution, e.g., reliability of the
results [71,72]. Optimal design algorithms minimizing environmental
objectives tend to have a higher computational burden, due to the
integration of a larger set of (low-carbon) energy technologies com-
pared to a cost optimization. In our case, the minimum cost solution
(Cost-Min) is reached in less than two minutes, the minimum GHG
emissions solution (GHG-Min) in less than one hour, while introducing
a constraint on GHG emissions during a cost minimization increases the
solving time by up to eighteen hours (Cost-GHG90). This implies that
the number and the amount of details in terms of modeling of energy
technologies should be evaluated based on the scope and objective of
the optimization problem.

This paper focuses on cost and GHG optimization. It is possible to
consider other environmental impact categories within our optimiza-
tion framework, for example, by quantifying their monetary figures or
by using additional environmental constraints. However, the integra-
tion of additional objectives typically increases the complexity of the
optimization problem and might require specific meta-heuristic meth-
ods and other subjective choices, such as choosing weighting factors for
the set of selected environmental impact categories. The willingness to
limit arbitrary choices on the values of the objectives convinced us to
focus on costs and GHG emissions as objective functions and to assess
environmental burdens through post-optimization analysis.

Within this context, an important aspect concerns the time resolu-
tion of the optimization. Here, we use an hourly resolution over a year
time horizon to optimally design MESs, which allows considering both
short-term (battery) and long-term (hydrogen) storage with seasonal
fluctuations. The optimal MES designs that integrate life cycle GHG
emissions introduce hydrogen storage to ensure energy available during
days with no or low provision of renewable energy supply. Thus, the
combination of hourly resolution with a yearly time horizon is neces-
sary to design MESs that deploy multiple energy storage technologies
including long-term energy storage [13].

Battery electricity storage is not deployed in our optimal MES
designs, which contrasts with some existing literature. This is due to
the low capacity factor of solar PV in our case study (which leads to no
solar PV capacity installed), comparably high energy discharge losses,
higher environmental burdens from construction, and comparably short
lifetimes of batteries. Further, very low-carbon electricity can be ab-
sorbed from the Norwegian power grid, thus, there is no need to store
locally generated renewable electricity with battery electricity storage
to ensure the utilization of decarbonized electricity. On the contrary,
we do see the installation and operation of hydrogen storage. This is
mainly due to two reasons. First, hydrogen can be used as a fuel in
the advanced CHP unit for high-temperature heat provision. Therefore,
the consideration of high-temperature heat and the presence of the ad-
vanced CHP units affect the behavior of hydrogen storage, which is also
used for short-term time horizons during periods with large amounts of
industrial heat demand (Figure A30 of the SI). Second, hydrogen stor-
age is most suited to compensate for the fluctuations of wind resources,
which are predominant in our case study. Overall, hydrogen storage is
the better technology option for storing energy for long periods of time
(due to its lower self-discharge losses and its lower cost per unit energy
stored) and when coupled to industrial requirements and wind energy
sources. This is in line with earlier findings presented in Refs. [17,73]. It
might be interesting to examine the economic and environmental trade-
offs between different energy storage technologies in greater detail,
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by introducing more energy storage-specific details and technologies
for electricity, low-temperature, and high-temperature heat storage,
especially at locations with more favorable conditions for solar PV.

We demonstrated that the integration of industrial activities has
a significant influence on the optimal MES designs, mainly due to
high-temperature heat requirements. In our optimization framework,
high-temperature heat can be generated with a natural gas boiler and
an advanced CHP unit running on low-carbon fuels. The results showed
that a natural gas boiler is selected for the entire high-temperature heat
demand in the cost-optimal design, or is deployed to provide backup
heat when the advanced CHP unit is installed when GHG emissions
are considered in the objective. In reality, more technologies for high-
temperature heat provision can be introduced, such as electric boilers
running on low-carbon electricity. Such electric boilers can be easily
introduced into our optimization framework without introducing much
additional complexity, due to their operational flexibility [74]. The
integration of electric boilers for high-temperature heat provision might
lead to a phase-out of natural gas boilers, thus, could achieve full
decarbonization. Alternatively, high-temperature heat storage might
avoid the oversizing of technologies and the need for a backup natural
gas boiler.

Expanding the system boundaries by including personal transport
has a significant influence on costs and total life cycle GHG emissions
in our case study, resulting in double costs and life cycle GHG emis-
sions of the system. For simplicity, we only considered home charging
and applied wholesale electricity prices for BEV charging, while such
charging costs are usually higher for residential consumers. We consid-
ered the investments and environmental burdens of the production of
vehicles, to be used for personal transportation, in our quantification
of costs and overall environmental burdens. Personal transportation
is an important component of a MES since BEVs are modeled as a
flexible load and hence can absorb renewable electricity generation,
however, they come at a cost and environmental burden. Excluding the
costs and environmental burdens from the production of vehicles might
result in an incomplete understanding of the overall consequences of
the integration of transport in a MES. The residential mobility model
can be expanded to consider additional charging and fuel infrastruc-
tures, vehicle-to-grid, and other vehicles powered by diverse energy
sources, such as hydrogen. For a prospective future scenario, for exam-
ple using the prospective LCA Python package premise [75], it might
be interesting to examine the integration of other promising energy
technologies.

Moreover, we assume perfect knowledge of renewable energy gen-
eration, hence neglecting the uncertainty associated with current and
future climate conditions. In reality, the variability of future energy
generation might affect the economic and environmental potential of
MESs [16,76]. It might therefore be interesting to include the stochas-
ticity of renewables into the optimization problem [77,78], though this
further increases the complexity and computational efforts. Addition-
ally, a robustness analysis could provide insights into the accuracy and
resilience of the optimally designed MES [16].

We focused on economic and environmental indicators to optimally
design MESs under certain boundary conditions. Such location-specific
boundary conditions are for example related to the energy demand,
supply, (available) infrastructure, temperature of heat requirement, and
climates. These factors should be considered when applying the model
to other case studies, which are planned for follower geographical
islands in the future. Considering an even wider technology portfolio
could reduce costs and environmental burdens but likely increases
the complexity of the optimization problem. In reality, other factors
are important to consider when installing a MES. For example, the
reliability of the system, and its resilience with respect to uncertain
techno-economic scenarios should be considered during the design
phase. Moreover, public acceptance and local decision-making, and
other socio-economic factors, can hinder the implementation of a low-
carbon MES [79,80]. Though such qualitative factors are difficult to

include in an optimization framework, they should be considered when
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designing a MES with, for example, stakeholder engagement [81].
This implies that our optimization framework can be applied in the
early design phase of a MES, however, it should be accompanied by
additional analyses. Energy system designers and policymakers can
therefore utilize our optimization framework to have a first indication
of what costs, life cycle GHG emissions, and environmental burdens
can be achieved. Further, we assumed a conservative approach with
regard to the export of energy, since we excluded potential environ-
mental credits for energy export for reasons discussed in earlier recent
works [12,31].

Increased energy autonomy might avoid the need for expanding the
grid capacity as it might reduce system costs, environmental impacts,
and could improve the energy security of a geographical island [39,82].
However, this might result in trade-offs and they need to be considered
on a case-by-case basis [31,83]. Whilst many studies analyze decen-
tralized energy-autonomous systems, many overlook wider system-level
impacts (e.g., considering the energy infrastructure) at the regional and
national levels [84]. Hence, our MILP can be used to determine the
costs and environmental impacts associated with highly self-sufficient
energy systems.

And lastly, the integration of environmental aspects in the MILP
offers possibilities to determine the environmental implications of the
wider global deployment of MESs. To assess this, the optimization prob-
lem can be applied to other decentralized energy systems with different
site-specific boundary conditions, such as GHG-intensive power grids
and other climate conditions.

4. Conclusions and implications

This paper proposes an optimization framework to optimally design
MESs considering a large set of renewable energy generators, storage,
and conversion technologies and coupling the residential, mobility, and
industrial sectors. The optimization approach is tested on one MES
to be installed on a geographical island with substantial industrial
activities: Eigerøy (Norway). Our results have significant implications
that should be considered in the analysis of low-carbon decentralized
energy systems.

First, the construction phase of technologies can have a significant
contribution to the environmental impact of a MES. More specifically,
the relative share of the construction phase can be up to about 80%
for various environmental impact categories, for example metals &
minerals, ozone depletion, and human toxicity.

Second, designing MESs with minimization of life cycle GHG emis-
sions does not correspond to an equal reduction in terms of the total
environmental footprint. In contrast, minimizing GHG emissions could
result in environmental burden shifting, increasing for example land
transformation and human toxicity. This implies that energy system de-
signers should consider non-climate change-related impacts in the de-
sign phase and that they should extend the system boundaries beyond
the operational phase.

Third, expanding the system boundaries beyond the residential
sector has a big influence on the optimal design of MESs, especially for
industrial activities consuming high-temperature heat. The integration
of high-temperature heat in the optimization framework highlights a
few salient points. For example, a CHP unit – using a mixture of low-
carbon fuels – might be an effective solution to decarbonize MESs with
high-temperature heat demands.

Finally, the findings highlight that significant reductions in the
amount of natural gas (92%) and GHG emissions (73%) can be obtained
with a marginal cost increase (18%). This conclusion is in agreement
with previous studies focusing on the residential sector and we gener-
alize it to MESs decarbonizing the residential, mobility, and industrial
sectors.

Overall, the implementation of different renewable energy carriers
in MESs, with industrial activities, has the potential to substantially
reduce life cycle environmental burdens. However, we demonstrate
14
that it is of crucial importance to consider a comprehensive envi-
ronmental LCA during the design phase, which goes beyond climate
change impacts. The integration of life cycle environmental aspects into
the optimization framework can indicate preferable outcomes and can
possibly avoid environmental burden shifting.
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