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ABSTRACT

Experiments accessing extreme conditions at x-ray free electron lasers (XFELs) involve rapidly evolving conditions of temperature. Here,
we report time-resolved, direct measurements of temperature using spectral streaked optical pyrometry of x-ray and optical laser-heated
states at the High Energy Density instrument of the European XFEL. This collection of typical experiments, coupled with numerical
models, outlines the reliability, precision, and meaning of time dependent temperature measurements using optical emission at XFEL
sources. Dynamic temperatures above 1500 K are measured continuously from spectrally- and temporally-resolved thermal emission at
450-850 nm, with time resolution down to 10-100ns for 1-200 us streak camera windows, using single shot and integrated modes.
Targets include zero-pressure foils free-standing in air and in vacuo, and high-pressure samples compressed in diamond anvil cell multi-
layer targets. Radiation sources used are 20-fs hard x-ray laser pulses at 17.8 keV, in single pulses or 2.26 MHz pulse trains of up to 30
pulses, and 250-ns infrared laser single pulses. A range of further possibilities for optical measurements of visible light in x-ray laser
experiments using streak optical spectroscopy are also explored, including for the study of x-ray induced optical fluorescence, which
often appears as background in thermal radiation measurements. We establish several scenarios where combined emissions from multiple
sources are observed and discuss their interpretation. Challenges posed by using x-ray lasers as non-invasive probes of the sample state
are addressed.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0142196

I. INTRODUCTION

The study of warm dense matter (WDM) and high pressure-
temperature states of condensed matter is vital to understanding
complex physical systems that exist in nature, such as planetary interi-
ors,”” and in technologies, such as internal confinement fusion.” The
description of WDM is also a challenge for theory because strong

X-ray Free Electron Lasers (XFELs) present a new frontier for
intermediate timescale extreme conditions studies. Excited states
following femtosecond pulsed irradiation can persist for beyond
microsecond timescales on XFELs, for example, due to volumetric
heating of massive objects.”’ Meanwhile, pulse repetition rates in
the MHz range, such as that currently available at the European
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correlations and quantum effects have to be treated consistently
beyond perturbative methods by using, e.g., ab initio simulations." ™

Laboratory experiments are, therefore, central to characterizing
WDM behavior. The creation of high pressure (millions of atmo-
spheres) and temperature (thousands of degrees Kelvin or higher)
conditions are required to study these fundamental systems.” '
Traditionally, these are created through intense irradiation,'” "
dynamic shock compression,””™*” or a combination of static com-
pression with these techniques, often using a diamond anvil pres-
sure cell (DAC).””'®*° However, these techniques are often
constrained by short experimental lifetimes due to loss of high-
density conditions. Damage to samples can also occur over longer
periods through sample contamination from chemical reactions
with surrounding material (e.g., diamond anvils) or cumulative
thermal or mechanical damage. This can then lead to discrepancies
between various experimental results.”'**’*’ At the boundary
between traditionally fast and slow measurements, a variety of
experiments are possible which address common challenges of
WDM experiments; however, novel measurement techniques and
diagnostics are often needed for such regimes.' "'’

X-ray Free Electron Laser (EuXFEL),">”’ offer opportunities for
serial probing and excitation on similar, microsecond timescales.

Controlling samples subjected to WDM extremes over such
experimental lifetimes as well as defining the pressure-density con-
ditions reached is made possible using DACs to contain and pres-
surize samples of interest.”’ This configuration is ideal to study
WDM as it is possible to use pulsed x-ray heating to heat targets to
tens of thousands of Kelvin.””*'**=*” In this scenario, hard X-ray
energies greater than 10keV have long absorption lengths
(~millimeters) for light elements (ie., carbon), allowing penetra-
tion of millimeter thick diamonds, while absorption lengths in the
micrometer range for high atomic number elements enable local-
ized energy deposition within micrometer thick samples. XFELs are
ideally suited to this type of experiment because they are able to
produce short (femtosecond pulse length), high-power (~10'2
photons per pulse), hard x-ray (>10keV) pulses. These pulses also
provide a fast and high power probe to observe the sample
conditions’””’~*” and are often available in a pair or train. This,
therefore, naturally leads to the ability to perform serial pump-
probe experiments. 17,40
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A number of diagnostics can be employed to measure the con-
ditions in such experiments, including temperature, many using
the pulsed x-ray source itself. If the pump is also an x-ray pulse,
the pump and probe are automatically spatially aligned, which is
ideal for sampling the heated volume. X-ray diffraction (XRD)'®
can determine sample conditions through measurements of sample
volume and phase transformations, but is complicated by the diffi-
culty in discriminating between the effects of pressure and temper-
ature changes. Likewise, x-ray Thomson scattering, often used in
conjunction with x-ray heating, can estimate electron temperature
via detailed balance in the collective scattering regime inspecting
the height of the up- and down-shifted plasmons,’’ with tempera-
ture uncertainties often on the order of a few eV,*'~* but requires
high quality information on the source and instrument function."’
Such x-ray snapshots of temperature can be further limited when
observing continuously changing sample conditions, e.g., due to
insufficient time sampling.”

An ideal temperature diagnostic will continuously determine
sample temperature through a period of interest with high time
resolution and small uncertainty independent of assumptions and
the detailed sample conditions. Pyrometry provides such a
method, inferring sample temperature from optical emission
released from heated samples. As opposed to active x-ray probing,
pyrometry is passive so can inherently provide a continuous
record of temperature. Pyrometric measurements have long been
used to estimate the temperature reached in static compression
(i.e., laser-heated diamond anvil cell, LHDAC),'®*" shock
compression,22'23 and fast radiative (i.e., isochoric) heating
studies,””*” though while proposed™ its application to XFEL
heating has not been demonstrated. Pyrometry determines tem-
peratures reached'” usually by the sole assumption that emission
follows the behavior of a gray-body radiator, as defined by
Planck’s law.”*

Streaked optical pyrometry (SOP) provides one method to
measure in situ sample temperatures with high time resolution in
the picosecond to microsecond range. Streak camera images
record emission over a pre-determined time window denoted the
streak window. Changes in emission brightness as a function of
time are recorded on the image as changes in intensity along the
time axis.”"”* The spatial, spectral, and temporal shape of optical
emission from any heated sample is difficult to obtain simultane-
ously,” thus the orthogonal axis of the streak image will resolve
the emission either spatially or spectrally (i.e., a linear position vs
time broadband intensity map, or a wavelength vs time spectro-
gram from a particular position). Each approach has advantages
that depend on the sample properties, temperature range, target
design, spatial scale of the event, and other factors. For example,
the presence of optical windows in targets, such as those used
when observing statically compressed samples or a shocked inter-
face, adds complications such as the requirement that any optical
emission pass through layers of other material, potentially affect-
ing the final collected emission.”””* In many cases, the use of
spectrally (as opposed to spatially) resolved detection is advanta-
geous as it is less sensitive to emissivity, target transmission,
other complex optical properties of targets, temperature inhomo-
geneity, or time dependence of these factors, within certain
limits.”>*® The measured spectral shape also allows an
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independent verification that emission adheres to the predictions
of the Planck model and thus provides a final test of whether the
measured temperature can be valid, by resolving obvious distor-
tions in thermal emission or nonthermal contributions to signal.
For these reasons, spectrally resolved temperature determination
is generally considered more reliable in complex sample environ-
ments, such as those using tight focused radiative heating similar
to the x-ray and optical heating employed in this study (e.g., in
traditional laser heated DAC experiments).

The detection limit of SOP is predicated on the temperature,
sweep window, number of events (shots) integrated, size of heated
and observed areas, event duration, sample optical characteristics,
spectral range detected, and spectrometer dispersion, and varies
significantly depending on these factors for different applications.
Lower detection limits for SOP fall in the range of 400-4000 K in
typical single shot applications'"***"*"** and is observed to be
1500-3000 K for the system described here. Fundamentally, this is
limited by the rapid reduction in emission with decreasing temper-
ature (i.e., the Stefan-Boltzmann law). While there is no upper
limit on detectable temperature, spectral form becomes insensitive
to the temperature where the Planck distribution peaks well below
the observed wavelength band (i.e., Wien’s law), which occurs, e.g.,
in the electron volt range for visible diagnostics; in such cases,
absolute emission intensity would be a reliable—and possibly supe-
rior—indicator of temperature in certain circumstances.”’

Here, we report the design and performance of an SOP
diagnostic implemented at the High Energy Density (HED)
instrument of the EuXFEL. The system measures optical signals
in the visible spectral range, in spectral-temporal space and can
be deployed in a range of sample environments and extreme
conditions scenarios. A selection of common applications are
evaluated here. The diagnostic was specifically designed and
tested to work in conjunction with DAC static compression
techniques. The equipment for the system was provided to
the HED instrument by the HIBEF user consortium, and the
design and implementation was performed in collaboration
between EuXFEL, Deutsches Elektronen-Synchrotron (DESY),
and University of Edinburgh. Basic design parameters are dis-
cussed in Sec. II, the experimental procedure in Sec. IIJ,
samples in Sec. IV, and results in Sec. V. The system was devel-
oped at DESY, with first experiments using laser heating only
(Sec. V A). It was moved to EuXFEL for the first online mea-
surements with x-rays only, in association with the first User
Community Assisted Commissioning Experiment, Proposal No.
2292°%*%°% (Secs. V B-V F). Laser heating and x-ray heating
together were subsequently performed in further commissioning
work in Proposal No. 2731 (Secs. V' G and V H). Numerical
modeling of experiments and comparison to the measurements
are included in Sec. VI, while a discussion of the findings and
conclusions for future work using the diagnostic are given in
Sec. VIL

Il. EXPERIMENT SETUP

A. Sources

European XFEL offers three self-amplified spontaneous emission
(SASE1, SASE2, SASE3) sections that produce x-ray photons at
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wavelengths varying from 0.1 to 1.6nm. The HED experimental
hutch is located at the end of the SASE2, which produces photons in
the hard x-ray regime between 0.1 and 0.25 nm.”” X-ray pulses are
grouped into trains of up to 2700 pulses, with a train repetition rate
of 10 Hz and intra-train pulse repetition rate of fractions of 4.5 MHz,
giving pulse separation of 221.5 ns (or 443, 886, etc.). Pulse intensity
monitors are placed upstream and downstream of the experimental
vacuum chamber (Interaction Chamber 2, IC2) in order to measure
beam intensity and pulse-to-pulse fluctuations in intensity.”” Energy
on target was ~30% of the measured upstream beam intensity on the
absolutely-calibrated x-ray intensity gas monitor (XGM) in the
SASE2 beamline (SASE XGM),””*"%* and could be further reduced
through user selected attenuation of the beam. Downstream energy
intensity monitors are placed in the beamstop after the experimental
chamber (Fig. 1). The XFEL heating (XH) due to individual pulses
and pulse trains are examined here. The XFEL beam is focused onto
the target using several sets of on-axis chromatic compound refractive
lenses (CRLs), with spot sizes in the range of 5-20 um (FWHM) on
target used in the described experiments (Table I).

Single or double-sided pulsed or continuous optical heating (LH)
of targets is made possible using a near-infrared (NIR) laser (Model
SP-100P-A_EP_Z, 1070 nm, 1.2eV) which was integrated with the
SOP optical system [Figs. 1(b) and 2(c)]. The NIR laser has a repetition
rate of up to 1 MHz, standard pulse lengths ranging from 20 to 420 ns,
and a collimated beam diameter of 10 mm. Focusing creates a spot size
on the sample of 11 x 14um (FWHM). Some laser waveforms possi-
ble are shown in Fig. 3. The maximum pulse energy is 1 mJ (depend-
ing on the waveform and repetition rate), and peak power of 10 kW.

ARTICLE scitation.org/journalljap

Incident laser power is attenuated from 100% to 0% by a combination
of polarizing beam splitting cubes and rotating quartz waveplates in
the laser beam path [Fig. 1(b)]. The upstream and downstream laser
powers are controlled separately.

B. Optical configuration

The SOP experiments at the HED instrument are designed to
take place in IC2. Figures 1 and 2 show the optical configuration
used during these experiments. Further details about the experimen-
tal setup of IC2 can be found in Refs. 39 and 63-66.

Optical access to the sample is possible from both upstream
and downstream sides, relative to the XFEL beampath (see Sec. IT A).
The near-sample optics consist of turning mirrors at 45 degrees
relative to the XFEL beam, and objectives (AdlOptica geoHEAT-
60-NIR) with 60 mm focal length focusing through the mirrors
onto the sample plane. The mirror-objective system can be
retracted when not in use in order to completely clear the x-ray
beampath. The optical beampaths are guided through the chamber
window to the custom-built exterior optical table [Fig. 1(b)] where
the rest of the optical components are placed.

The upstream turning mirror was initially a dielectric coated
glass mirror (Semrock MGP01-650-1300) with a 300 um diameter
hole drilled in the center to allow the x-ray beam to pass through.
The downstream turning mirror was a custom-made glassy carbon
plate coated with Ag. Both the upstream and downstream mirrors
were later replaced by 1 mm thick Ag-coated silica glass mirrors

yE:L1:7L €202 Joquisides 61
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inside 1C2. Upstream and downstream optical beam paths are shown in green. (b) Sch

ematic of optics table layout showing the upstream and downstream optical paths

from the sample inside IC2 to either a microscope or the spectrometer and streak camera (black lines). NIR laser heating pathway is shown in red lines.

J. Appl. Phys. 134, 055901 (2023); doi: 10.1063/5.0142196
© Author(s) 2023

134, 055901-4


https://aip.scitation.org/journal/jap

Journal of
Applied Physics

TABLE I. XFEL parameters used during the experiments discussed here.

ARTICLE scitation.org/journalljap

XFEL beam parameters

XFEL beam XFEL Energy Spot size Number of Intra-train NIR

Experiment energy (keV) per pulse (u]) (FWHM) (um) pulses repetition rate laser
1 ON
17.8 21-240 10-20 1-20 1.13-2.26 MHz OFF

3 17.8 15-63 5.0 10-30 2.26 MHz ON

(from AHF) with holes drilled for x-ray direct beam transmission.
The hole diameter is 1 mm downstream and 300 um upstream.

The downstream and upstream optical paths each include
microscopic imaging of samples (with recording), illumination of
the sample, and heating with the NIR laser. Optical emission for
pyrometry is acquired from the upstream side of the sample, by
passing light through to the spectrometer and steak camera system.
Online microscopy is achieved using long focal length lenses
(f=750mm upstream, f=1000mm downstream) to image onto
Basler CCD cameras, to provide sample viewing and alignment at
high image magnification. Illumination from both sides of the sample
is achieved by inserting pellicle beamsplitters in front of the viewport
chamber window on the optical paths to deliver a red LED light
source to the sample. Alignments are made using direct imaging of
the NIR laser at low laser power and localized effects of x-ray irradia-
tion, including target fluorescence or damage imprinting.

The optical path of the pyrometric signal includes an optional
spatial filter consisting of a 50um diameter pinhole and two
60mm focal length lenses (~1:1 magnification) designed to
exclude non-sample emissions and other background light (such as
x-ray fluorescence from diamonds above and below the focal plane
in DAC targets). The light is focused onto the spectrograph
entrance slit by a f = 150 mm lens for an effective magnification of
~2.5. The numerical aperture is ~0.16 at the imaging objective
and spatial filter segments, and less at the spectrometer. Additional
details on the optical configuration of the SOP can be found in
Refs. 11, 47, and 67.

C. Detector configuration

In order to acquire time- and spectrally-resolved information
on the emitted light, an optical spectrometer (IsoPlane 160,
Princeton Instruments) is coupled to the front slit of the streak
camera. The vertical slit of the spectrograph restricts input emission
in the spectral direction. The spectrometer has a 203 mm focal
length and £/3.88 aperture ratio.

The streak camera is a Hamamatsu with S-20 photocathode
(model C13410-01A) with spectral response in the region of 200-
850 nm and a horizontal slit which restricts the input emission in
the time axis direction, affecting the time resolution and point
spread function (PSF). The microchannel plate (MCP) intensifier
gain of the streak camera can be varied from 0 to 60. The gain cor-
responds to varying the voltage on the MCP electrodes; higher gain
increases the signal and also the noise. The sweep windows for the
streak camera range between 0.5ns and 1ms. The streak tube is
coupled to an ORCA-Flash 4.0 V2 Digital CMOS camera with

1344 (wavelength) x 1016 (time) pixels in the working area and
6.5um pixel size; sometimes, this is binned 2 x 2, i.e., 672 x 508
pixels to improve data handling. The readout speed of the camera
is >100 frames/s. Two different collection modes, enclosing trigger
and sequential mode, are used. In sequential mode, exposure to the
CMOS only occurs during a single sweep regardless of how many
events are incident, meaning that the visible signal from the inter-
action of each NIR or XFEL pulse is recorded on the final spectro-
gram, separated in the time domain by their intrinsic pulse
separation (see Sec. II A). In most cases, the experimental data is
taken using this mode. For data collected in the enclosing trigger

Access
door

FIG. 2. Photographs showing the optical setup inside IC2 and on the adjoining
optical bench. (a) Sample stage inside IC2, including six-chamber sample
revolver, viewed from the downstream. (b) Sample stage inside IC2, viewed
from the upstream. (c) Optics table layout showing the upstream and down-
stream optical paths to microscopy cameras and the spectrometer and streak
camera. Upstream (US) and downstream (DS) optical paths are shown in blue,
and the laser heating pathway is shown in red. Key experimental components
are highlighted in pink. The AGIPD (adaptive gain integrating pixel detector) is
used for time resolved x-ray diffraction (XRD) measurements.”
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10 The wavelength axis of spectrograms is calibrated to the emis-
’ — WFO sion from a Ne calibration lamp resulting in a 451-955 nm observ-
— WF_1 . . - .
— WEs3 able wavelength range in this experiment. The optical response of
0.8} the SOP system is a combination of the quantum efficiency of the
S20 photo-cathode, the reflectivity of the turning mirrors, and the
< accumulated behavior of other optics (Fig. 5, see Sec. II G). The
< 06 transmission function F(4) is experimentally measured by imaging
Q a W calibration lamp with a known gray-body Planck distribution
] o4l and comparing the intensity, as a function of wavelength and time,
’ to the theoretical Planck distribution for the temperature at which
the lamp is operating. Figure 5(a) shows that between 575 and
0.2+ 775nm, the experimentally measured transmission closely agrees
with the spectra predicted from the two main optical elements
00 005 o010 015 020 025 030 035 2. : i
Time (us) 10 I a 1 ?
[ 1
[ S20 = Fitti 1 Semrock
FIG. 3. Example of measured pulse waveforms for the NIR pump laser (in this LN LT 1 TING 1 Mirror
study, we make use of WF_0). Y-axis indicates normalized oscilloscope voltage. - Jr\ Region :
L/ Ideal F(A) !
/
/ :
mode, the spectrogram shows emission that has been integrated 10 ¢
over many sweeps at a repetition rate of up to 1kHz, with varying §
total integration time. Thereby, increasing integration time >
increases the number of exposures that are accumulated per spec- S --- 520
trogram image, each sweep acquiring a (presumably identical) -3 - ii;‘f(jj" mirrer R
repeating event (i.e., heating cycle). This mode is compatible with & — Experimental Fy(A) e
accumulation over EuXFEL pulse trains repeating at 10 Hz. £ 40 . . . ‘p(:,
Figure 4 shows schematically how the two different collection 510 El
schemes differ. € Q
S g2 : : 5
w
o 0t b 1 1 4—;
a ~ $20 1 | 2
< I itti I Ag Mirror|
Streak sweep S X I Fitting___; A9 ®
AVAVAVAVE > :
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S |
I I 5 i
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Pump pulses Y 101 I
Q ¢ 1
1 [ CMOS Exposure 2 r
Measured
b I
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1 1
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CMOS Exposure

L1

FIG. 4. Schematic of relevant timings of the streak camera and pump pulses.
Pump pulses can be either from a laser heating system or XFEL pulses. Streak
sweep denotes the voltage applied to the electrode in the streak camera, where
time is proportional to the applied voltage; pump pulse denotes the timings of
the radiation pulses incident on the sample; CMOS exposure denotes the streak
camera detector integration time. (a) Series of pulses are integrated into the
enclosing trigger mode, one pulse per sweep. (b) Series of pulses captured in
the same streak window in the sequential mode, three pulses in a single sweep.

0 1 1 1 1 1 1
10200 300 400 500 600 700 800 90
Wavelength (nm)

FIG. 5. SOP spectral response when using the initial dielectric (a) and final Ag
(b) upstream turning mirrors. Measured time-averaged spectral transmission
functions, based on calibration lamp data, are F1(2), blue, and Fy(4), red,
respectively. Expected response is green, with the published reflectivity of the
turning mirror, gray, and the quantum efficiency of the S20 photocathode,”
dashed black. The wavelength region used to determine sample temperature is
shown as two vertical dashed lines. The measured transmission function is
scaled to agree with the expected transmission function.
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discussed above. Most spectral dips and oscillations in this trans-
mission function were later eliminated by replacement of the
dielectric turning mirror with the Ag-coated mirror,”” also enabling
a somewhat broader spectral band for detection [Fig. 5(b)].

The combination of horizontal and vertical slits in the streak
spectrometer, located at the imaging planes of the sample, also func-
tion as vertical and horizontal spatial filters, respectively, and ensure
good time and spectral resolution for spatially extended emission
sources. Here, we report both slitted and slitless operation, the latter
case being required during early EuXFEL experiments where x-ray
beam pointing drift and instability precluded reliable alignment to
the slits, with the small emitting area on the samples, imaged to the
detector, functioning as a point source in the time and space direc-
tions, with sufficient (but reduced) temporal and spectral resolution.

An example of the streak camera acquisition of optical light
emitted from the W calibration lamp, designed to be a thermal
gray-body source at a set temperature, is illustrated in Fig. 6. The

ARTICLE scitation.org/journalljap

horizontal axis represents time (here a 5 us sweep window), and the
vertical axis contains spectral information covering 451-955 nm.
Poor optical sensitivity in the intensity measurement at the edges
of the spectrogram are observed, so we restrict the wavelength
range when fitting temperatures to 575-775 nm. All reference lamp
calibrations were obtained with slits and spatial filtering in place, in
order to probe the precise optical path from the sample in the
respective transmission function.

From spectral features present in the calibration spectrograms,
datasets with distinct event timings, and data on spectrally distinct
light sources (i.e., laser or LED), some warping of streak images is
observed, dependent on the streak window; that is, shear distor-
tions with respect to the wavelength and time axes are identified.
We compensate for this warping by applying a shear distortion to
both wavelength and time axes unique to each sweep window. The
magnitude of the shear, per pixel, in each direction, dependent on
the streak window used, is given in Table II.
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FIG. 6. Optical emission collected from the calibration lamp at 2500 and 2900 K. (a) Spectrogram of optical emission collected from a calibration lamp at 2900 K using a
5 us streak window, taken using enclosing trigger with a sweep repetition rate of 1 kHz and exposure time of 1's. Region corresponding to 193 ns section binned at 2.8 us
is shown between two dashed lines. (b) Binned optical emission at time = 2.8 us of calibration lamp at 2900 K (black markers) and expected optical emission of thermal
radiation at 2900 K based on Planck’s distribution (red dashed line). (c) Binned optical emission at time = 2.8 us of calibration lamp at 2500 K, black markers, and transmis-
sion function of full optical path at the same time (red solid line) derived from (b). (d) Corrected optical emission of calibration lamp at 2500 K, gray markers, at
time = 2.8 us, with moving average intensity with respect to wavelength shown as a solid black line. The fitted Planck distribution (red dashed) to the corrected emission

data at T = 2591 + 50K is also plotted.
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TABLE II. Streak window (SW) dependent corrections applied to SOP images. The
streak window durations given by factory settings compared to measured streak
windows from fluorescence emission are shown. The magnitude of the time and
wavelength shear (pixel shift per orthogonal pixel step) applied to images, when
using the 1 x 1 un-binned image size, is also given.

Streak window Shear
Factory XFEL

Setting measured measured Time Wavelength
1 0.994 1/65 1/80

4.90 4.73 1/65 1/80
10 9.76 9.27 1/65 1/80
20 19.60 18.57 1/80 1/80
50 49.0 45.64 1/80 1/80
100 97.4 1/20 1/80
200 200 1/10 1/80

Collected spectrograms are also expected to exhibit “pincush-
ion” flat-field sensitivity variation in both axes, on the order of
10% sensitivity. This is corrected for by calibrating the experimen-
tal emission data locally (in time and wavelength) to a spectrogram
of a calibration lamp at a set temperature (e.g., Fig. 6), using identi-
cal sweep window and gain settings.

D. Fluorescence behavior

Non-thermal luminescence due to x-ray exposure is often
observed in targets containing dielectric materials, including YAG:
Ce scintillator crystals used as fluorescent screens for beam align-
ments, and diamond anvil cell targets often comprising multiple
layers of dielectrics (Fig. 7). On shorter sweeps, in the 5-50us
range, this often manifests in SOP images as short pulses of emis-
sion, coinciding in time with irradiation from the XFEL pulses, and
can be attributed to x-ray fluorescence. Fluorescence emission
pulses are thus discriminable from thermal emission as they are
usually symmetric in time (unlike heat pulses’'), appear at lower
power (where direct heating is small), and only where transparent
dielectrics are present in the beam (which also have low emissivity).
X-ray fluorescence also increases quasi-linearly with x-ray fluence
(Sec. V D). Since fluorescence appears in the streak images as a
symmetric peak in time, in most cases we treat it as instantaneous,
with an apparent width due only to the PSF of the combined
optical-detector system. That is, the width is not dependent on
time since true emission duration is much smaller than the time
resolution of the utilized streak windows, and instead the width
represents the physical size and distribution of emission arriving
on the photo-cathode of the streak camera. Femtosecond-excited
fluorescence and decay would normally exhibit asymmetric behav-
ior. Indeed, some minor deviations from symmetric emission are
observed but are generally not well resolved in experiments to date.
The fluorescence could be examined in more detail using faster
sweeps but this was not attempted here. Fluorescence peak profiles
are thus well modeled with a Lorentzian function. Peaks can be fit
to determine peak location, amplitude, and full width at half
maximum (FWHM)—which is also the FWHM of the PSF.
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FIG. 7. Fluorescence emission from DAC targets under single XFEL pulse irra-
diation, at 100% XFEL transmission (see Table IlI for energy on the target).
Emission is averaged in wavelength and plotted against time in pixels, as appar-
ent emission timescale is independent of the sweep rate and represents the
detector point spread function in most cases. The targeted materials are low-Z
pressure-transmitting media, indicated in the legend, which were usually placed
around other samples of interest and which could be independently targeted by
the XFEL. These have low degrees of direct heating and low emissivity (and
hence, negligible thermal emission). Most DAC targets employ type la anvils,
with one sample (H,O medium) with type Ila anvils shown for reference. The
inset shows Lorentzian fits to the fluorescence emission (arbitrarily scaled) for
each of the emission profiles. All spatial filters and slits were removed during
acquisition.

Fluorescence can also be forward modeled if these parameters are
known.

Figure 7 shows how fluorescence emission, collected when
operating in the slitless configuration, can be commonly observed
from DAC targets when irradiated by x-ray pulses (here a single
pulse). Emission intensity is pronounced when using type Ia
diamond anvils, and may vary with respect to the pressure
medium. In contrast, no fluorescence emission is observed from
Type Ila diamonds with an H,O pressure medium. Other experi-
ments targeting an interface of the diamond with a metal have con-
firmed significant fluorescence from Type I diamonds and total
absence of fluorescence from Type II diamonds, limiting the emis-
sion to the diamond itself. For almost all of the targets, fluorescence
emission follows a similar Lorentzian-like distribution in the time
domain. This confirms the timescale of fluorescence emission is
instantaneous in comparison to the streak window and so indicates
the PSF of the optical system. However, in the case of an NaCl
sample, a time delay and asymmetry of the emission peak is
observed with the corresponding Lorentzian fit shifted significantly
to later times. The results suggest that the fluorescence lifetime of
NaCl is longer than other materials, and so can be detected here.

The spectral shape of fluorescence emission from select DAC
samples (HIBEF24, HIBEF30, and D1, see Sec. IV) is compared to
thermal emission from the calibration lamp in Fig. 8(a). The raw
emission spectral shape is determined by summing the emission
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FIG. 8. Wavelength dependence of emission intensity from fluorescent samples
compared to thermal emission. (a) Spectral shape of fluorescence emission
from D1 (blue), HIBEF24 (green), and HIBEF30 (red) compared to the spectral
shape of thermal emission from a calibration lamp (at 2900 K). Fitted emission
spectral shape is shown in black. All three samples use Type la diamond anvils
on the upstream side. (b) Spectral shape of fluorescence emission from D1
(blue), HIBEF24 (green), and HIBEF30 (red) after accounting for the transmis-
sion function of the optical system. See Fig. 5(a) for the transmission function of
the optical system used. (c) Spectral shape of fluorescence from type la and lla
diamond, after accounting for the transmission function of the optical system,
measured under 18 keV synchrotron x-ray irradiation at the GSECARS beam-
line, Advanced Photon Source.
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from large numbers of pulses over many spectrograms and within
spectrograms, where there is no thermal emission and only fluores-
cence emission is present at the time of the fluorescence pulse.
Strong peaks in fluorescence emission at ~450 and ~800 nm, not
seen in emission from the calibration lamp and located in lower-
sensitivity spectral ranges of the SOP, are characteristic of the XFEL
induced fluorescence. Spectral shape is fitted to five super-imposed
Gaussian distributions which approximate the distribution shape
for fluorescence forward modeling (see Secs. V D-V F). Similarly,
after accounting for the transmission function of our optical
system, we see that the strong peaks in fluorescence are magnified,
while there is minimal emission between 600 and 750 nm, where
we observe a strong thermal signal [Fig. 8(b)]. In comparison,
Fig. 8(c) shows the spectral shape of the fluorescence emission
measured for both Type Ia and Ila diamonds under synchrotron
x-ray irradiation at 18 keV. The spectrum for the Type Ia diamond
was measured from an upstream diamond anvil of a DAC, with the
x-ray beam targeting the Re gasket to exclude emission from the
sample and downstream diamond. The Type Ila spectrum was
measured from a free-standing diamond.

E. Experimental timing, time resolution, and PSF

The time resolution of temperature measurements is set by
the choice of time bin width. The measured PSF establishes the
minimum usable time resolution for a certain configuration, below
which it is not possible to measure dynamic processes. For
example, noisy (e.g. low temperature) data require a larger time res-
olution, whereas high temperature data with strong signal can be
analyzed with a small time resolution, but not smaller than the PSF
since this is the intrinsic response time of the detector.

The PSF of the streak images is highly dependent on the
optical configuration used, including entrance slit widths. During
initial commissioning at EuXFEL, when all spatial filtering and slits
were present, the PSF was 15 pixels when the SOP image was
binned 2 x 2, i.e., 30 pixels for 1 x 1 binning, which is 140 ns for a
5 us streak window. When the spatial filter and slits were removed,
the PSF widened to 25 pixels FWHM, ie., 50 pixels for 1 x 1
binning, and 242 ns for a 5 us streak window. There was also a shift
in the peak locations (by ~2 pixels earlier). Improvements after the
experiments reported here further reduced the PSF with spatial fil-
tering and slits to 7 pixels FWHM in 1 x 1 (un-binned) images
(i.e., 34 ns for a 5 us streak window), using an optical configuration
similar to experiment 3 (Tables I and III).

Sweep rate, and the associated streak window, of the SOP
spectrograms were initially set to factory calibrations.”” We con-
firmed streak window lengths by measuring the distance between
neighboring pulses of fluorescence emission. XFEL pulses that are
incident on target are separated by 443 ns in this study; therefore,
we expect that the associated fluorescence emission is also sepa-
rated by 443 ns across all wavelengths. By comparing the measured
pulse separation of XFEL pulses in pixels to the known pulse sepa-
ration in seconds, the full length of the streak window is calculated.
Durations of the 5, 10, 20, and 50 us streak windows are deter-
mined to be 4.73, 9.27, 18.57, and 45.64 us, respectively (Table II).
For streak windows longer than this, we are unable to determine
duration as there is insufficient resolution between neighboring
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peaks in emission to determine pulse separation. For a 5us streak
window, we determine that the factory calibration is acceptable,
while for longer windows, the discrepancy between our measured
values and the factory calibration is such that measured values are
recommended. Further measurements are required to determine
the absolute timings of the other streak windows. A linear sweep
rate approximation is found to be accurate enough for most analy-
ses (including all those presented here), however, non-linear correc-
tions are required in certain scenarios, for example, in modeling
fluorescence at smaller PSF where the precise location of the fluo-
rescence peak becomes important.

Fluorescence peak position can also provide absolute informa-
tion on x-ray timing within the streak window. Thus, where it was
possible, the fluorescence of a particular target was used to deter-
mine the global timings of streak images collected for that target, i..,
time zero is set to be the time at which the first pulse in any given
train reaches the target. If insufficient or indistinct fluorescence emis-
sion was present for data on a particular target, then experimental
timings were estimated from the timing of separate YAG:Ce screen
fluorescence or from the onset of optical emission. Relative timings
of the optical laser were estimated using emission observations, and
local photo-diodes which observed both radiation sources.

F. Emission spectrogram reduction

During image processing, the background is first removed by
subtracting a dark image from the data and is further corrected by
subtracting the averaged emission intensity in the spectral “dead”
zone (850-955 nm).

Each spectrogram is binned with respect to the time axis,
therefore reducing the time axis to discrete time steps at which we
determine temperatures. The size of each bin is the time resolution,
t, of a run and will vary based on the type and quality of emission.
The time of each bin is calculated to be the time at the center, with
t =0 denoting the time at which the sample is first irradiated.
Generally, a tz comparable to the FWHM of the PSF optimizes the
time resolution.

A moving average of the intensity of optical emission with
respect to wavelength was also computed in order to visually better
compare noisy data with the Planck fit. The spectral intensity dis-
tribution is determined by a 50 pixel (or 37.5nm) wide moving
average, regardless of sample or streak window.

G. Temperature measurement

The time-resolved history of sample temperature is deter-
mined through a two-parameter least squares fit"*~"* of each time-
binned emission spectrum to a modified Planck distribution

1 2hc? 1
IpianckAs T) = ——=€(A) —5-——F—<—— 1)

R0 i) 1

where

Icul(ﬂ')

FA) = —F—F7—.
( ) IPlanck(l) 2900K)

@)
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Here, Ipine (A, T) is the intensity of emission at a given wavelength,
A, and temperature, T; €(1) is emissivity (here, in arbitrary units)
and 1/F(A) accounts for transmission function of the optical
system and detector; A, ¢, and kp are Planck’s constant, the speed of
light, and Boltzmann’s constant, respectively. We assume a gray-
body approximation for emission and, therefore, emissivity is taken
to be constant in wavelength (e(1) = €).”"">”" Temperature and
emissivity are correlated fit parameters in Eq. (1) as the magnitude
of the emission intensity can be increased either by increasing tem-
perature or emissivity. Equation (2) shows how the transmission
function is calculated based on the ratio of intensity of thermal emis-
sion from a W calibration lamp, I.;(4), to the theoretical gray-body
Planck spectrum for the lamp temperature (here, 2900 K, see Fig. 6).
All thermal emission recorded is normalized by this function [e.g.
Fig. 6(d)]. The transmission function is calculated for each time inte-
gration bin and streak window used, so that we account for any sen-
sitivity variance over the streak spectrogram (i.e., flatfield correction).
Collection of the calibration spectrogram is made using the enclosing
trigger mode to ensure optimum signal; also, proper spatial filtering
must be in place during collection of the extended light source from
the calibration lamp, and the streak camera must be operated in
gated mode to exclude background noise produced during reverse
sweep on the CW lightsource.

As discussed above, certain samples may exhibit x-ray fluores-
cence during XFEL experiments which can overlap with any
thermal signal present. In the examples discussed here, fluorescent
emission is clearly discriminated from thermal emission. It only
occurs during XFEL pulses, often as distinct peaks (or as a contin-
uum where pulses overlap in longer sweep windows), whereas
thermal emission often persists after pulses due to the longer relax-
ation time of thermal processes. Fluorescence is particularly strong
in the blue where thermal emission is usually insignificant. Spectra
containing high fluorescence also exhibit clearly non-Planckian
trends. Here, we explore removal of fluorescence emission to
improve temperature analysis by building an empirical model of the
fluorescence spectral and temporal shape and fluence dependence,
for any given sample. This is based on data where no thermal emis-
sion is observed (at low XFEL power), which then establishes fluores-
cent background for thermal emission data (at higher XFEL power)
(Sec. V' D). We find that when the fluorescent background is weak
compared to thermal signal it has a negligible influence on the
assessed temperatures. Additionally, fluorescent emission tends to be
temporally localized so that purely thermal emission can be detected
at other times (e.g., between or after pulses).

A number of criteria were used for automatic data reliability
assessment in temperature measurements. These criteria were
based on a careful review of data accuracy and noise performance
and exclude spurious data but do not guarantee measurement
quality. Data are excluded if

1. There is significant (>30%) signal at or below zero intensity
(after background subtraction), within a time bin. This implies
insufficient optical emission to determine sample temperature.
It should be noted that in high noise datasets the standard devi-
ation of intensity in a binned spectrum can exceed the average
intensity even after this exclusion is applied, but there is suffi-
cient signal above zero for reliable fitting.””
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2. Least-squares below ~1500

K.l 1,13,48,51,57,58

fitting returns temperatures

3. The emissivity determined from fitting the data to Eq. (1) ()
is 1000 times smaller or 100 times larger than the emissivity
determined from fitting the emission spectrum from the calibra-
tion lamp (€cq), i€, 100 - €y < €5t < 0.001 - €. This crite-
rion accounts for physical limits on emissivity variation and the
possibilities for different size emitting areas observed.

4. The magnitude of temperature uncertainty (Sec. II H) obtained
from least squares fitting exceeds 50% of the absolute
temperature.

Temperature is ideally uniform over the heated area which the
measurement is restricted to using the slits and spatial filter. The
wavelength dependent emission as a function of time can be used
to infer local temperatures reached and the subsequent rate of tem-
perature change unambiguously.'' However, temperature gradients
are expected to be present in the observed surface areas even when
using these filters due to (a) imaged beam sizes similar to or
smaller than spatial filtering elements, (b) Gaussian (or similar)
beam spot profiles, (c) misalignment and beam drift, (d) thermal
conduction in targets, (e) overlapping exposures in x-ray pulse
trains, and (f) interplay of optical and x-ray beams of different
sizes. Spatial filtering elements (slits and spatial filter) were
removed in some earlier experiments to address XFEL beam drift,
but this should not affect the observed temperature distribution sig-
nificantly as the optical pathway and observed area is only weakly
affected by this. We consider that the observed temperature in SOP
represents the maximum achieved on the observed sample surface,
considering the strong scaling of emission intensity with tempera-
ture in the visible range and findings in comparable offline systems
(e.g., the optical laser heated DAC).” Our experiments combining
large-spot optical radiation and small-spot x rays bears out this
expectation, with local hotspots tending to dominate apparent tem-
peratures (see Sec. V).

H. Temperature error

We use two independent ways to calculate the error on the
temperature that is determined through least squares fitting: (a)
from the in-built error from the curve_fit function in the SciPy
python package’” that is used for fitting and (b) from the curvature
of y? in temperature-emissivity space.

The built-in Python error estimate, which is based on the
minimization of the goodness-of-fit parameter ¥ and calculated
from the square-root of the diagonal of the covariance matrix, is
consistently the smaller of the two.

The curvature of y? space is assessed by plotting ¥, given by

I4) — (A, T)? (T — Tp)?
Py W hE T T Tal
i I T

as a surface about the minimum, i.e., as a function of the tempera-
ture and emissivity, then assessing the local curvature as’®

Py? -1
a;:z(a_;{z) . @
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In Eq. (3), I(4) is the measured intensity as a function of wave-
length where oy is the standard deviation of I(1). Ip(4, T) is the
ideal Planck intensity for any arbitrary temperature T [Eq. (1)]. We
take oy as the standard deviation between the measured intensity
I(2) and the ideal blackbody intensity Ip(4, T;) at the measured
temperature Ty, as determined by the python curve_fit routine.
The temperature at which y? is a minimum is the best-fit tempera-
ture, T, with the uncertainty in the measurement given as or.

The second derivative of y* [Eq. (4)] about the minimum
determines or. Assuming a quadratic relationship between y* and
the temperature of the form y?> =a-T? + - T + & implies that
or = /1/a.’® Considering that fit parameters are strongly corre-
lated, we compute the second derivative in y?, with respect to tem-
perature, using the minimum magnitude of ¥ at each temperature,
i.e., with emissivity allowed to vary. This is intended to represent a
conservative error estimate. The minimum on the contour map
slightly differs from the temperature determined from the curve_fit
fitting routine but only by up to several degrees; the difference is
too small to observe in our plots.

Figure 9 shows the ¥? contour map from least squares fitting
of the calibration lamp at 2500 K, calibrated to emission from the
same lamp at 2900 K. The standard deviation, o, in a parameter is
defined as the magnitude at which a parameter needs to change
from the fitted value, i.e., o7 = |T — Tj|, in order to increase Ve
by 1, ie, ¥*(T) — x2;, = 1. Figure 9 shows the variation in the
goodness-of-fit parameter, %, as a function of temperature and rel-
ative emissivity about the minimum, with the 1o contour shown in
black; the inset shows the quadratic fit of y? versus temperature.
Both the error determined with this method and that determined

Emissivity, e (arb. units)

2300

2400 2500 2600

Temperature, T (K)

2700

FIG. 9. Example of a x* contour map of the two-parameter least squares fit of
wavelength resolved thermal emission from calibration lamp (at 2500 K). A 1 o1
contour is shown in black about the minimum, with the associated error based
on Eq. (4) shown as a black error bar; the error determined from the python cur-
ve_fit fitting routine is also shown for comparison in red. The inset shows qua-
dratic fit of 22 taken along the minimum path across the contour map, used to
establish o7.
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from the fitting routine are shown as temperature error bars for
comparison (black and red bar, respectively). We observe that the
uncertainty that we obtain using this method regularly exceeds the
other estimate.

The uncertainty in a single temperature measurement, from a
single bin, is expected to be dependent on both the experimental
settings, i.e., streak window or MCP gain, and fitting parameters,
i.e., time resolution tz. To investigate how the fitted temperature
and its associated uncertainty is affected by changing parameters, a
series of calibration spectrograms were taken, with the lamp tem-
perature set to 2500 or 2900 K, the MCP gain varied from 30 to 60,
and using streak windows between 1 and 200 us. SOP spectrograms
of the calibration lamp were collected in gated enclosing trigger
mode with either 1, 10, or 100 integrated sweeps. Because each
image will measure the same, known temperature at all times, we
can examine how measurement accuracy and precision depend on
time resolution (bin width), sweep window, gain, and integrated
sweeps and, finally, compare uncertainty obtained from individual
spectrum fits as discussed above to the statistical error in fitted
temperature across the image (i.e., standard deviation of fitted tem-
peratures at many times), which represents the true measurement
error (Fig. 10).

Figure 10(a) shows how the fitted lamp temperature at 2900 K,
collected from single sweeps with 60 MCP gain and a 5us streak
window, varies across the time axis with changing time resolution.
The scatter in fitted temperature increases as the binning time is
reduced from 483 to 96 ns. Figures 10(b) and 10(c) show how the
average temperature across the spectrogram and its statistical error
(standard deviation, given by the error bars), varies as a function of
binning time from multiple calibration runs at both 2500 K, with
MCP gain at 60, and 2900 K, with MCP gain at 50. The range of
PSF values (PSF,ange, Sec. 1T E) is shown for comparison. At both
lamp temperatures, we see that by increasing the time bin size we
decrease the statistical error in the temperature measurement.
Figure 10(d) demonstrates how varying the MCP gain affects
average temperature, for time resolution fixed at 198 ns in a 5us
streak window. Generally, changing the gain has very little effect on
the average fitted temperature and the associated statistical error as
they remain consistent at all gain values. However, increasing the
number of integrated images substantially reduces the statistical
error. Therefore, in the single shot mode, which is used in the
majority of experimental runs, we can increase the MCP gain in
order to improve emission detection without largely affecting the
validity of the temperature measurement, which implies that addi-
tional noise associated with higher gain modes has no effect on
measurements.

In all cases above, the streak window has been fixed at 5 us as
it is the most common streak window used in the experiments dis-
cussed here. However, observing emission over a longer time
window (i.e., up to 200us) is often needed to for longer events,
such as irradiation by long XFEL pulse trains. With the lamp tem-
perature fixed at 2900 K, MCP gain at 50, and a fixed time bin of
20 pixels, we are able to determine the effects that increasing streak
window from 1us to 200 us has on both fitted lamp temperature
and its statistical error [Fig. 10(e)]. The reduction in error as the
streak window is increased mirrors the effect of increasing the time
resolution [Figs. 10(b) and 10(c)], as by fixing the time bin and
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increasing the streak window, we are essentially increasing the time
resolution. Therefore, at longer streak windows it is possible to bin
images by a smaller number of pixels and still maintain sufficient
emission per bin in order to measure sample temperature precisely.

It is expected that the statistical error in fitted temperature
across the image should be equal to the uncertainty of single fits at
a given time. By comparing the individual single fit error either
from the least squares python fitting routine or the y?> map to the
statistical error in each image, we evaluate the two practical esti-
mates for temperature uncertainty. Figures 10(f) and 10(g) show
results when the lamp is set to 2500 and 2900 K, respectively. The
line at which the single fit error is exactly equal to the statistical
error (1:1) is shown for reference. Generally, we see that the least
squares fitting underestimates the error by a factor of ~0.5 while
the * map error can overestimate the error by up to five times the
statistical error. We, therefore, take the least squares fitting error as
the standard estimate for the uncertainty of a single temperature
measurement in our analysis; where only a single error bar is
shown in a plot, it refers to this estimate.

Regardless of collection parameters, we see that the average of
fitted temperatures in a given image are consistent with the known
lamp temperature [Figs. 10(b)-10(e)], i.e., the mean temperatures
match the known temperature within the statistical error better
than 68% of the time, consistent with these error bars having
1-sigma precision. Single fits’ least squares errors show generally
greater deviations from the known temperature [Fig. 10(a)], consis-
tent with our assessment that these are close to 0.5-sigma equiva-
lent precision, in which case, the single fits are in agreement with
the known temperature within 1-sigma error ~ 68% of the time.
Thus the measurements exhibit good accuracy for this controlled
example.

lll. EXPERIMENTAL PROCEDURE

Irradiation of samples was performed during SOP observation
using a nanosecond NIR optical laser pulse at 1070 nm (LH) and a
femtosecond XFEL pulse train, with one, two, or multiple pulses, at
17.8 keV (XH) (see Sec. IT A). Samples were free-standing or con-
fined at high pressure in a DAC (Table III). The streak window
was set to cover both sample heating and cooling. Figures 11(a)
and 11(b) illustrate the differences between the two different pump
scenarios. For LH, a rise in temperature as the sample is irradiated
is expected, after which the sample should start to cool. Peak tem-
peratures are expected to be observed after the peak in laser power.
For XH, each XFEL pulse incident on the sample will cause its tem-
perature to rapidly increase upon exposure, after which the sample
will cool. Subsequent XFEL pulses may lead to further increase in
temperature if arriving before cooling is complete. An XFEL pulse
train with high repetition rate results in a stepwise, saw-tooth like
temperature change with time.”””* When LH and XH are com-
bined, the process is considerably more complex, as discussed
below. In addition to time variation in temperature, spatial varia-
tion (and its time dependence) can be important. Integration of a
single sweep of a single heating and cooling event (sequential
mode), or integration of many sweeps over repeating, ideally identi-
cal events (enclosing trigger mode), is employed in different experi-
ments, with the latter improving the signal to noise ratio.””
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FIG. 10. Temperature uncertainty for changing experimental and fitting parameters for SOP data on standard lamps. Error is determined from fitting single binned spectra
(least squares or x? map) and from averages of the fitted temperature over all bins in an image (statistical error, given by standard deviation). (a) Temperature data on
lamp set at 2900 K, over a 5us streak window using a MCP gain of 60 with a time resolution of 96, 198, and 482 ns and single sweep data collection. The error bar
shows the least squares error on each temperature measurement. The number of integrated sweeps are varied in further analysis (b)-(g) as 1, 10, or 100 sweeps (red,
green, and blue, respectively). (b) and (c) Average temperature and statistical error for images of lamp at 2500 (b) and 2900 K (c), as a function of time resolution used
(bottom axis) and number of sweeps integrated (N). Dashed horizontal line indicates the set lamp temperature, and the shaded region between 45 and 305 ns shows the
region over which the time resolution equals that typical PSF values. Streak window is constant at 5 s and MCP gain at 60 (b) or 50 (c). (d) Average temperature and stat-
istical error as a function of MCP gain (bottom axis) and integrated sweeps (N) at 2500 K. Time resolution is fixed at 198 ns with a streak window of 5 us. At a MCP gain
of 30 we were unable to measure lamp temperature under single shot conditions (N = 1) because of a weak signal (Sec. || G). (e) Average temperature and statistical
error as a function of streak window length (bottom axis) and integrated sweeps (N) at 2900 K, with a fixed 20 pixel time resolution and using the full width of the spectro-
gram in the time axis (1016 pixels). The MCP gain is 50. (f) and (g) Comparison of statistical error (bottom axis) to single fit errors, based either on least squares fitting
(closed circles) or ? map analysis (open squares), as time resolution, MCP gain and streak window are varied, at lamp temperatures of 2500 K (f) and 2900K (g).
Vertical lines of points indicate the individual fit error distributions for the bins used to construct a given statistical error. Dashed line indicates ideal trend.
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The SOP system was first tested with the NIR pulsed laser
heating system, at the Deutsches Elektronen-Synchrotron,
Germany (experiment 1) before being moved to the HED instru-
ment hutch at the European XFEL. Results are reported for a free
standing sample of 5um thick Pt foil employing LH at a repetition
rate of 1 kHz (see Sec. V A) with the laser waveform WF_0 (Fig. 3).
The streak camera was configured to operate using the enclosing
trigger mode over a integration time of 1 s (collecting 1000 heating
cycles) with the streak window set to 1us. Sample temperature
analysis is limited to 525-800 nm (Fig. 5).

Once installed at the HED instrument, we performed
MHz repetition rate (1.13-2.26 MHz)** pulsed x-ray heating
(experiment 2)*****>°%* on samples free-standing in vacuum or
statically confined in a DAC (Table III). Beam energy was set to
17.8 keV, with a Gaussian profile with a 10-20 um FWHM and a
pulse length of 20 fs. The number of pulses per train varied from 1
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FIG. 11. Schematic of pump-probe timings used in XFEL heating (a) and laser
heating (b) experiments. Blue lines indicate the timing and pulse shape of pump
pulses, with black lines showing the expected variation of sample temperature.
LH pulses (b) are ~300 ns in duration (Fig. 3) with the XH pulses (a) having a
pulse length of ~20fs and a pulse separation of 443 ns at 2.26 MHz.
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to 20 with a pulse separation of 443 or 886ns. The maximum
energy on target per pulse was ~240uJ with a peak fluence of
~100Jcm™2. Unless otherwise stated, the wavelength range for
fitting in this experiment was restricted to 575-775nm and a 2 x 2
binned spectrogram image size, i.e. 672 x 508 pixels, was used.
Due to the limited intensity of emission that we observed at the
beginning of the experiment, the slits and pinhole in the optical
path were removed mid-experiment, increasing signal.

Further LH experiments were performed at the HED instru-
ment, during a series of laser-heating commissioning runs in com-
bination with XFEL radiation (experiment 3).°” The goal was to
understand how to heat samples optically and probe noninvasively
with x-rays. These experiments focused on assessing any combined
effects of heating with the NIR laser and XFEL, when both lasers
are incident on the sample during collection of optical emission.
The x-ray pulse train comprised of 10-30 pulses spaced by 443 ns,
an x-ray energy of 17.8 keV, an average energy per pulse on target
of 126 1] at 100% transmission, a focal spot size of 4.5 x 5um?,
and a pulse length of 20fs. Due to improvements in the beam
alignment the NIR laser spot, the XFEL spot and the full spatial
filtering system (which was in place during this experiment) were
all well aligned. The full spectrogram image size was used, i.e.,
1344 x 1016 pixels, and streak windows were set to 5 us. The optical
laser was focused on the upstream surface of the sample, aligned to
the same location as the XFEL, and sometimes also on the opposing
downstream surface of the sample (double-sided heating).

IV. SAMPLE ENVIRONMENT

For experiment 1, the target (DESY1) comprised a 5um thick
piece of Pt foil suspended in air.

For experiment 2, we report on data from a free standing foil
target and samples enclosed and pressurized by a symmetric piston-
cylinder type DACs (Fig. 12). For SS2, a 7.0(3) um thick Ta foil,
from GoodFellow, was mounted on a 100(20) um thick Kapton tape
substrate and suspended in vaccuum. DAC HIBEF3 was prepared
with 200 um culet type Ila diamonds, and a 2um piece of Au foil
was loaded inside the chamber with H,O and compressed to
30.3 GPa. DAC D1 was prepared with 300 um culet type Ia dia-
monds and loaded with a 3um thick insulating layer of pressed
MgO powder and 5um Ta foil before gas loading with Ne and com-
pressing to 12.0 GPa. DAC HIBEF30 was prepared with 300 um
culet diamonds, with type Ila downstream and type Ia upstream,
then loaded with three 20um thick disks of polycrystalline San
Carlos Olivine and a 5um Pt foil then filled with Ne gas and com-
pressed to 35 GPa. Some samples also contained a ruby (Al,O5:Cr)
grain for use as a pressure marker.”” Additional DAC samples where
only the pressure medium was targeted are listed in Table I1I.

For experiment 3, two symmetric piston cylinder DACs were
used. XFEL1 was prepared with 300 um culet type Ia diamonds and
XFEL2 was prepared with 200 um culet type Ia diamonds. A 4um
thick piece of Pt foil was placed with an insulating layer of KCI on
either side in both cells and compressed to 31 (XFEL1) and 30 GPa
(XFEL2).

Sample position was moved, where possible, between runs so
that each heating cycle was performed on a fresh unheated sample
location.
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V. RESULTS
A. Pulsed laser heating of free-standing foil

Figure 13 shows the collected spectrogram and the resulting
temperature measurement from experiment 1 (Pt foil in air), based
on accumulation of 1000 heating cycles. A peak temperature of
3701 + 71 K was observed, closely corresponding to the peak in
laser power whereas emission intensity peaks later in time. Good
agreement of emission spectra with the expected Planck distribu-
tion is observed over the full spectral range. We expect that the
sample cools to ambient conditions between kHz cycles and that
each cycle reaches similar temperatures; the close agreement of the
spectra with a Planck distribution supports this. The differences
between the different fit error estimations are shown in Fig. 13(b).

B. XFEL heating of free-standing foil

Target SS2 (Ta foil in vacuum) underwent irradiation by a
single XFEL pulse at 50% x-ray transmission, which corresponded
to a pulse energy of ~44 uJ on target. Using two different time res-
olutions, 135 and 193 ns, we determine peak temperatures of
~6500 K (Fig. 14). Emission was observed for ~1 us after exposure
[Fig. 14(a)]. A large uncertainty (o7 > 10%) correlates with a weak
and noisy emission in this case.”” That is, despite reaching higher
temperature than both the calibration lamp and laser-heated foil in
preceding example, the signal is lower due to only single-shot col-
lection, smaller emitting area, as well as use of spatial filtering.
Validity of the temperature estimation is confirmed by the damage
imprinting observed during post-experiment analysis [Fig. 14(d)].
The observed hole and drip features formed suggest that there was
sufficient heating to melt a large area of the target consistent with
high peak temperatures measured well in excess of the melting
point. The short emission timescale can be explained by rapid
target quenching (Sec. VI).

C. XFEL heating of a sample in a diamond anwvil cell

HIBEF3 (Au foil in H,O pressure medium) underwent irradi-
ation by a single train of five XFEL pulses at 100% x-ray transmis-
sion and 2.26 MHz repetition rate (experiment 2) with an average
pulse energy on target of 152 + 81uJ. Two different time resolu-
tions, 96 and 135 ns, were used to evaluate the temperature from
the SOP (Fig. 15). This cell was loaded with type Ila diamond
anvils, and no additional background from fluorescence is observed
(see Sec. 1I D). In Fig. 15(a), it can clearly be seen that as each
XFEL pulse interacts with the target there is an increase in emission
intensity on the SOP spectrogram, followed by a drop in intensity
between pulses, as expected when the Au foil cools. We observe a
peak temperature of ~5500 K and minimum measurable tempera-
tures of around ~2500 K. Figure 15(c) highlights how the wave-
length dependence of emission intensity changes with both time
and temperature.

The temperatures achieved indicate that the Au sample was
partly melted during the experiment, as temperatures exceed the
known melting point of Au at 30 GPa (Tye ~2300K).” We can
see from the temperature profile that subsequent pulses do not
stepwise heat the sample as expected,”’ with peak temperatures
averaging about 4500 K at the time of pulses 2-5. This could be
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due to the specific energies of each pulse in the train, disruption of
the Au upon melting,”” or increase in the opacity of H,O under
high pressure and temperature’”’* leading to limitations on appar-
ent temperature.'' It is also notable that peak emission intensity
increases with time, despite no clear increase in peak temperature,
which can be attributed to increased emitting area (i.e., due to
lateral heat conduction) or emissivity (i.e., due to optical changes
in pressure medium). Similar effects are detected in other targets.
Compared to the freestanding foil, there is a more gradual decay of
the emission intensity after heating, likely a result of better confine-
ment and insulation of the sample during quenching.

D. Characterizing x-ray fluorescence

The preceding examples lacked discernible fluorescence, and
emission was interpreted as purely thermal radiation. We now
discuss targets having significant x-ray fluorescence background
(Sec. II D). For example, Figs. 16(a) and 16(b) compare SOP
records for irradiation by two XFEL pulses, with an average energy
on target per pulse of ~135 uJ, where a difference in the observed
optical emission between the similar samples and different
diamond types (Type Ia in VP002 and Type Ila in HIBEF3) can be
seen. In both cases, we are observing emission from a Au sample in
H,O pressure medium, at 37.0 and 30.3 GPa, respectively.

While the SOP spectrogram from the sample in DAC VP002
shows emission across all wavelengths below 850 nm, there is very
little or no emission detected for sample of HIBEF3. As the only
difference between VP002 and HIBEF3 is the diamond type, we
conclude that Fig. 16(a) shows the fluorescence signal from the dia-
monds in VP002. In terms of the spectral response, we see that in
the regions where 4 < 575 nm and A ~ 800 nm, there are peaks in
the emission intensity, which characterize fluorescence emission
from a variety of targets (Fig. 8). The optical emission from the
sample in VP002 demonstrates a symmetrical shape with respect to
time, which as discussed represents the PSF of the SOP.

The weak emission from the sample in HIBEF3 at low XFEL
pulse energy [Fig. 16(b)] shows only emission from the second
pulse and with a very different temporal and spectral shape than
that observed from VP002 — suggestive of thermal emission from
cumulative heating. That emission here is purely thermal in nature
is further clarified by increasing the XFEL energy on this sample
[Fig. 16(c)], i.e., to 245 + 53 uJ/pulse. The emission is asymmetric
with respect to the time axis, with a tail in emission intensity after
each XFEL pulse incident on the target, likewise the emission peaks
at around ~700 nm in the wavelength axis, similar to the spectral
shape of the calibration lamp (Fig. 8). Finally, a cumulative increase
in emission intensity showing stronger emission from the second
pulse is clearly resolved, following expectations of stepwise heating.
The peak temperature, after the sample in HIBEF3 has interacted
with the two XFEL pulses, is measured to be 5282 + 650 K.

While fluorescence is often of some use, such as for align-
ment’ and determining experimental timings (Sec. II E), it can
potentially interfere with pyrometric temperature measurements.
This is because the measured spectrogram can become a combina-
tion of thermal and fluorescence emission at higher powers. Here,
we explore how, when there is a large fluorescence signal, e.g.,
when using type Ia diamond anvils, the fluorescence component
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FIG. 12. Schematics and photo-micrographs of free-standing and DAC samples used during experiment 2. (a) Schematic and photo-micrograph of free-standing Ta
sample (SS2). (b) Schematic and photo-micrographs of DAC sample configuration used during experiment 2. Photo-micrographs of samples in DACs (HIBEF3, VP002,
D1, and HIBEF30) are shown, with the gasket hole highlighted by dashed circle. Sample thickness (tsampie), Sample chamber thickness (tingent), Sample chamber diameter,
and diamond culet diameter are shown. Both schematics are not to scale. All photo-micrographs are viewed from the upstream side, with respect to the XFEL beam, and

are illuminated by transmitted and reflected light.

can be removed before temperature measurement. We, thus,
examine whether and how the fluorescence signal would distort the
spectral shape and temperature being measured.

To remove the fluorescence signal, we have developed a
method to create a synthetic SOP image that simulates the fluores-
cence emission for a particular sample configuration. By measuring
the optical emission from the same target at low XFEL beam trans-
mission, with the same optical configuration and sample contain-
ment, and varying numbers of XFEL pulses, we can survey the
fluorescence emission shape in both wavelength and time before
the onset of any thermal emission. The streak window used in each
run is kept constant throughout and all runs are recorded in
sequential (single sweep) mode in order to correlate observed fluo-
rescence with the power of each individual XFEL pulse.

The time evolution of fluorescence emission under pulsed XFEL
heating is determined by multi-parameter least squares fitting’"~"* of
a superposition of Lorentzian distributions (one Lorentz distribution
is used for every pulse in the XFEL pulse train) to the wavelength-
averaged spectrogram emission intensity in the UV region
[451< A <545 nm; Figs. 17(c) and 17(d)]. No pincushion effect was
accounted for prior to fitting. Peak separation in each fit is fixed and
corresponds to the time between XFEL pulses in a train (here 443 ns).
At low XFEL transmission there is minimal or no thermal emission

so we observe a good fit between the Lorentzian curves and emission
intensity with time [Fig. 17(c)]. Whereas at higher XFEL beam inten-
sity and number of pulses there is only good agreement between the
Lorentzian distribution and emission intensity at the start of the
record (time < 0.75 us) where only a few pulses have irradiated the
sample, typical of a signal dominated by fluorescence [Fig. 17(d)].
That is, optical emission from later pulses (time > 0.75us) do not
exhibit a good fit to the expected Lorentz shape and are seen to reach
peak intensity later than expected from the pulse separation and have
a longer decay time, indicating thermal emission contribution. This
gives us a qualitative measure to distinguish between different emis-
sion types. After the Lorentz fits from multiple runs have been manu-
ally filtered, to only include fluorescence pulses, we can determine the
average FWHM, or PSF, and amplitude of fluorescence emission in
the time axis. The relationship between emission intensity and XFEL
pulse energy, as measured by the beamstop photodiode “PD_3”
[Figs. 1(b) and 17(e)],">**°"**>"* is determined to be a power-law fit
[Intensity = 0.072 - PD_3%83 for D1, Fig. 17(f)]. We can, therefore,
determine the expected fluorescent emission intensity from the pho-
todiode signal for any run using this sample. Spectral shape is deter-
mined through a least squares fitting of time-averaged emission
intensity from the accumulated spectral shape from multiple
fluorescence-only runs to five superimposed Lorentzian distributions
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FIG. 13. Optical emission collected from laser-heated platinum foil (5 um thick, DESY1) using a 1 us streak window and the enclosing trigger mode. Time resolution is set
to 39 ns. (a) SOP spectrogram with wavelength axis restricted to 525-800 nm. Relative intensity profile with respect to the time axis (averaged over this wavelength range)
is shown in black. (b) Final temperature history with both temperature error estimations shown. Error from least squares fitting is shown as the red error bar, and green is
the error associated with the contour on the > map. Emission intensity is the black curve, and laser pulse intensity is the filled gray profile (timing estimated from the

onset of emission). (c) Binned optical emission at time

0.065us and Planck fit to data determined through the least squares fitting (red dashed line) at

Tst = 3385 + 28 K. (d) Binned optical emission at time = 0.42us and Planck fit to data determined through the least squares fitting (red dashed line) at
Tit = 2032 + 39K. (c) and (d) show the original uncorrected emission data (gray triangles), the corrected emission after taking into account the transfer function of the
system (dark gray circles) and the moving average of emission (solid black line). The average standard deviation in emission intensity during smoothing is shown as a

single black error bar.

[Figs. 8 and 17(b)]. We expect the results of the above fitting routines
to depend highly on sample configuration, window thickness, materi-
als present in the beam, etc., and so should be analyzed independently
for each sample.

A synthetic fluorescence-only SOP image is then created using
the average FWHM emission duration, amplitude of emission with
respect to photodiode intensity and spectral shape of emission
[Fig. 17(g)]. Subtraction of the synthetic fluorescence emission
from the raw SOP image yields a modified SOP image which is
used for temperature determination [Fig. 17(h)].

E. XFEL heating of a diamond anvil cell after
fluorescence removal

An example of a target with considerable fluorescence emis-
sion is DAC D1 (5um Ta foil in MgO/Ne medium at 12 GPa in a
DAC with Type Ia diamonds). After removal of fluorescence emis-
sion (Fig. 17, see Sec. V D), sample temperature is determined
for four pulse XFEL irradiation at 100% x-ray transmission
(216 + 26 uJ/pulse) (Fig. 18).

Here, we can see that emission from the first pulse is entirely
due to fluorescence; prior to fluorescence removal, peak temperatures
of 4000-6000 K were suggested, however, after correction the tem-
perature is too low to detect (<2500K). The second pulse shows
comparable levels of fluorescence and thermal emission; however,
the apparent peak temperature rises from ~4000 to ~5000 K upon
fluorescence correction. Hence, the effect of fluorescence on apparent
temperature is not straightforward. Subsequent pulses (3 and 4)
show much higher thermal emission than fluorescence, with the cor-
rection having a negligible effect. Finally, there is a long tail of
thermal emission after the pulses which is not affected by fluores-
cence background and is unaffected by correction. As in the prior
example of a DAC under XFEL irradiation (Sec. V C), peak tempera-
tures reached after each pulse remain relatively constant later in the
pulse train, while emission intensity rises.

F. XFEL heating with longer pulse trains and SOP
windows

With large numbers of pulses available at high repetition rates
at modern XFEL sources (e.g., 2700 pulses at 4.5 MHz at European
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FIG. 14. Optical emission from single-pulse XFEL irradiation of tantalum foil (7 zm) in vacuum (SS2) with streak window set to 5us. Wavelength range for fitting is
restricted to 575-775 nm. (a) SOP spectrogram with integrated intensity for reference (black). (b) Temperature history using two different time resolutions, 135 (green) and
193 ns (blue), with relative intensity of emission for reference. Both error estimations for every temperature are shown (red is the least squares error, and green/blue shows
the error determined from the contour 2 goodness-of-fit map). The time at which the XFEL pulse is incident on the sample is shown as a single vertical dashed line
(based on fluorescence timing observed in other targets). (c) Gray-body spectral fits to optical emission data (black lines). Red and blue dashed lines are the Planck fits at
Tg = 5990 + 530K and Ty, = 2710 + 240 K, respectively. (d) Post-beamtime SEM image of damaged target area.

XFEL), there is much potential in using SOP in dynamic experi-
ments on longer timescales. However, as the streak window length
is increased, the spacing, in pixels, between successive XFEL pulses
is reduced. This leads to poor definition between the optical emis-
sion of neighboring peaks and the expected saw-tooth like shape of
emission intensity with time is smoothed out. In addition, it may
be more difficult to discriminate and model fluorescence back-
ground. This means at longer streak windows, we cannot easily
identify emission from individual XFEL pulses in the pulse train.
An example of this scenario is given here for an oxide mineral
sample (olivine) with low absorbance and slow thermal transport
dynamics at 35 GPa in a DAC (HIBEF 30), undergoing cumulative
heating over 20 XFEL pulses at 2.26 MHz with a streak window of
20us (Fig. 19). Fluorescence emission is evident from additional
datasets collected at lower power, which shows characteristic strong

emission in the blue.
To determine the expected fluorescence emission in this case,
we surveyed the optical emission from a short streak window, e.g.,

5 us, at varying XFEL pulse energies and converted it to the longer
streak window during modeling, e.g., 20 us. The spectral shape and
time dependence of the expected fluorescence spectrum is deter-
mined the same way as described above. To adapt from a 5us
window to a 20 us window, we assume the spectral and temporal
shape [Fig. 19(b)], PSF (Sec. II E), and amplitude of emission
intensity dependence on photodiode values is independent of the
streak window but the spacing, in pixels, between XFEL pulses is
reduced. The resultant fluorescence emission in the time domain
[Figs. 19(a) and 19(d)] shows a continuous distribution throughout
irradiation.

After removal of the fluorescence emission, the thermal-only
signal is observed [Fig. 19(e)] and can be used to measure sample
temperature [Fig. 19(f)]. By comparing the SOP spectrogram
measured before [Fig. 19(a)] and after [Fig. 19(e)], the fluorescence
emission is removed we can clearly see that the emission on the
thermal-only image is only significantly changed during the first
5 us. This suggests that the emission in the first 5us is dominated
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reference (black). (b) Temperature history of Au foil measured with two
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train is incident are shown as dashed vertical lines. (c) Gray-body spec-
tral fits to optical emission data (black lines). Red and blue dashed lines
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ARTICLE scitation.org/journalljap

S Cell : VP002
d DT : Type la 64
600 8 Energy per pulse § 5
£ 4 1348 J >
=3 R 4=
5 2
32
= 800 £
22
g
2
-1 0 1 2 3 0
Time (us)
7
Cell : HIBEF3 _
8 DT : Type lla 61
=600 B Energy per pulse 5 5
£ | 135+ 23 ud £
= 800 ,E
g
.2
-1 0 1 2 3 0
Time (us)
— 7
Cell : HIBEF3
DT : Type lla 69
—~600 5
E 55
s 8
ig: 00 45
)
; o}
800 ,E
g
2
-1 0 T 2 3 0
Time (us)

FIG. 16. Optical emissions observed from two-pulse XFEL irradiation of gold
foil (2um) in a DAC with a H,O pressure medium from VP002 and HIBEFS3.
The upstream diamond type (DT) varies. During collection of emission the
spacial filtering was removed, and the streak window was 5 us. (a) SOP spec-
trogram of optical emission when cell is assembled with Type la diamonds
(VP002, upstream diamond thickness = 2.201 mm) at 37.0 GPa. Average
energy per pulse is 134 + 8 uJ. (b) SOP spectrogram of optical emission when
cell is assembled with a Type lla diamond (HIBEF3, upstream diamond thick-
ness = 2.275mm) at 30.3 GPa. Average energy per pulse is 135 + 23 uJ. (c)
SOP spectrogram of optical emission from HIBEF3 irradiated with two XFEL
pulses with an average energy per pulse is 245 + 53 uJ.

ye:LLipL €202 Joquialdas 61

J. Appl. Phys. 134, 055901 (2023); doi: 10.1063/5.0142196
© Author(s) 2023

134, 055901-20


https://aip.scitation.org/journal/jap

Journal of

ARTICLE scitation.org/journalljap

Applied Physics

8 4000
- zz
E 65 53000
< ] £
g § s
[=4 ~ >
k3 4> 22000
e 7z
] c g
= L =
2 £ 1000
vt : - o 0
1 2 500 600 700 800 900
Time (us) Wavelength [nm]
100 ! 1 I 1 I
c Pod d P 8
[ 400 1,2,3,4 ‘
- 80 P - oo 9
= = I
E H z T 4
E ] 1 I 1 e
£ 60 Run 837 1 53001 N T
3 Pulse 1 s i I 19
2 2 o8
7] D 1 1
§ 57 Lo
S £ °
8 g
@
£ 20 £ 100
0
i 1 of
-1 0 1 2 3 4
Time (us) Time (us)
D
6000 € —— Run 837, 50% 1204 f ]
—— Run 845, 100%
—_ . ° -
£ 5000 B 1001 o
e Run 837 5 Run 837 e
& 4000} Pulse 1 £ g Pulse 1 A .
> ) e )
Z = - o N
£ 3000 \ z o "o . >
£ 2 60+ LR 5l . 4
-
2 2 o o B
£ 2000 @ il %
7 o 40 -7
g 2 o g
.
T 1000 = e =
20 .‘/ §
0 pAAa A y_ [
04~ =
0 2 4 6 8 0 1000 2000 3000 4000 5000 6000 4
Time (us) Photo-diode Intensity (arb. units) ;
S

6
8
5 —_
—_ — |2}
£ E £
45 &£ 65
é £ s
S &
> 2 4z
2 & c
28 = 2
£ .-
1
0 0
Time (us) Time (us)

FIG. 17. Thermal and fluorescence optical emission from XFEL irradiation of DAC target D1 (Ta foil at 12 GPa). Streak window is set to 5 us throughout. (a) Original SOP
spectrogram image of four-pulse irradiation on Ta, at 100% transmission of the XFEL beam with relative intensity for reference (black). (b) Lorentz least squares fitting to
the time-averaged optical fluorescence emission, gray markers (overall fit shown as black dashed, individual Lorentz fits are shown in solid color lines). (c) Lorentz least
squares fitting to the wavelength-averaged optical emission from two pulse irradiation at 50% XFEL beam transmission (run 837), gray markers (overall fit shown as black
dashed, individual Lorentz fits are shown in solid color lines). The timing of the XFEL pulses are shown as dashed vertical lines. (d) Lorentz least squares fitting to the
wavelength-averaged optical emission from a four pulse irradiation at 100% XFEL beam transmission (run 845), gray markers (overall fit shown as black dashed, individual
Lorentz fits are shown in solid color lines). The timing of the XFEL pulses are shown as dashed vertical lines. (e) Photodiode signal showing beam intensity from the runs
shown in (c) and (d). (f) Photodiode intensity, from multiple runs [two of which are shown in (e)], against fitted Lorentz distribution amplitude of fluorescence emission (c),
black markers, and fitted power-law distribution, red dashed line. Envelope indicates a 20% error on power-law fit. The point labeled “Run 837 Pulse 1” is determined from
magnitude of the first pulse in (c) and (e). (g) Synthetic SOP image constructed based on time profile (c), spectral shape (b), and beam intensity (f). Relative emission
intensity is shown in black. (h) Corrected SOP image showing only thermal emission from Ta foil with relative emission intensity shown in black.
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by fluorescence and that at later times thermal emission is domi-
nant. Thus, only temperature measurement obtained early in the

record differs significantly before and after fluorescence emission is 8
removed while there is minimal change in temperature at later R
times — and none at all after the XFEL pulse train is completed € 6 %
[Fig. 19(f)]. A stepwise heating dynamic is clearly observed in both \E‘ 650 ;
the temperature and emission records after correction. D675 s
As the magnitude of the fluorescence correction to tempera- 2 42
ture was particularly noticeable here, we also examined how uncer- & g
tainty in the fluorescence correction might impact the results. To = kS
do this, we assumed a uniform increase or decrease of fluorescence 2
intensity across all pulses in the pulse train. An increase or decrease
within the uncertainty of the fit to image intensity vs photodiode o

intensity [e.g., Fig. 17(f)] produced negligible changes in the
assessed temperature. Only when intensity errors exceed ~20% do
systematic errors become comparable to the standard error on the
temperature. Fluorescence modeling error is less than this critical 70007
level for the experiments examined here.
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Figure 22 shows an example of LH combined with x-ray irra-
diation of Pt foil in a DAC with KCl pressure medium at 30 GPa FIG. 18. Pyrometric temperature estimation of a four bunch irradiation of 5um
(XFEL2). The sample was irradiated by a single NIR laser pulse and Tantalum foil at 12 GPa (D1), run 845, after fluorescence removal (Fig. 17). (a)

SOP spectrogram after fluorescence removal showing region of interest used to
determine sample temperature (575-775nm). Relative intensity of emission
shown in black. (b) Temperature history before (blue) and after (red) fluorescence
removal. The relative emission intensity (post-fluorescence removal) is shown in

30 XFEL pulses at 12% x-ray transmission. The relative timing of
the laser and XFEL is estimated from photodiode traces where both
x-ray and optical laser were detected [e.g., Fig. 22(b)], as well as

from peak positions in SOP data. Here, the first XFEL pulse is black, with the fluorescence signal shown as a dashed line and original emission
delayed by —510 ns from the start of the optical laser pulse. Instead intensity shown in gray. The times at which the XFEL pulse train is incident on
of extending the streak window to encompass the whole event, i.e., our sample is shown as dashed vertical lines. (c) Least-squares fits of data (black
all 30 XFEL pulses, the streak window only recorded the first few lines) to Planck’s law at time = 1.29, 1.39, and 1.49 us. Time resolution is 96 ns
pulses. Good alignment of the NIR laser with the x-ray beam is in this case. Systematic deviation of data from the Planck fit at lower temperature

f d by dear in-situ d . 1 heating by simul (upward curvature) may be related to increasing emissivity variation in the visible
confirmed by clear in-situ detection of laser heating by simultane- range at low temperature™ compared to high temperatures.”*

ous x-ray diffraction.
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FIG. 19. Thermal and fluorescence optical emission from HIBEF30 (Olivine in Ne at 35 GPa) under irradiation by 20 XFEL pulses at 100% transmission with a 20 us
streak window. The average energy on target across the 20 XFEL pulses was 170 + 68 J. (a) Original SOP spectrogram of run 781 with the relative emission profile
shown in black. (b) Lorentz fit to fluorescence emission spectrum of HIBEF30. Dashed black line shows the best fit line, with five individual Lorentzian peaks shown in
color. (c) Synthetic SOP image constructed by combining spectral shape (b) and time dependence (d) of fluorescence emission; time-dependent fluorescence emission
profile is shown in black. (d) Model time dependent fluorescence emission for HIBEF30. The black solid line shows cumulative fluorescence emission, with individual
pulses shown in color. (€) Corrected SOP spectrogram from run 781 with fluorescence emission removed. (f) Measured sample temperature of Olivine under x-ray
heating. The measured sample temperature determined before (blue) and after (red) fluorescence emission is removed is shown. The times at which 20 XFEL pulses are
incident on the sample are shown as vertical dashed lines with the relative emission intensity before (gray) and after (black) fluorescence removal.

With the x-ray transmission set at a level where no optical emis-
sion is observed from the x-rays alone, it is desired that only the laser
pulse will heat the sample while the XFEL pulses will only probe the
induced states. From the intensity profile, we observe a steady
decrease in emission with time suggesting only laser-heating is

occurring. From the temperature profile, however, we observe oscilla-
tions in the temperature after the laser pulse—not unlike the behavior
shown above for x-ray heated targets, and at higher x-ray power on
this target (see below). While subtle, the timing of these excursions,
and their rather large amplitude, is consistent with significant XH.
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FIG. 20. Pyrometric temperature measurement of pre-compressed Pt with KCI
pressure medium at 31 GPa (XFEL1) under pulsed LH. The recorded SOP
spectrogram shows the integrated optical radiation collected over 1s. (a) SOP
image with relative intensity of emission shown in black. (b) Temperature history
with relative emission intensity shown in black. The estimated time at which the
laser pulse is incident on the Pt sample is shown as the shaded region. (c)
Least-squares fits of emission spectra (black lines) at time = 0.1, 0.29, and
0.39 us using a time resolution of 96 ns.

At higher XFEL transmission, combined XH and LH clearly
occurs in the target. Figure 23 shows an example of laser heating with
x-ray pulse exposures at 50% x-ray transmission, on DAC XFEL2. The
XFEL pulse train consists of 10 pulses and the delay of the first XFEL
pulse from the start of the optical laser pulse was +60 ns.

Several noteworthy features are seen in the data. High temper-
atures are rapidly achieved by the transient optical pulse at the
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FIG. 21. Reproducibility of pyrometric temperature of pre-compressed Pt with
KCI pressure media at 31 GPa (XFEL1) from 16 heating runs using identical
NIR laser intensity. The average temperature is shown, with the standard devia-
tion in temperature measurements plotted as the error bar. Individual heating
runs are plotted as solid colored lines with the maximum and minimum mea-
sured temperature (dashed black lines).

beginning of the experiment, as well as high emission intensity.
This heat pulse decays with time after the laser shuts off. The con-
tribution from x-ray heating becomes clearly visible after about
1us. In comparison to lower power data on this sample, XH
roughly maintains the temperature, while emission intensity drops
off considerably. The large difference in emission amplitude in the
LH stage compared to the XH stage, at a similar temperature, is
likely due to the difference in hotspot size. That is, if the LH spot
diameter is larger by a factor of ~3 (Sec. I A), the emission inten-
sity should be greater by a factor of 9, which is similar to what we
observed. Thus, in this experiment the transition between emission
from the larger optical laser heating spot and emission from a
smaller hotspot associated with the x-ray beam is observed. Also,
rather than sustain the high initial temperature achieved by the
optical laser, x-ray heating seems to achieve lower temperatures.
This could be due to the conditions adopting a limiting x-ray train
heating temperature for this sample,”’ which is lower than that
achievable by the optical laser—i.e. where x-ray pulse heating and
inter-pulse cooling reach a balance at long timescales.

Finally, there is no detectable fluorescent emission despite using
type Ia diamond in this experiment, with emission in both types of
heating (LH and XH) equally well described as thermal only. This
indicates that the spatial filtering system reduces the contribution of
fluorescent emission from diamonds in the SOP spectrum.

yE:L1:7L €202 Joquisides 61

J. Appl. Phys. 134, 055901 (2023); doi: 10.1063/5.0142196
© Author(s) 2023

134, 055901-24


https://aip.scitation.org/journal/jap

Journal of

Appl ied Physics ARTICLE scitation.org/journalljap

2 °z
5 5
g 8
48 A5
2 >
2 z
= c
22 2
0 0
> .
23 b > ]
o ® B3
£ gS
0 1 T T T T T T T = 0
14000 L 2] 31 41 51 61 7 81 ‘: ! ! ' ' ! '
1 1 1 1 1 1 1 1
N 1 1 1 1 1 1 1
v S N U N N T L rooop bt 12 s e e e
< E i | i i i -~ XFEL pulses i 10000 i | Erperiment:3 ! ! !
L — Intensit) —_— 1 1 1 1
= 10000 i i i i i i & s r:,s E 3 1 P ::y\ses i i i
2 sooo} | ! ! ! | B wigens £ 8000 | @ tioens ! !
3 L S R A £ | =g |
g 6000f | i i | i i | § 6000f B P
'1) : : ! I : : : GE) i 1 ; 1 : 1 1
4000} : | : . | | To4000p W o CTERE RS
2000 Dolasef| )1 el o wooh B3 N i1
[ ] 1 [ ] 1 1 1 1 | I 1 I I
I R U e VRN oAb\ aser e
1.0  -05 0.0 0.5 1.0 1.5 2.0 25 0 1 2
Time (us) Time (us)
0.6 ~ ta:48ns ~ 2
(] Time = 0.07 us o100 a0k X ima = - TtR ;Z;}onsz 510K 14
7 0.5F e __ 04 c Time =0.26 ps = T:3900 130K ‘f!(:.
£ £ g
204t 5 e
2 S 0.3 N
S 5 IS
>. 03 -~ - ~a @«
= 2 >
(7] 5 02 by
Fo2f S Time = 1.0 us 3
£ = - IS
04 Time =15 Us 0.1 _MWWW
007575 600 625 650 675 700 725 750 775 00 575600 625 650 675 700 725 750 775
Wavelength (nm) Wavelength (nm)
FIG. 22. Optical emission from LH of Pt foil in a DAC with a KCI pressure FIG. 23. Optical emission from optical laser and x-ray heated Pt foil (4 um
medium held at 30 GPa (XFEL2), which is simultaneously probed by an XFEL thick), in @ DAC with a KCI pressure medium held at 30 GPa (XFEL2), at higher
pulse train, consisting of 30 XFEL pulses. Streak window is set to 5us and a x-ray transmission than Fig. 22 (see that figure for additional details). (a) SOP
time resolution of 48 and 96 ns. (a) SOP spectrogram image in the region of spectrogram image. (b) Upper panel: Photodiode record. Lower panel:
interest used for fitting the Planck spectrum with relative intensity for reference Temperature history. (c) Least-squares temperature fits.

(black). (b) Upper panel : Photodiode signal showing the total signal (black) with
the XFEL beam intensity (red). Lower panel: temperature history at two different
time resolutions (48 and 96 ns), with relative intensity of emission for reference

(black solid Iine}. Il_as.erlpulse used is shown .in gray and the times at yvhich the representative cases. Examples of modeling for more traditional
XFEL pulse train is incident on our sample is shown as dashed vertical lines.

(c) Gray-body spectral fits to optical emission. Red and blue dashed lines are experu]nlelrit(i EZ"“h op‘tlcal lgser radiation o.nly) are discussed else-
the Planck distribution, and black solid line is the data. where. """ That is, while the observations presented here are

consistent with qualitative expectations for the heating and cooling
behavior of samples under XFEL, optical, or combined radiation
sources (Fig. 11), we further compare the observations quantita-

VI FINITE ELEMENT MODELING tively with the expected behavior,' ™' first as predictions, and in

Given that temperature measurements are deployed here in cases where the prediction fails, by optimizing parameters to
new experimental scenarios where they have been previously improve agreement between the model and the data. The objective
untested, we applied numerical finite element analysis (FEA) to is to provide greater insight into the heating behavior underlying
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the measurements, including the role of time-dependent tempera-
ture gradients, the correlation of emission intensity and tempera-
ture, and interactions between multiple radiation sources.

In our models, we assume the model geometry is fixed (see
Fig. 24) and employ an isobaric approximation for thermal analy-
sis, i.e., that the heating and cooling can be treated as if it occurred
at constant pressure.” This is suitable for making comparisons
with the presented datasets. Temperature changes in the sample
after initial heating are due to heat diffusion through the target;
radiative heat losses from the sample (by way of thermal emission)
have a negligible effect on the results (confirmed by running
models with and without radiative losses). Inclusion of latent heat
effects’*” had a minor effect on the models, but as this did not
significantly affect first-order comparisons with the data, it was left
out in the models reported here. Temperature dependencies of
parameters were included where available, whereas pressure
changes with temperature were expected to have only a minor
effect and were not included.

The models account for the incident energy per pulse as mea-
sured in the beamline, with a factor accounting for transmission to
the sample, which is nominally ~30% of the upstream pulse
energy monitor (SASE XGM)®' as determined in separate analysis
of damage imprinting on freestanding foils.””** In this way, the dis-
tribution of conditions achieved are predicted from the known
beam properties, geometry of samples, and sample properties at rel-
evant pressures and temperatures (Table IV).

Modeled temperatures are reported for the peak upstream
temperature for metallic samples and a range of axial temperatures
for transparent samples. For heated metal layers, the SOP data will
be generally dominated by the maximum temperature on the
observed (upstream) surface due to the strong scaling of emission
intensity with temperature in the studied temperature range. For
nonmetallic targets, emission from a wider range of locations may
contribute to observed values. We also report a bulk averaged tem-
perature within the primary sample layer, weighted by beam inten-
sity, to represent the apparent temperature as would be observed by
X rays probing the bulk through x-ray pulses. This is computed as

1 R (4 r?
= Féd L [_1 2nr T(r, z) exp (f E) dz dr, (5)

where o is the Gaussian width parameter of the beam,” d is the
thickness of the sample, and the sample radius is R, with the normal-
izing prefactor assuming R >> 0. Where the latter requirement is
not fulfilled the initial T falls below the initial (ambient) value i.e.,
To; a correction factor of Ty/Tx from the start of the simulation can
be globally applied to the Tx as a correction. This is only relevant to
very narrow samples: e.g., for the 25 um diameter Olivine disks com-
pressed in DAC HIBEF30, comparable in size to the x-ray beam, the
correction factor is 300/245 = 1.23, while it is computed as unity for
the other samples analyzed with the finite element technique.

Model results for four datasets are shown in Fig. 25 with sample
and model parameters given in Table IV. Model parameters are ini-
tially set based on the known geometry, pressure, and literature prop-
erties of samples under pressure and temperature; where the model
fails to predict the data, certain parameters are optimized to improve

Tx
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FIG. 24. Geometric configuration of finite element models with mesh, and tem-
perature distribution at peak achieved temperature in each experiment, Trax.

the fit as shown in the table. Comparison of the models with the data
and the meaning of this analysis is discussed in Sec. VII E.

VII. DISCUSSION
A. Low signal performance

The minimum detectable temperature of the SOP diagnostic
outlined in this study ranges from 1500 to 3000 K for microsecond-
duration events. Below this limit, gray-body Planck fits become
dominated by background (for well subtracted background this is
close to zero counts) resulting in a flat Planck fit determining
apparent temperatures in the 3000-4000 K range. Screening of the
data based on rigorous criteria is needed to identify and exclude
such data, as minimum detectable temperatures can be even lower
than the temperatures spuriously obtained when no signal is
present. That is, the apparent temperature alone is not a reliable
indicator of accuracy or a direct indicator of the detection limit. For
example, while low (< 3000 K) and high (> 4000 K) temperatures
can be judged as plausibly accurate on the basis of fitted tempera-
ture alone, these midrange temperatures can also be mimicked
through the background (i.e., absence of signal).

Additional insight is gained by considering the character of
the data as the detection limit is passed. Streak camera low inten-
sity performance depends on intensifier gain and other factors,
however, some broad trends are observed for this Hamamatsu
device. At low signal levels, signal is dominated by individual inten-
sifier events, leading to a spotty appearance of the streak image,
with spectral lineouts showing sharp peaks over a low (zero) back-
ground. Fits to the data at this condition are dominated by back-
ground. As signal level is raised, the number of individual
intensifier events becomes sufficient to populate more of the image
area and, depending on size of a time bin, the spectral lineout.
Once a statistically sufficient number of intensified events are
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FIG. 25. Finite element analysis of conditions achieved in selected experiments and comparison with SOP data. Measured temperatures are blue, with horizontal error bar
showing time resolution (Sec. V); red line shows emission intensity after any fluorescence is removed. FEA results are in black, with the solid line showing the peak (on
axis) temperature of the upstream (SOP facing) sample surface, and the dashed line the apparent sample temperature for x-ray probes, Tx. Sources are in gray; vertical
dashed lines are XFEL pulses, filled solid line is NIR laser pulse. (a) Conditions for freestanding Ta foil for single XFEL pulse irradiation (Sec. \/ B). (b) Conditions for Ta
foil in a DAC at 12 GPa under 4-pulse 2.26 MHz XFEL irradiation (Sec. \/ E). (c) Conditions for Olivine disk in a DAC at 35 GPa under 20-pulse 2.26 MHz irradiation
(Sec. V F). The dotted-dashed line and dotted-dotted-dashed lines show the temperature, on-axis, in the sample center and downstream surface, respectively, considering
that emission can emerge from the whole sample in this example. (d) Conditions for Pt foil at 30 GPa under combined heating with a single NIR pulse, and 10 XFEL
pulses at 2.26 MHz (Sec. \/ H). The dotted line shows the peak temperature on the observed upstream surface if x-ray heating is not included.

present in the binned spectrum, fits become dominated by the
signal and begin to accurately represent temperature (as confirmed
using our analysis on standard lamps, Fig. 10). A portion of the
image area may still be reading background levels even in this case,
but a sufficient number of events are accumulated in the time bin
to represent the intensity at a given wavelength. In other words,
near the detection limit the measurement operates in a quasi-
photon counting mode, where accumulating individual intensifier
events is necessary to give a statistical picture of emission spectra.
Noise emerging from this phenomenon additionally becomes a
good indicator of temperature fit quality. We note that low signal

performance varies considerably for streak cameras used in SOP
applications (see e.g., Ref. 75).

B. Temperature accuracy

The uncertainty of temperature estimation in pyrometry is
dependent on many factors, but here it is predominantly controlled
by the intensity and noise characteristics of the emission. Planck fits
to low emission intensity spectra result in fits that have a larger asso-
ciated uncertainty. Intensity of the optical emission is intrinsically
controlled by the temperature, as described by the Stefan-Boltzmann
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relationship between intensity and temperature (I oc T%, approxi-
mately valid in the visible at the present temperatures), as well as the
size of the emitting and detected area, the optical properties of the
sample, emission duration, and other factors. Hence, the lower
bound of measurable temperature depends on a number of experi-
mental details, though below ~1500 K, there is insufficient emission
intensity to accurately fit a Planck distribution in any case.

Determining the appropriate time resolution used to fit
sample temperature needs careful consideration. Error generally
increases with increasing time resolution (decreasing time bin
width) as a result of poorer statistics but also by possible introduc-
tion of systematic error as discussed above. That is, by reducing the
amount of emission in any single time bin, we may introduce
effects similar to those observed in the low temperature regime, i.e.,
due to a spotty appearance of spectra (Sec. VII A). However, by
using a significantly larger time bin to reduce the error in tempera-
ture, one must also consider the effects related to time-dependent
temperature changes, from either the sample heating or cooling
within a time bin, which could itself increase the fit uncertainty
and systematic error. This may have a somewhat predictable effect
due to the T* scaling of intensity with temperature resulting in the
emission spectrum being dominated by the peak temperature.

Additional sources of systematic error can arise due to pertur-
bations in the spectral shape of emission from any non-thermal
emission sources. In our current survey, a significant proportion of
data is affected by the non-thermal signal resulting from target
luminescence (fluorescence) during x-ray exposures in targets
having dielectric components. The spectral shape of emission for a
DAC sample is shown in Figs. 8 and 17(b). The spectral shape here
is obviously non-thermal and will negativity affect any temperature
measurements’ precision and accuracy. As shown by Fig. 18(b), the
temperature that is determined without accounting for fluorescence
emission is significantly different from the actual sample tempera-
ture. This effect is small enough to be neglected when the intensity
of thermal emission is much larger than that of the fluorescence
emission.

Ideally, spatial filtering will both exclude emission from above
and below of the sample plane to eliminate non-sample back-
ground signal, and exclude emission from outside a selected area of
the hotspot, to minimize the effect of integrating signal over spatial
temperature gradients or to isolate detection to an x-ray probed
area'' (e.g, to the area probed by XFEL radiation in laser heating
applications). Non-sample signal exclusion is here realized using a
tight-focusing spatial filter configuration similar to a confocal
microscope, as commonly employed in optical Raman spectroscopy
measurements in DACs where diamond anvil Raman and fluores-
cence signals need to be suppressed.”® Use of higher magnification
or smaller pinhole could better isolate detection to a specific region
of a hotspot, at the expense of signal intensity and flourescence
exclusion. From initial observations at European XFEL, thermal
emission measurements are generally light starved, fluorescence
background potentially swamps the data, and XFEL beam align-
ment can vary, so we currently use a filtering scheme with a larger
pinhole (50 um) and 1:1 magnification.

It should be emphasized that due to the prevalence of spatio-
temporal gradients in temperature during experiments, the SOP
can be taken to represent an average of temperatures in a particular

ARTICLE scitation.org/journalljap

spatial area and over a particular range of time, usually weighted
toward higher temperature. The spatial and temporal variations in
temperature must be separately accounted for in assessing final
uncertainty on measurements of quantities of interest. That is, the
SOP temperature should usually, in detail, be considered a spatio-
temporal constraint on temperature in an experiment as opposed
to the automatically best value of the temperature for a given con-
temporaneous property measurement (e.g., Sec VI).

C. Target fluorescence behavior

Non-thermal, visible-band optical luminescence generated by
XFEL pulses was commonly observed by SOP in targets containing
dielectric materials. This luminescence often resembled the conven-
tional fluorescence behavior of the dielectrics under optical excita-
tion, and was consistent with a rapid decay (faster than the time
resolution) and broadband emission in most cases. For example,
the XFEL-induced luminescence characteristics of diamond and
YAG:Ce crystals was effectively instantaneous for the us-sweeps
used here, consistent with conventional relaxation times
< 100 ns.””'"” When excited using a similar x-ray photon energy,
fluorescence spectra of diamond are broadly similar between high-
intensity XFEL and low-intensity synchrotron irradiation (Fig. 8).

Some deviations from rapid emission were noted for certain
sample materials (Fig. 7), with a notable case being that of ruby. In
one DAC, a larger ruby piece (used as a pressure marker, see
Sec. IV) was targeted independently with the XFEL (Fig. 26). The
XFEL-excited ruby luminescence also exhibited conventional fluo-
rescence characteristics, including line emission at ~696 nm (under
pressure of ~5 GPa) and a relaxation time measured to be ~250 us,
comparing well with literature values using laser-induced optical
fluorescence.” This suggests that XFEL irradiation with SOP can
allow in situ ruby pressure measurements without additional laser
excitation, including during dynamic pressure conditions. As ruby
was localized in samples, it was easily avoided in practice. Data are
currently insufficient to establish the degree of sample contribu-
tions to observed fluorescence in most cases in the DAC, with
observed variations in fluorescence amplitude likely to be due to
different diamonds and stress states.

While the temporal and spectral structure of x-ray fluores-
cence itself may have interesting properties and applications, we
here characterized it principally for the purpose of its removal from
thermal emission measurements.

The effect of fluorescence on apparent temperature is not
straightforward to predict. When not accounted for in temperature
measurements, fluorescence can manifest itself by spurious high or
low temperatures, possibly related to emission rising toward both red
and blue ends of the visible range in representative cases. In most
cases with such contamination, the fluorescence is most strong in
the blue and spurious high temperatures may be inferred. While this
often leads to clear deviations from an ideal Planck distribution,
such as a concave upward spectrum, rising toward both red (thermal
contribution) and blue (fluorescence contribution), it may be consid-
erably more subtle. Given that fluorescence emission is unique for
each target both in terms of spectral shape and intensity (e.g., due to
different diamonds, Figs. 7 and 16), characterization of the fluores-
cence emission must be performed for each target, and, for DACs, at

yE:L1:7L €202 Joquisides 61

J. Appl. Phys. 134, 055901 (2023); doi: 10.1063/5.0142196 134, 055901-30

© Author(s) 2023


https://aip.scitation.org/journal/jap

Journal of

Applied Physics

~
N
o

(6] [e)]

w

Wavelength (nm)
o
o
o
log(Intensity) (arb. units)

Ruby Fluorescenc;e

o2

(<]

(=]
N

[any

o

Time (us)

FIG. 26. Optical fluorescence emission from ruby in target SB001 (Fe/N2 at
5 GPa) following single pulse XFEL irradiation (136 xJ/pulse). Black curve is the
fitted fluorescence peak, using a single Gaussian fit (20 pixel time average, 2 x
2 image binning), at 696(1) nm, indicating a pressure of 5(3) GPa.”’

the specific pressure conditions and sample location of interest.
Diamonds at Mbar pressures have exhibited unique fluorescence dis-
tributions in the SOP differing considerably to those in lower pres-
sure anvils, consistent with pressure sensitivity of fluorescence.'”!

Fluorescence emission can be characterized and removed from
SOP spectrograms, but this currently requires reference experimen-
tal runs at low XFEL power without any contribution from thermal
signal. Given the difficulty of the fluorescence correction even
armed with this reference data, its a priori elimination is desireable.
Assuming most fluorescence emerges from the diamond anvils in
DAC targets in studied cases, this can be achieved by eliminating
signal from the anvils (or more generally, dielectric matter sur-
rounding the target material of interest). Use of spatial filtering can
minimize such contributions, with preliminary observations sug-
gesting it can be reduced considerably for DAC targets (Fig. 22).
Use of type II low fluorescence anvils on one or both sides of the
DAC may also be valuable if fluorescence minimization is desired
(for nontransparent samples, only observed anvils need to be of
type II). However, some evidence of sample contributions are also
identified (Figs. 7 and 26), so these practices may not entirely be
able to eliminate fluorescence backgrounds.

Fluorescence removal may leave residual systematic errors in
assessed temperatures, if the corrections are inaccurate. This is par-
ticularly an issue where the correction in temperature is larger.
However, when considering the case of the largest fluorescence
temperature correction observed here (Fig. 19, not including cases
where the correction eliminates the detectable emission altogether),
we find these systematic errors are negligible compared to the tem-
perature error assessed by least squares fitting.

D. X-ray heating observations

Heating is observed with pulse energies of 10-300u] at
17.8 keV on various targets, both freestanding and confined (and
pressurized), for a focal size in the range of 5-20 um FWHM —
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conditions common for x-ray pump probe experiments at free elec-
tron lasers. X-ray heating of samples is a natural by-product of
intense XFEL radiation””""~"”"* and has been previously observed
to occur with detectable optical emission.”” We here realize the
longstanding objective’ of detecting this radiation with pyrometric
techniques in order to determine temperature, while also validating
directly heating models.

X-ray heating with single pulses shows a peak and decay in the
temperature-time profile which can be understood as rapid (effectively
instantaneous) heating followed by a gradual decay as the sample
cools. X-ray heating from pulse trains is meanwhile expected to
induce stepwise heating,”" as samples are pumped to higher tempera-
tures while incompletely cooled, assuming constant energies within
each pulse. While the SOP images show some evidence of stepwise
heating, specifically, a rising thermal emission intensity, temperatures
rarely show dramatic corresponding increase later in the pulse trains.
A plateau in temperature is expected even when pulse energies are
constant due to balance of cooling and heating in time. Moreover, the
effect of variable pulse energies can be significant. These effects are
considered quantitatively in Sec. VI using FEA models, which
confirm that the limiting temperatures with time observed can be
considered a direct result of the specific pulse train energy profiles. It
should also be noted that sample disruption and internal movement
during pulse trains (e.g,, due to melting”®) could also affect achieved
temperatures, though this is not required to interpret the present data.

Comparing free-standing samples (e.g., SS2, Sec. V B) to those
in a DAC (e.g.,, D1, Sec. V E), we see shorter emission timescales
for the freestanding foil, i.e., the time for the emission intensity to
drop to zero after initial irradiation is shorter. The longer emission
for confined compared to freestanding foil is somewhat unexpected
as the additional heat sink of the highly thermally conductive dia-
monds around the confined sample should lead to it cooling rela-
tively faster. This may be related to rapid damage processes in the
unconfined case [Fig. 14(d)].

E. Finite element modeling implications

In some cases, FEA closely predict the observed SOP tempera-
tures (Fig. 25). This is not unexpected for the freestanding Ta foil
[Fig. 25(a)] since the nominal beamline transmission (30%) was
calibrated to ablation damage data on Ta foil during the same
experiments,” however, this still shows the consistency of the inde-
pendent SOP measurement of temperature with model predic-
tions.”” Similarly, a completely independent experiment on olivine
[Fig. 25(c)], which reaches only modest temperatures, is closely
predicted (considering that emission likely emerges from the full
volume of the sample in this case). For high-Z foils in the DAC
[Figs. 25(b) and 25(d)], significantly lower radiation absorption
than expected must be assumed in order to reproduce the observed
temperatures, and in some cases other parameters, e.g., thermal
conductivity, also require adjustment, including outside their plau-
sible range (Table IV).

These simulations have a range of immediate implications for
use of SOP techniques in XFEL experiments, especially where x-ray
heating occurs as a result of XFEL irradiation:

1. With high time resolution and small numbers of pulses, individ-
ual pulse heating (and cooling) events are observed [Figs. 25(a)
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and 25(b)]; lower time resolution and larger numbers of pulses

cause events to smear into a continuum in SOP, with models

able to extract underlying variations [Fig. 25(c)]

2. High temperatures beyond ~0.5 eV (~6000 K) are rarely detected
in SOP in x-ray heating, even when strongly expected on the basis
of x-ray power. This implies an effective limit on observed temper-
atures, though the cause is not clear (discussed below).

3. Average temperature in the bulk detected by x-ray probes (i.e.,
Tx in Fig. 25) can differ substantially from that observed in
SOP, with a range of possible reasons, including:

(a) X-ray probes average over the temperature gradient in the
bulk, whereas SOP is usually measured on a surface (in
opaque samples) and dominated by peak temperature (due
to weighting by the ~ T* scaling of emission intensity).

(b) X-ray probe temperature will correspond to conditions just
before each pulse whereas SOP at similar time is dominated
by the elevated temperature just after the pulse.

(c) X-ray probe temperature may be susceptible to phase
change, for example, if determined from XRD using volume
expansion in a crystal, a maximum volume will be observed
near temperature-dependent phase transitions (such as
melting) even though temperature continues to rise in SOP.

Consequently, where XH is significant, comparisons of x-ray

probe data and SOP require a careful consideration of both time

and space dependence of the temperature in the sample and the
specific sensitivities of each measurement.

An interesting case study is that of Olivine [Fig. 25(c)]. Even
here, where individual pulse heating is small and heating is gradual,
the difference in x-ray probe temperature and emission temperature
can be significant, due to the continued presence of lateral gradi-
ents resulting from pump and probe of identical size. In detail,
hotspot peak temperatures on the beam axis dominate the SOP
data, whereas these temperatures contribute little to the volumetric
average represented by x-ray probes.

F. Temperature of laser heated samples

We observe that the temperature of the sample in DACs
DESY1 (Fig. 13) and XFEL1 (Fig. 20) using LH only follows the
generally expected thermal evolution from prior studies. In this
case, the peak in temperature coincides closely with the laser
pulse and peak in emission intensity, though higher time resolu-
tion shows more detail in the temperature evolution (Fig. 13).
Both the emission intensity and fitted sample temperature fall off
after the laser pulse as expected. The spectral shape of emission
also clearly demonstrates a gray-body distribution with respect to
changing temperatures. Both of these validate the use of this SOP
setup as a reliable temperature diagnostic for laser-heated
samples.

G. Relationship between emission intensity and
temperature

Temperature and emission intensity are observed to have
limited correlation in these experiments. That is, emission intensity
is not a direct, quantitative proxy for temperature. Though qualita-
tive trends of emission intensity increasing with temperature are
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observed, amplitude often changes irrespective of the temperature
within the same experiment. For example, in the case of serially
x-ray heated metal in a DAC (Secs. V C and V E, Figs. 15 and 18),
peak temperatures, coincident with x-ray pulses, remain roughly
constant with increasing time but corresponding emission intensity
increases. Similarly, in the case of optical heating, temperature ini-
tially decreases as emission intensity rises at the beginning of the
optical laser pulse (Sec. V A and Fig. 13).

A variety of factors can contribute to the emission intensity
trends in the SOP images. Variations in the emitting surface area
size and temperature gradient significantly controls the emission.
For example, Fig. 27 compares emission intensity observed experi-
mentally and predicted from FEM modeling, during 4-pulse irradi-
ation of Ta foil in MgO and Ne in DAC D1, shot 845 [see Figs. 18
and 25(b)]. Consistent with the observations, the first pulse exhibits
very weak emission [Fig. 27(a)], and temperature is predicted to fall
below the detection limit [Fig. 27(b)]. The next 3 pulses show
similar peak temperatures [Fig. 27(a)] and radial temperature dis-
tributions [Fig. 27(b)], however, even small changes in the radial
temperature distribution are seen to dramatically affect the emis-
sion amplitude. The results show that the dramatic rise in emission
intensity is due to the heated area becoming wider with time,
regardless of peak temperature.

Thus, where emission intensity is generally increasing with
time, often without a clear corresponding increase in peak tempera-
ture, as in the above examples, it can often be attributed to changes
in heated area size and gradients. A continuous broadening of the
x-ray laser heated spot with time as heat conducts from the focal
point laterally”’' and inconsistent pointing within pulse trains™ can
both lead to larger hot areas at later time. For example, in
Fig. 27(b), the FWHM of the radial temperature gradient broadens,
just due to conduction processes, from 6.7 um at the time of the
first pulse to 8.6 um at the time of the fourth pulse, corresponding
to the significant increase in total emission.

Other factors may also play a role in emission amplitude, and
its relationship to measured temperature. Changes in target optical
properties with temperature or time may become significant, such
as where target emissivity may increase due to onset of conductiv-
ity in pressure media at high temperature, or where optical proper-
ties change as a function of time due to phase transformation or
reaction kinetics.'"”®”” Instrument performance can also play a
role, including by smearing due to the point spread function or
integration of multiple sweeps, or pincushion sensitivity variations.
Finally, fluorescence contributions can lead to deviations from true
thermal emission intensity particularly where temperatures and/or
thermal emission signal is low, in many cases expressing as appar-
ently blue (and, therefore, hot) emission spectra despite low signal.

Comparing x-ray and laser heating, differing sizes of heated
areas correlate to differences in emission intensity, with x-ray
experiments with tighter focused radiation generally showing lower
emission amplitudes for comparable temperatures. When com-
bined together, the broad laser heated spots at one time in an
experiment is in contrast to smaller hotspots maintained by the
x-ray pulse train at other times (Sec. V H, Fig. 23), and conse-
quently, emission intensity varies irrespective of temperature.

One consequence of these observations is that a constant
emissivity approach to fitting the time domain temperature data,
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FIG. 27. Emission intensity behavior observed in Shot 845 (sample D1,
Fig. 18) together with finite element model results. (a) Experimental data com-
pared to finite element model, with emission intensity in arbitrary units.
Observed emission intensity is averaged over the wavelength range 575-
775nm. Predicted intensities in FEM are the total intensity at 550, 700, and
850 nm, integrated over the metal foil surface (units of calculation are
Wsr~"Hz"). (b) Radial temperature gradient on the observed (upstream)
metal foil surface just after each x-ray pulse. Dashed line shows approximate
detection limit. Emission intensity is calculated in the FEM model by integrating
the Planck function over this surface.

which can reduce fitting error,”” is not generally applicable in these
experiments. Similarly, an intensity-based measure of temperature,
as is commonly used in SOP systems for shock wave experiments’'
is not easily used in experiments of the current type.

H. Maximum temperatures achieved

Potentially very high temperatures are achievable with either
pulsed laser or x-ray heating in these experiments.'"””’" Laser
heating observations are consistent with prior expectations and
experience from standard laser heating experiments, with tempera-
tures not much beyond the melting point for unconfined foil, and
significantly higher (in the eV or 11604 K range) when pulsed
heating confined foils."" Values in the range of 3000-6000 K are
common in even continuous laser heating of confined foils. X-ray
heating shows more unexpected behavior. For the x-ray energies
available at the beamline and the high absorbances of some
samples studied (e.g., Ta and Au), very high temperatures should
be achievable in these samples, in the multi-eV range.””’
However, rarely did temperatures produced by x-ray heating and
detected pyrometrically reach high values beyond ~5000-6000 K.
This is comparable or even less than the typical maximum temper-
atures achieved by continuous laser heating of DAC samples and
well below those seen in pulsed laser heating, including using this
same experimental setup.

Temperatures in freestanding XH foils were also larger than
those seen in the DAC under x-ray heating. For example, in free-
standing Ta, values up to ~6000 K were observed in a single expo-
sure at 50% power equivalent to 25uJ/pulse (Fig. 14). The
required beamline transmission to the sample in this case was
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~30% (Table IV), which was validated using an energy scan over
the full range of energy using ablation as a diagnostic of tempera-
ture.””°> However, for Ta in a DAC, at even higher power levels
(100%, 137 uJ/pulse), thermal emission was not detectable in a
single shot at all, and even the cumulative heating provided by a
series of pulses did not achieve the same temperature as a single
pulse on a free-standing foil (Fig. 18). The effective beam line
transmission to the target needed to explain this data is roughly
an order of magnitude smaller than in the freestanding foil case
(Table IV) and below any plausible real value for the
transmission.

There could be a variety of reasons for these observations.
This effect may be partly due to cumulative and in situ damage to
these samples, occurring at high temperatures when samples are
melted over large regions and subjected to large thermal and
hydrodynamic stresses. Such localized damage is frequently
observed in postmortem observations on high-Z samples.”” It
should also be noted that optically, it is difficult to observe very
high temperatures in DAC experiments due to onset of opacity in
transparent materials at high pressure and temperature;”' ">’ in
fact, screening of thermal radiation by hot but optically opaque
pressure media”'' could be even more severe for x-ray heating
due to embedding of directly heated layers within indirectly
heated media. Relevant scenarios include heating of metallic
layers cumulatively with efficient quenching at the metal surface,
allowing very high temperature within the metal interior but
undetectable temperature on the surface (with corresponding
irregularities between x-ray and SOP temperature probing). Other
effects that can increasingly act to reduce heating at higher tem-
perature include increasing contributions of electronic heat capac-
ity and decompression cooling of isochorically heated states.”’’
Rapid dissipation of heat on sub-ns timescales, such as by fast
electron dynamics, could also limit observed temperatures. Still,
temperatures of interest, e.g., near high pressure melting points,
are readily obtained using XH methods especially when cumula-
tive heating is employed.

I. Combining x-ray probing and other excitations

A key factor for planning XFEL experiments using separate
excitations, such as optical lasers, is the extent to which the XFEL
itself may affect sample state and observations. A single or serial
pulse train could lead to perturbations in detected temperatures in
SOP (Fig. 23). Meanwhile, temperatures detected by x-ray probes
may deviate from those achieved through separate excitation alone,
if preceding probe pulses in a pulse train have altered the local tem-
peratures via residual heat. Such x-ray heating can have obvious
(Fig. 23) or subtle (Fig. 22) effects on SOP data, hence, the role of
x-ray heating in measurements using other excitation may not be
easily assessed from SOP alone. One possibility is that probed spots
may be much smaller than the excited area, with any local heating
having a small impact on total emission signal but a critical impact
on x-ray pulse train observations. Another is that significant
heating is possible below the detection limit of SOP. While heating
can be mitigated by reducing the XFEL fluence or using samples of
low absorption, our data show that considerable heating remains
possible in such scenarios. Alternatively, many experiments can be
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conducted in a fashion such that the conditions following the
XFEL probe are not of interest.

VIIl. CONCLUSION

In this work, we have optically measured high temperature
states induced by x-ray and optical laser pulses in condensed
matter targets at a free electron laser facility. Dynamic temperatures
in the range of 1000 to 10 000 K, with time resolutions in the range
of tens to hundreds of nanoseconds are studied. These results
match expectations of sample heating and temperature evolution
calculated by numerical models, with forward modeling of temper-
ature by finite element analysis able to accurately predict the mea-
sured total temperature evolution in certain scenarios.

Spectrally- and time-resolved optical emission is measured
using a spectrometer mounted on a streak camera coupled with an
optical microscope equipped with a confocal spatial filter to isolate
a 50 um diameter area on target and exclude signal away from the
focal plane. XFEL irradiation comprised of 17.8 keV, 20-fs XFEL
pulses in single shot or MHz pulse trains (443 ns repetition rate),
while the optical laser was NIR (1070 nm) with a pulse length of
250 ns. These are focused to spots of ~10um diameter on targets.
The time-dependent thermal emission spectra are least squares
fitted to the Planck function, with the time integration bins, the
temporal point spread function and selected streak window affect-
ing the time resolution of the temperature measurement.
Uncertainty is evaluated from robust checking of goodness-of-fit
parameters against statistical uncertainties in reference-temperature
spectrograms.

We study a suite of representative targets including freestand-
ing foils and multi-layer targets in the form of a diamond anvil cell
used to contain heated samples and apply high pressures (GPa)
prior to irradiation. Measured temperature is dominated by the
peak temperature in the field of view, whereas emission intensity
has a more complex development accurately predicted by numeri-
cal modeling of dynamic temperature gradients (Fig. 27). Where
dielectric-bearing targets are irradiated by the XFEL (e.g., diamond
anvil cells), background emission due to sample fluorescence is
often detected. Thermal and fluorescent signals have distinct spec-
tral-temporal appearance, and when similar in amplitude, fluores-
cence can perturb temperature measurements. Fluorescence
appears at lower powers than required to produce a detectable
thermal signal, such that data where only fluorescence is recorded
can be used to interpret and model fluorescence behavior for a par-
ticular target and extract the thermal component of emission
before sample temperature is analyzed. Fluorescence contributions
are mitigated through spatial filtering and use of low fluorescence
materials (e.g., type II rather than type I diamond). For optical
laser heating, results broadly follow previous work using streak
optical pyrometry methods.

The spectral SOP discussed here has potentially broad applica-
tions for time-resolved measurements of temperature and other
optical signals at European XFEL and similar facilities. In the
current sample environment configuration at EuXFEL, it is com-
patible with a range of x-ray and optical laser experiments.
Modification of the sample imaging optics (e.g., for different
targets, environments and measurements) can allow compatibility
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with a wider range of experiments. For example, SOP is well dem-
onstrated in conjunction with shock wave compression, and the
streak camera range (0.5ns to 1ms) covers what is typically
required for shock wave techniques. The spectral SOP is particu-
larly useful for lower temperature ranges (<10 000 K) where the
emission wavelength dependence varies strongly with temperature.
Other optical spectroscopic applications shown possible here
include fluorescence spectroscopy, relaxation time studies, and
pressure measurements.
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