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ABSTRACT

Entropy transport and particle transport and their interplay give insight
into the transport processes in a complex systems, often intractable with a
microscopic simulation. In this thesis, we study a quantum gas of ultracold
fermionic 6Li flowing through a mesoscopic junction. The atomic nature
of the quantum gas enables us to shape a two-terminal transport geometry
with light. The tunability of interactions between atoms allows exploration
of the weakly-interacting Fermi gas and the strongly interacting, unitary
Fermi gas.

The first part of the thesis details the technical upgrades to the apparatus.
Degradation of laser powers led us to replace the laser system used for laser
cooling, by a more powerful and stable system based on a fiber amplifier
and frequency doubling. In addition, the unstable lock of the resonator trap
was replaced and a spin-resolved imaging system implemented. These up-
grades led to a continuous operability of the experiment, greatly simplifying
measurements.

In the second part we measure how the quantum nature of transport, char-
acterized by the quantization of conductance, competes with particle losses
imposed by near-resonant light. This dissipation mechanism is locally con-
trolled inside the quantum point contact (QPC), under which the conduc-
tance plateaus are robust. Additionally, we show that our observations can
be described with an extended Landauer-Büttiker model. In a second ap-
plication of near-resonant light we detune the laser frequency to obtain a
spin-dependent optical potential. This effective Zeeman shift in the QPK
fully spin-polarizes the currents flowing through it, while marginally re-
ducing the atom-number. Exploring weak interactions we observe that at-
tractive (repulsive) interactions reduce (increase) the effective Zeeman shift
visibly. In a third application we use the three-level atom light interaction
in the strongly interacting regime to at first dissipatively suppress the fast
transport and then restore it via electromagnetically induced transparency.

In the third part entropy transport between unitary Fermi gases, superfluid
in equilibrium, is studied for varying transport geometries from quasi one-
dimensional (1D) to quasi two-dimensional (2D). We find that both entropy
and particle currents respond non-linearly to a temperature or chemical po-
tential bias. The transported entropy per particle is much larger than the
superfluid entropy per particle in the equilibrium junction. This and the
concurrently produced total entropy imply that the current is not a pure
supercurrent and that the transport process is irreversible. Varying the ge-
ometry changes the timescales of advective and diffusive transport modes
while the transported entropy per particle remains constant, independent of
geometry. We derive a phenomenological model based on the irreversible,
non-linear transport processes fitting the observations. In an equivalent,
second experiment we impose dissipation in the junction. We find that dis-
sipation enhances the advective response by counterintuitively reducing the
transported entropy per particle. We employ the phenomenological model
to demonstrate that dissipation strongly increases the thermal conductance
while reducing the excess current in the quasi-1D junction. The extraced
Seebeck coefficient reduces with dissipation, confirming our observations.
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ZUSAMMENFASSUNG

Entropietransport und Teilchentransport und ihr Zusammenspiel geben Ein-
blick in die Transportprozesse in komplexen Systemen, die mit einer mikro-
skopischen Simulation oft nicht nachvollziehbar sind. In dieser Arbeit unter-
suchen wir ein Quantengas aus ultrakaltem fermionischem 6Li, das durch
einen mesoskopischen Kontakt fließt. Die atomare Natur des Quantengases
ermöglicht es uns, eine zweipolige Transportgeometrie mit Licht zu gestal-
ten. Die Einstellbarkeit der Wechselwirkungen zwischen den Atomen er-
möglicht die Erforschung des schwach wechselwirkenden Fermi-Gases und
des stark wechselwirkenden, unitären Fermi-Gases.

Der erste Teil der Arbeit beschreibt die technischen Verbesserungen, die
wir vorgenommen haben. Nachlassende Laserleistungen veranlasste uns,
das zur Laserkühlung verwendete Lasersystem zu ersetzen, durch ein lei-
stungsstärkeres und stabileres System, basierend auf einem Faserverstärker
und einer Frequenzverdopplung. Außerdem wurde die instabile Stabili-
sierung der Resonator-Dipol-Falle ersetzt und ein neues Spin-aufgelöstes
Absorptionsabbildungssystem implementiert. Diese Verbesserungen führ-
ten zu einer kontinuierlichen Betriebsfähigkeit des Experiments, was unsere
Messungen drastisch vereinfachte.

Im zweiten Teil messen wir, wie die kohärente Quantennatur des Trans-
ports, charakterisiert durch die Quantisierung des Leitwerts, mit Teilchen-
verlusten konkurriert, die durch nahezu resonantes Licht verursacht wer-
den. Dieser Dissipationsmechanismus wird lokal innerhalb des Quanten-
punktkontakts (QPK) kontrolliert, und wir beobachten, dass die Leitwert-
plateaus gegenüber diesem Mechanismus robust sind. Außerdem zeigen
wir, dass unsere Beobachtungen mit einem erweiterten Landauer-Büttiker-
Modell beschrieben werden können. In einer zweiten Anwendung von na-
hezu resonantem Licht verstimmen wir die Frequenz des Lichtes, um ein
spin-abhängiges optisches Potenzial zu erhalten. Dieser effektive Zeeman-
Effekt im QPC spin-polarisiert die durch ihn fließenden Ströme vollständig,
während er nur geringe Auswirkungen auf die Reservoire hat. Bei der Un-
tersuchung schwacher Wechselwirkungen stellen wir fest, dass anziehende
(abstoßende) Wechselwirkungen den effektiven Zeeman-Effekt sichtbar ver-
ringern (erhöhen). In einer dritten Anwendung verwenden wir die Drei-
Niveau Atom-Licht Wechselwirkung im stark wechselwirkenden Regime,
um den schnellen Transport zunächst dissipativ zu unterdrücken und ihn
dann durch elektromagnetisch induzierte Transparenz wiederherzustellen.

Im dritten Teil wird der Entropietransport zwischen zwei unitären Fermi-
Gasen, superfluid im Gleichgewicht, für verschiedene Transportgeometrien
von quasi eindimensional (1D) bis quasi zweidimensional (2D) untersucht.
Wir stellen fest, dass sowohl die Entropie, als auch die Teilchenströme nicht-
linear auf eine Temperatur- oder chemische Potenzial Differenz reagieren.
Die transportierte Entropie pro Teilchen ist viel größer als die superflui-
de Entropie pro Teilchen im Gleichgewicht. Dies und die gleichzeitig er-
zeugte Gesamtentropie bedeuten, dass der Strom kein reiner Superstrom
ist und, dass der Transportprozess irreversibel ist. Durch die Variation der
Geometrie ändern sich die Zeitskalen der advektiven und diffusiven Trans-
portmode während die transportierte Entropie pro Teilchen unabhängig von
der Geometrie konstant bleibt. Wir leiten ein phänomenologisches Modell
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her, das auf irreversiblen, nicht-linearen Transportprozessen basiert und die
Beobachtungen beschreibt. In einem zweiten Experiment, das ansonsten
gleichwertig ist, führen wir Dissipation in der Kontakt ein. Wir stellen fest,
dass die Dissipation die advektive Reaktion verstärkt, indem sie kontraintui-
tiv die transportierte Entropie pro Teilchen reduziert. Wir verwenden das
phänomenologische Modell, um die Transportkoeffizienten zu extrahieren.
Daraus ergibt sich, dass die Dissipation die thermische Leitfähigkeit stark
erhöht, während sie den Überschussstrom im Quasi-1D-Kontakt reduziert.
Der extrahierte Seebeck-Koeffizient nimmt mit der Dissipation ab, was un-
sere Beobachtungen bestätigt.
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1I NTRODUCT ION

Transport is one of the ubiquitous processes in nature with numerous in-
teresting and broadly studied examples. One characteristic example the
movement of warm water as a current in the Atlantic Ocean via the Atlantic
meridional overturning circulation [1] (AMOC), transporting heat from the
southern to the northern Atlantic. The driving force of this current are den-
sity gradients. This transport process is happening on an immense scale
ranging over thousands of kilometers, transporting millions of liters of wa-
ter and on a smaller length scale the flow is complicated, only tractable
with large climate models [2]. Importantly, the AMOC fundamentally still
follows the laws of irreversible thermodynamics in that an intensive, gen-
eralized force which is the density gradient drives an extensive flux which
is the water current. In this context the entropy of the system is another
central quantity, since it gives insight into the status of the system and the
nature of the transport process. Entropy, defined by the Second Law of Ther-
modynamics, can only increase in a closed system and will be maximized
in equilibrium. In a transport process between two systems, it is thus pos-
sible to define a class of irreversible processes, governed by an increase of
entropy. Irreversible thermodynamics is the basis for defining rates or fluxes
of a process and provides the basis for understanding and describing most
transport processes in nature.

The relation between the thermodynamic forces and fluxes are typically
linear such that the proportionality constant, often called the conductance or
resistance, characterizes the transport process. For transport processes hap-
pening at a macroscopic scale, the underlying system sizes often have a sim-
ple influence on the overall transport process [3, 4]. For example in an elec-
tronic conductor, where the change of the systems cross-sectional area varies
its conductance proportionally. Though the situation drastically changes
whenever the width reaches a characteristic quantum length scale like the
de Broglie wavelength of the particles. The system is then no longer consid-
ered macroscopic but mesoscopic which is an intermediate length scale on
which the quantum mechanics of the system matters, but the length scales
are still larger than the microscopic size of particles. The paradigmatic effect
in mesoscopic transport is the quantized conductance [5, 6]. Whereas in a
macroscopic junction the conductance increases linearly with its width, the
mesoscopic junction displays quantized steps of conductance when varied
in width. It is thus not only pertinent to understand the thermodynamics of
the transport system but also to include quantum physics in the description
of transport processes.

In this sense transport is not only an observable phenomenon, but also a
probe of the properties of the underlying system. One characteristic exam-
ple of transport as a probe is the drop of resistance [7] in a superconductor or
the Josephson effect occurring when connecting two superconductors with
a weak link [8]. The study of transport processes become particularly in-
teresting, when the excitations and fluctuations of the system are relevant.
One way to achieve this, is to change the dimensionality of the system in
order to enhance fluctuations and the effect of excitations. For example in
two-dimensional (2D) systems correlated electrons in a magnetic field expe-
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2 | Introduction

rience the fractional quantum Hall effect [9], while in one-dimension (1D)
electrons can only be excited collectively [10] and in the superconducting
quantum wire the Majorana fermions are predicted to be found [11]. Thus,
not only is transport a useful probe to detect these effects but reducing the
dimensionality of the transport geometry enriches its physics. Naturally,
studying transport processes has not only become a major tool of condensed
matter physics, but also other fields of physics [12–14].

Quantum gases made of ultracold atoms are an ideal platform to study
transport due to their well-controlled interactions, adaptable geometries and
enhanced length and reduced time scales compared to electron systems.
Naturally quantum gases have limitations for studying transport, for exam-
ple the smooth optical potentials complicate exploration of friction and the
lack of charge requires the engineering of artificial magnetic fields. Depend-
ing on the atomic species in use, an atomic cloud can be cooled to reach a
degenerate quantum gas following Bose [15] or Fermi [16] statistics. Chang-
ing the interactions can then lead to a superfluid state which has been exten-
sively studied emerging both from the Bose-Einstein condensate [17, 18] and
the attractive Fermi gas [19–21]. These studies were followed by numerous
transport experiments in the superfluid regime, such as the measurement
of the propagation of collective excitations [22–24], persistent currents in a
ring [25, 26] and diffusion of spins and sound in strongly interacting Fermi
gases [27, 28]. The advent of quantum gas microscopy led to studies of mi-
croscopic transport processes in optical lattices [29–32] with fermions and
bosons. Moreover, mesoscopic transport between two terminals has been
studied in the context of Josephson oscillations [33, 34], microscopically pat-
terned junctions [35, 36], the quantum point contact [6] (QPC) and transport
between superfluids [37, 38].

Quantum-gas experiments are uniquely suited for experiments requiring
isolated conditions such as the controlled study of open systems [39] and
irreversible processes [3]. The increase of entropy in an irreversible process
in a quantum gas can be directly obtained from the equation of state of the
system [40] and the near-closed nature entails that processes which could
obscure such measurements, are minimized. The direct measurement of
entropy itself is a feature which allows direct comparison to fundamental
theories such as the entropy-free flow of superfluids [41]. The transport
of entropy between superfluids or superconductors out of equilibrium is
a long-standing research topic [42–45] and has both fundamental [46] and
technological implications mainly in the context of energy harvesting [47–
49]. Traditional condensed-matter experiments do not have direct access to
the entropy [50–52] and thus cannot yet fully explore entropy transport.

The interaction between atoms and light provides a tool to engineer not
only an open system via dissipation, but also coherently reverse the dis-
sipation [53] and create artificial magnetic fields [54, 55]. Thus providing
a well-controlled decoherence or dissipation mechanism enabling the con-
trolled opening of a closed system, competing with the coherent Hamilto-
nian evolutions of transport. Dissipation is therefore not only destructive
to the coherent evolution of a system, but can also lead to new interesting
phenomena [56, 57]. Experiments in quantum gases have observed open
system effects like the Zeno effect [58, 59] and dissipative crossovers [60].

Here, the fermionic isotope of lithium (6Li) is used to realize a mesoscopic
transport geometry with ultracold atoms. Using a combination of patterned
light fields and an optical dipole trap we can create a variety of transport
junctions ranging from a quasi-1D quantum wire [61] to a quasi-2D [37]
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weak link. Advances in shaping of light [62] enables us to impose addi-
tional, almost arbitrarily shaped light fields in the junction, either to locally
manipulate transport [63] or to insert optical lattices [61]. The broad Fesh-
bach resonance [64] of 6Li enables the study of strongly interacting Fermi
gases exhibiting the BEC-BCS crossover [65]. Notably, the thermodynamics
of the quantum gas at the crossover is well understood and its equation
of state has been theoretically calculated and precisely measured [40, 66].
These features have been already used to study the transport of strongly
correlated quantum gases [37, 38, 67], the flow of heat and particles in the
strongly interacting system [38, 68, 69] as well as the effect of local manipu-
lation of the quantum wire [61, 63].

There has been a tremendous amount of progress in the exploration of
transport processes, but many open questions are still remaining. In this the-
sis we extend these studies on the one hand by measuring entropy transport
between two superfluids and, on the other hand, by imposing near-resonant
light in the transport junction resulting in atom-light interactions affecting
transport dispersively, dissipatively and coherently. The thesis is structured
in a way that Ch. 2 to 4 provide an experimental and theoretical background
in order to be able to understand the following three parts independently.
The content is organized as follows

• Chapters 2 to 4 present the experiment and give an introduction to the
atom-light interaction and superfluid transport concepts later used in
the thesis.

– Chapter 2 introduces the experimental preparation of the trans-
port system, the thermometry of the quantum gas and the trans-
port measurements in the context of Landauer-Bütikker theory.

– Chapter 3 focuses on the atom-light interaction of 6Li at high
external magnetic fields and its application in two- and three-
level systems.

– Chapter 4 offers an overview of superfluid and superconducting
transport introducing the concepts in superfluid later used to de-
scribe our system.

• The first part contains the technical details of this thesis. The experi-
mental apparatus is concisely described, the technical upgrades dur-
ing this work are presented, and future projects are outlined.

– Chapter 5 provides the technical details of the apparatus includ-
ing the ultra-high vacuum system, the resonator dipole trap and
the high-resolution microscope used to project optical potentials.
The optical system used to generate the transport geometry is
outlined, followed by an introduction to spatial light modulation
and a terse overview of the imaging system.

– Chapter 6 consists of the technical upgrades of the apparatus.
The lasers used to generate the cooling light for the magneto-
optical trap were replaced by a new fiber based amplifier in con-
junction with a second harmonic generation stage. The resonator
dipole trap was upgraded, such that remote operation of the ex-
periment became feasible. Moreover, a new spin-resolved absorp-
tion imaging system was introduced. Finally, a new laser setup
used to manipulate the atoms with near-resonant light was built
also generating light at two frequencies for three-level atom light
interactions.
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– Chapter 7 includes several projects realized during this work
which have not yet been implemented in the experiment. This in-
cludes a new magnetic field stabilization system, an optical clean-
ing cavity with high transmission and a low-cost mirror motor
system with high accuracy. In addition, long term projects such
as a high-precision digital to analog converter system and a fast
stereo-camera system providing position feedback via an FPGA
are described.

• The second part encompasses our measurements of quantized conduc-
tance through a weakly interacting QPC competing with near-resonant
light. Using an aberration-corrected beam tightly focused into the
QPC we study the effect of a local spin filter and local particle dissipa-
tion on the conductance quanta 1/h, the onset of conductance and the
effect of weak interactions. Moreover, we show that adding a second
beam resonant with the transition from another ground state to the
light-matter interaction, we form a three-level system in strongly inter-
acting 6Li to demonstrate electromagnetically induced transparency
(EIT) in a mesoscopic transport experiment.

– Chapter 8 comprises the results regarding spin-filtering and dis-
sipation in the weakly interacting QPC. We find that the spin
filter enables us to create a fully polarized spin current and an
effective Zeeman shift larger than the Fermi energy. The weak
interactions are shown to have an appreciable effect even though
the density in the QPC is low, and the spin filter is highly local.
The extended Landauer-Büttiker model is used to model ab initio
the dissipation using the calibration of the effective Zeeman shift
from the spin-filter experiments.

– Chapter 9 subsumes our observations when utilizing a three-level
system in the superfluid QPC to restore large currents from the
dissipative regime using EIT. Moreover, new ideas employing
three-level atom-light interactions to study quantum dots and
spin-orbit coupling are outlined.

• The third part focuses on entropy transport between two superfluids.
Preparing the system at low temperatures with biases in temperature
and chemical potential we can measure the advectively and diffusively
transported entropy. We develop a phenomenological model based
on irreversible processes which encompasses the nonlinearity and de-
scribes our observations. In a second experiment we impose controlled
dissipation and repeat the entropy transport experiments between su-
perfluids.

– Chapter 10 consists of the measurements of entropy transport be-
tween two superfluids. The geometry of the junction is varied
from quasi-1D to quasi-2D and the particle and entropy currents
are measured for two different initial conditions. We find that
entropy and particle currents respond non-linearly to biases in
both temperature and chemical potential. The response is found
to be “equal” in that their paths in state-space are equivalent up
to differences in the initial state preparation. Extracting the trans-
ported entropy per particle, we can conclude, that the current
is not a pure supercurrent and that the magnitude of the trans-
ported entropy is independent of the geometry. The observations
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are modeled with a phenomenological model describing the non-
linearity and the increase in total entropy typical for irreversible
processes. Furthermore, the transport coefficients extracted from
a fit, confirm that the transported entropy is independent of ge-
ometry, while the current scale and the thermal conductance of
the system vary drastically.

– Chapter 11 entails the effect of dissipation on the transported en-
tropy per particle. Introducing spin-dependent or spin-independent
dissipation locally in the junction with a tightly focused beam,
we find that the dissipation leads to an enhanced thermoelectric
response and enhanced thermal conductance. The enhanced ther-
moelectric response is attributed to a decrease of the transported
entropy per particle, confirmed by fits with our phenomenologi-
cal model. The system is again studied for a variety of geometries
indicating a consistently reduced entropy transport.

• Chapter 12 provides a summary of the experiments performed and an
overview of possible extensions of the presented work as well as ideas
for future experiments.

The work in this thesis has been carried out together with Dominik Hus-
mann, Martin Lebrat, Laura Corman, Samuel Häusler, Jeffrey Mohan, Mohsen
Talebi, Meng-Zi Huang, Simon Wili and Prof. Tilman Esslinger.
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In this chapter a concise summary of the experimental sequence, the
thermometry and the transport measurements as a basis for the experi-
ments presented later is given. Technical details of the apparatus can be
found in Part I. The transport theory and the thermometry has been al-
ready described in great detail in the PhD theses of S. Krinner [70] and
S. Häusler [71].

2.1 EXPERIMENTAL SEQUENCE OF A TWO-TERMINAL TRANSPORT EX-
PERIMENT

The discussion of the experimental sequence is divided up into three differ-
ent parts. Firstly, the cooling sequence from the atomic oven temperature
∼ 450 ◦C to a degenerate Fermi gas T/TF ∼ 0.2 is described in Sec. 2.1.1.
Secondly, in Sec. 2.1.2 the optical potentials defining the transport geome-
try and their alignment are discussed. Thirdly, the measurement, i.e. the
absorption imaging, is described in Sec. 2.1.3.

2.1.1 Laser- and Evaporative Cooling

Figure 2.1 shows the cooling sequence of the experiment starting from the
Zeeman slower and ending with forced evaporation in the glass-cell. The
following sections chronologically describe the cooling sequence depicted
in Fig. 2.1.

Zeeman Slower

The Zeeman slower operates with σ+ polarized light red-detuned by ∼ 14.5Γ
from the cooling transition 22S1/2, F = 3/2→ 22P3/2, F = 5/2 (see Fig. 2.2),
thus Doppler cooling the counter-propagating atoms [72]. The magnetic
field applied via the Zeeman slower coils decreases with a square-root be-
havior from 929G [73] around the Oven chamber towards the MOT chamber
where it smoothly connects to the magnetic field of the MOT. This magnetic
field profile provides a constant deceleration by keeping the atoms detuned
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Figure 2.1: Cooling sequence of the Lithium experiment, from atomic oven to ul-
tracold Fermi gas. The cooling sequence starts with the Zeeman slower (a), deceler-
ating the 6Li atoms from the oven in order to be caught by the magneto-optical-trap
(MOT). The MOT (b) cools the atomic cloud in order to be loaded into a standing-
wave, resonator dipole trap where the first forced optical evaporation takes place.
Subsequently, the atoms are transported from the MOT chamber to the glass-cell
with the transport dipole trap (c), followed by another evaporation into the final
dipole trap (d). The final evaporation – during which the transport geometry is
present – is aided by a magnetic gradient and cools the cloud to a degeneracy of
∼ 0.2 T/TF. Adapted from Ref. [70].
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4.4 MHz

26.1 MHz

92

228.2 MHz

Figure 2.2: Electronic level structure of 6Li. The D1 and D2 transitions of 6Li both
have a wavelength of ∼ 671nm and are only split by ∼ 10GHz. The cooler and
repumper transition for the magneto-optical-trap (MOT) and the Zeeman slower
are using the D2 transition where the excited state hyperfine structure splitting is
smaller than the inverse lifetime of the states Γ = 2π · 5.8MHz. In the MOT the cooler
and repumper are of equal strength to cool efficiently. Adapted from Ref. [70].

from the laser light via the Zeeman shift. The non-zero field at the Zee-
man slower exit lets the atoms propagate towards the MOT at vf = 60m/s.
Over the years a visible layer of lithium atoms has been deposited on the
entrance viewport of the Zeeman slower which leads to an increased need
of laser power. In the current configuration the Zeeman slower is operated
at a power of ∼ 200mW which corresponds to a peak intensity of about
I/Isat ∼ 280 (assuming 50% transmission and a minimal beam waist of
wmin = 3mm [73]) and a minimal intensity I/Isat ∼ 25 (at the maximal
waist wmax = 10mm [73]). We find that adding repumper light to the Zee-
man slower does not substantially improve the atomic flux, likely due to
the substantial power broadening. Depending on the size of the MOT we
find that the Zeeman slower pierces a large hole into the atomic cloud, the
atomic beam is propagating slightly above the MOT and significantly above
the resonator dipole trap position.

Magneto Optical Trap

The magneto optical trap (MOT) is made up of three, retroreflected, red
detuned beams each made up of cooler and repumper light. Figure 2.2
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shows the electronic structure of 6Li at zero magnetic field, including the
cooler and repumper transitions. The cooler light is initially ∼ 6.5Γ red de-
tuned from the cooling transition 22S1/2, F = 3/2→ 22P3/2, F = 5/2, while
the repumper light is ∼ 6.5Γ red detuned from the repumping transition
22S1/2, F = 1/2 → 22P3/2, F = 3/2. The MOT beams diameter is limited
by the size of the viewports 2w0 ∼ 38mm which leads to an initially large
MOT. Nominally, the intensity of the repumper and cooler light are both
around I/Isat ≈ 1 which provides optimal MOT conditions in our experi-
ment. We find that increasing the MOT power to up to I/Isat ≈ 2 does not
substantially improve the final atom number. Figure 2.1 shows the beam
configuration with respect to the Zeeman slower. MOT and Zeeman slower
are operated for 7− 10 s in order to load enough atoms for the experiments.
After the MOT loading is finished the MOT is compressed to increase the
loading efficiency into the first optical dipole trap. The compression takes
place over ∼ 10ms during which the MOT field are ramped up and the
detuning of cooler and repumper are reduced to ∼ 0.5Γ . The compression
leads to a final compressed MOT diameter of ∼ 1mm at a temperature of
TcMOT ∼ 500µK. The repumper light is used to prepare the atoms in the low-
est F = 1/2 hyperfine manifold via optical pumping at the end of the com-
pressed MOT. From fluorescence imaging we estimate a final compressed
MOT atom number of NcMOT ∼ 2× 109 of which only ∼ 0.3% get loaded
into the following resonator dipole trap.

Resonator Dipole Trap

The standing-wave resonator dipole trap is used to enhance the intensity of
the incoming light such that a deep U0 ≈ 200µK and largew0 ∼ 550µm trap
can be formed. Though the height is likely limiting the loading efficiency
from the compressed MOT significantly. In longitudinal direction the dipole
trap has a lattice structure which limits the loading efficiency, though com-
pensating this lattice [74] did not improve its loading efficiency. The vacuum
lifetime in the resonator trap is ∼ 9 s which is more than enough for opti-
cal evaporation. The Feshbach coils in the MOT chamber are used to set
the s-wave scattering length to a12 = −300 a0 which allows efficient evapo-
ration. The evaporation is done by reducing the intensity of the resonator
laser power over ∼ 3 s by a factor of ∼ 5 which gives a final temperature of
TResonator ≈ 13µK. During evaporation the transport dipole trap is already
present which allows efficient loading ∼ 30%.

Transport Dipole Trap

The transport dipole trap is a strongly focused beam w0 = 22µm which
is moved via a lens on a translation stage. The trap depth for transport
is U0 ≈ 160µK which allows capturing the atoms from the resonator and
transporting them within ∼ 0.5 s over ∼ 27 cm into the glass-cell. In the
transport trap a temperature of T ≈ 22µK is measured. The atoms are held
in the transport dipole trap for the |1⟩− |2⟩ equilibration and the optional
preparation of a spin polarized gas. Subsequently, the atoms are loaded into
the final dipole trap, used for the experiments via optical evaporation over
1 s.
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Spin Mixture Preparation

In order to prepare well-defined spin-mixtures a magnetic field allowing us
to tune the s-wave scattering length, the so-called Feshbach field is switched
on. The spin-preparation takes place at a magnetic field of BFB ∼ 375G.

• 1-2 equilibration. The |1⟩ − |2⟩ mixture is equilibrated via multiple
incomplete Landau-Zener [75, 76] transfers between the two states via
an RF transition. The magnetic field is set to B = 300G and the fre-
quency of the RF field is swept back and forth through the avoided
crossing of the |1⟩− |2⟩ transition such that a 50/50 mixture is reached.

• 2-3 transfer. The |1⟩− |3⟩ mixture is prepared by an adiabatic transfer
of the atoms in state |2⟩ to |3⟩. Here the RF field, coupling |2⟩− |3⟩, is
fixed in frequency while the magnetic field is ramped slowly such that
the atoms adiabatically follow the dressed-state from |2⟩ to |3⟩.

The following experiments are predominantly performed in the |1⟩− |3⟩ mix-
ture for two reasons. Firstly, evaporation around the zero-crossing of the
Feshbach resonance is more efficient in the |1⟩ − |3⟩ mixture. This stems
from the attraction at the minimum of the s-wave scattering length around
the zero-crossing being stronger in the |1⟩− |3⟩ mixture at a = −890 a0 com-
pared to the |1⟩ − |2⟩ mixture with a = −290 a0. Secondly, the Feshbach
resonance is located at a lower magnetic field value for the |1⟩− |3⟩ mixture,
i.e. at B0 = 689.7G. Therefore, there is less thermal load on the experiment
since lower currents are required to prepare the required fields for both the
unitary Fermi gas at B0 and the BCS limit at BBCS > B0.

A spin-polarized gas can be prepared via narrow p-wave Feshbach res-
onances [77] which lead to spin-dependent losses. The p-wave resonances
are located at ∼ 159G [77] for the |1⟩− |1⟩ interaction and at ∼ 215G [77] for
the |2⟩− |2⟩ interaction. Depending on the magnetic field and the duration
at which the atoms are held at the p-wave resonance the magnetization of
the gas can be arbitrarily adjusted.

Hybrid Dipole Trap

The final dipole trap, which is used for the experiments, has a large waist
w0 = 70µm, see Fig. 2.1 and is confining the atoms in z- and x-direction,
where νx ≈ νz ∼ 370

√
Ptrap Hz/W0.5. The confinement along the beam di-

rection (y-direction) is provided by the magnetic field which is produced by
the Feshbach coils in a displaced Helmholtz configuration. This configura-
tion leads to a weak harmonic confinement in the radial x- and y-direction
of νy = 20 . . . 26Hz and anti-confinement in z-direction, see Ch. 5. In this
trap the last step in the spin-preparation, i.e. the |2⟩ − |3⟩ transfer, is per-
formed before the Feshbach field is ramped up for evaporation. This is
followed by the preparation of the biases required for the transport experi-
ments, see Sec. 2.3 for details, and the optical potentials creating the trans-
port geometry are ramped up. The evaporation is performed either at the
Feshbach resonance, whenever a strongly interacting gas is prepared or at
the minimum of the scattering length close to the zero-crossing, whenever
a non-interacting gas is prepared. The optical evaporation is aided by a
magnetic gradient in z-direction acting as a tilt [78] and lasts, depending
on the interaction, 0.5− 3 s. The final degeneracy that can be reached when
the transport geometry is present is T/TF ∼ 0.2, without the transport beams
T/TF is slightly lower. The vacuum limited lifetime in this trap without the
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Figure 2.3: Potential landscape in transport configuration. (a) Schematic of the
cloud (L ≈ 500µm) including the constriction beams creating the 1D transport config-
uration. The lightsheet (blue, 2wy ≈ 60µm) is confining vertically (b) via a TEM01-
like beam shape, blue detuned at 532nm. The wire beam (green, 2wy ≈ 13µm) is
confining in transversal x-direction (b) also via a TEM01-like shape. The gate beam
(red, 2wy ≈ 60µm) is a Gaussian beam which attractively raises the local chemical
potential around the constriction. The potential landscape Vi −µ (c) along the trans-
port direction (y) displays the zero-point energy ∼ h/2νie

−y2/w2
y of the different

confining potentials, i.e. lightsheet VLS, wire VW and gate Vg (red), as well as the
combined potential V0. The lowest potential regions in V0 next to the wire are the
so-called pockets created by the attractive gate.

transport geometry present is ∼ 44s. The transport experiments, following
the final evaporation can take up to 6 s limited by the temperature of the
Feshbach coils.

2.1.2 Optical Potentials – Alignment

In this section an overview over the optical potentials creating the transport
geometry is provided. In addition, the alignment procedure required to
get transport through a quantum point contact is outlined. The technical
details regarding the optical potentials making up the transport geometry
are described in Ch. 5.
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Lightsheet Potential

The confinement in vertical direction is achieved via a repulsive TEM01

beam at 532nm propagating along the x-direction. The waist of the beam
in vertical direction is wz = 9.5(2)µm and in transport direction wy =

30.2(10)µm which provide a peak confinement within the dark region of

ω2
z =

24c2ΓP

πm6Liω
3
lw

3
zwy∆

, (2.1)

where ωl is the laser frequency, Γ is the natural linewidth and ∆ is the laser
detuning. The Rayleigh range zR = 530µm of the beam is much larger than
the waist of the dipole trap, thus providing a uniform confinement along the
lightsheet beams propagation direction. In the experiment the confinement
frequency that can be reached is νz =

√
P · 10.97(30) kHz/

√
W with laser

powers of up to P = 0.9W. This confinement νzh/kB = 480nK is usually
larger than the temperature of the gas and thus creates a two-dimensional
transport region between the two three-dimensional reservoirs.

Wire Potential

The one-dimensional transport geometry is obtained by projecting an im-
age of a lithographic mask onto the atoms through the high resolution mi-
croscope. The beam is effectively a TEM01 shaped repulsive potential at
532nm. The nodal region has a waist of wdark = 1.5µm while the ellipti-
cal beam is larger in x-direction wx = 78µm such that atoms cannot flow
around the wire. The length of the wire wy = 5.8µm can be tuned by vary-
ing the distance of the collimation lens to the fiber. In this configuration
transversal confinement frequencies of νx =

√
P · 1.65(3) kHz/

√
mW can be

achieved with possible laser powers in excess of P = 100mW. The two
transversal confinements lead to a relatively high zero-point energy of the
1D trap 0.5νx + 0.5νz ∼ 0.55µK which is above the usual Fermi energy in
the reservoirs µ ∼ 0.4µK, such that a gate potential is necessary to transport
atoms.

Gate Potential

The gate beam is a circular Gaussian beam send through the upper micro-
scope collinear with the wire beam. The light is red detuned at 767nm
thus providing an attractive potential for the atoms. The size of the gate
beam is kept similar to the lightsheet waist in y-direction wgate,x = wgate,y ≈
30µm. This way the chemical potential around the wire can be tuned via
µ̃ = µ − (−Vg), where Vg can be increased up to Vg ∼ 2.5µK before the
attractive potential pierces the lightsheet trap and losses set in.

Wall Beam

The wall beam provides the mechanism to open and close the transport
constriction, thereby starting and stopping transport. The repulsive beam
at 532nm is shaped with a cylindrical lens into a highly elliptical beam
with wy = 8.6µm and wx = 54µm such that a high intensity is reached to
prevent atoms from flowing over the wall VWall ∼ 2.5ER while the transversal
size prevents atom flowing around it.
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Near-Resonant Beam

In some experiments presented here a near-resonant, strongly focused beam
is used to manipulate transport. For this purpose a digital micromirror de-
vice (DMD) is used to correct aberrations [62] of the objective (and the optics
in front of it) in order to project diffraction limited potentials at 671nm, i.e.
wmin ∼ 770nm [79]. For a more convenient alignment process the beam size
is often kept above the diffraction limit wDMD ∼ 1− 2µm, but smaller than
the wire length to act locally.

Alignment

The cloud generally provides the reference position for all optical potentials
impinging from different directions. The alignment is then according to the
following procedure

1. The lightsheet position is aligned to the clouds center position with
a picomotor (NewFocus Picomotor), since the alignment by hand is too
imprecise.

2. The wire is focused in z-direction with a transport measurement, i.e.
atoms only flow if the lithographic mask is sharply imaged on the
atoms. The focus is adjusted via the position of the upper microscope.

3. The lighsheet’s center in the horizontal plane is determined with ab-
sorption imaging through the microscope.

4. The wire is aligned to the center of the lightsheet using the position of
the upper microscope in the horizontal x− y plane.

5. The gate is aligned to the wire with a picomotor.

6. The near-resonant beam is aligned to the wire with the tilt aberration
providing a focus position shift.

7. The wall can be aligned by hand to the wire.

The alignment of the vertically projected transport beams to the lightsheet
can be performed either via the imaging in z-direction or via transport. The
near-resonant beam needs to be aligned using transport since the alignment
by eye is not reliable. Following the alignment of the transport geometry
the magnetic gradient in y-direction is used to align the bias, such that
transport ends at zero bias. In recent years the experiment is stable enough
to run around the clock which greatly reduced the need for realignment.

2.1.3 Absorption Imaging

The final event in the transport experiment is the in-situ absorption imaging
of the cloud either in horizontal or vertical direction.

• x-imaging. The full cloud can be imaged in x-direction with a low-
resolution, shot-noise limited [80] imaging system, see also Sec. 6.3.
The magnification is 3 which results in an effective pixel size of 4.3µm.
This imaging system allows taking spin resolved images of the cloud
and is primarily used for atom-number and thermometry measure-
ments.
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• z-imaging. In z-direction the lower microscope can be used to take
absorption images of the center of the cloud, FOV = 150× 150µm2.
The effective pixel size is 296nm which allows us to measure local
density effects, provided the density is high enough.

Technical details of the spin-resolved imaging can be found in Sec. 6.3 while
the technical details regarding the high resolution imaging are in Sec. 5.3.

In either case Beer’s law is used to estimate the local density via

I ′(z) = −nσ(ω, I)I(z) , (2.2)

where I is the intensity of the light and σ is the absorption cross-section of
the medium. The absorption cross-section in this case depends on the light
frequency and on the light intensity, since the imaging is performed around
the saturation intensity which provides the optimal signal-to-noise [81]. The
optical depth of the medium OD(y, z) = σ0

´
n(x,y, z)dx is then given

by [82]

OD = −α ln
(
If
Ii

)
+
Ii − If
Is,0

, (2.3)

where Ii,f is the initial and final picture of the cloud, i.e. the atom and bright
image. The parameter α provides a correction due to polarization and the
excited state structure, such that Is = αIs,0, where Is = 25.4W/m2 is the
saturation intensity. α is calibrated using the method outlined in Ref. [81].

The challenge when imaging lithium compared to other elements is that
the low mass leads to a quick acceleration when photons are scattered. Tak-
ing into account the resulting Doppler shift and the diffusion due to the scat-
tering the optimal imaging pulse lengths is 1− 3µs [81]. On the other hand,
imaging at high magnetic fields has the advantage that there are closed tran-
sitions which do not require repumping during the imaging.

Since there are some fringes in the absorption images due to imperfect op-
tical elements a fringe removal algorithm [83] is used to produce an optimal
bright picture which allows us to subtract said fringes in the atom picture.

2.2 THERMOMETRY OF THE FERMIONIC QUANTUM GAS

In order to determine the thermodynamic properties of the atomic cloud
beyond the atom-number we use standard thermometry techniques relying
on the equation of state of the non-interacting Fermi gas and the unitary
Fermi gas. The different techniques are compared in the PhD thesis of
S. Krinner [70], while in recent years the technique of choice has been the
second-moment method [84].

The second-moment method relies on the virial theorem relating the in-
ternal energy to twice the well-known potential energy such that

U/N = 3m6Liω
2
y ⟨y2⟩ , (2.4)

whereωy is the confinement frequency along the y-direction and ⟨y2⟩ is the
second moment. This relation also holds for the unitary Fermi gas [85]. The
second-moment is extracted from the 1D density profile of the cloud via

⟨y2⟩ =
´
n(y)y2dy´
n(y)dy

(2.5)

The image of the cloud is taken in-situ such that both spins can be imaged.
The density profile along the y-direction is given by the harmonic confine-
ment of the magnetic trap.
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Figure 2.4: Cloud shapes during preparation. For the separation the center of the
harmonic trap is shifted creating an imbalance of atom-number between the reser-
voirs. The following optical evaporation (image taken during evaporation) cools the
cloud to degeneracy. During transport the imbalance can relax. Imaging is per-
formed in the harmonic trap given by the radial magnetic confinement.

Experimentally, the transport experiments require us to obtain the degen-
eracy of two half-harmonic clouds separately. In order to do this the position
of the wall, intersecting the cloud is determined via a fit. Then a fixed region
around the wall is removed from the picture, where the density too small
to be estimated correctly by our imaging system. For the second-moment
determination each half-harmonic reservoir is assumed to be mirrored such
that its thermodynamic quantities can be determined assuming harmonic
reservoirs.

In order to obtain the thermodynamic quantities of each reservoir we take
the following steps:

1. N – The atom number is determined from the integration of n(y) along
the y-direction.

2. ⟨y2⟩ – The non-interacting density profile is fitted to the density profile
n(y) to reduce noise in the wings of the cloud [16]. This density profile
fits even in the strongly-interacting gas.

3. EF – The atom-number N and the calibrated trap frequencies ω̄ =

(ωxωyωz)
1/3 are used to calculate the Fermi energy via

EF,i =  hω̄(6 · 2Ni)
1/3 , (2.6)

where the factor of 2 is included since the atom number Ni (with
i = L,R) is that of a half-harmonic reservoir.

4. (U/NEF)i – The energy per particle normalized by the Fermi energy is
obtained from the second moment via Eq. 2.5 and the Fermi energy.

5. q0,i – The reduced chemical potential q0,i at the center of the cloud is
found from the equation-of-state of the gas [40]. The equation-of-state
was previously integrated over the harmonic trap and the relations
between (U/NEF)i and q0,i are saved in a look-up-table.

6. The remaining thermodynamic quantities, e.g. T/TF and S/NkB, can
then be calculated using the equations given in Tab. 2.1.
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Non-interacting Unitary

Central density n3D

F1/2(q0)

λ3T

fn(q0)

λ3T

Atom number N
(
kBT
 hω̄

)3

F2(q0)
4√
π

(
kBT
 hω̄

)3

N2(q0)

Temperature T/TF (6F2(q0))
−1/3

(
24√
π
N2(q0)

)−1/3

Entropy S/NkB 4
F3(q0)

F2(q0)
− q0

8

3

N4(q0)

N2(q0)
− q0

Internal energy U/NEF
3

61/3
F3(q0)

F2(q0)4/3

(π
9

)1/6 N4(q0)

N2(q0)4/3

Compressibility κ/N
1

kBT

F1(q0)

F2(q0)

1

2kBT

N0(q0)

N2(q0)

Dilatation coefficient αr/kB 3
F2(q0)

F1(q0)
− q0 6

N2(q0)

N0(q0)
− q0

Specific heat CN/NkB 12
F3(q0)

F2(q0)
− 9

F2(q0)

F1(q0)
8
N4(q0)

N2(q0)
− 18

N2(q0)

N0(q0)

Table 2.1: Thermodynamic properties of a harmonically trapped Fermi gas. Den-
sity n3D at the trap center for a single spin, atom number N, temperature T ,
internal energy U, entropy S, compressibility κ = (dN/dµ )|T , dilatation coeffi-
cient αr = −(dµ/dT )|N and specific heat CN = T(dS/dT )|N as a function of the
reduced chemical potential q0 = µ0/kBT at the trap center. The atom number N
is obtained by integrating the local density for one spin over the entire trap. All
other extensive quantities are normalized by N and do not depend on whether
one or two spins, or one or two half-traps (reservoirs) are considered. The func-
tions Nj(q0) =

´∞
0 r

jfn(q0 − r2)dr indicate the dimensionless moments of the di-
mensionless function fn introduced in Ref. [86]. The functions Fj(q) are the com-
plete Fermi-Dirac integrals, ω̄ is the geometric mean of the trap frequencies and
λT =

√
2π h2/mkBT is the thermal wavelength. Adapted from Ref. [36].
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Importantly, the previously discussed quantities are determined during
imaging where the atoms are held in a well-calibrated harmonic trap. Dur-
ing transport the shape of the cloud is quite different as can be seen in
Fig. 2.4. The thermodynamic quantities during transport are calculated as-
suming that the transport geometry is ramped down adiabatically such that
the entropy per particle S/NkB stays constant. The possibly different trap
frequencies are then included via the Fermi energy EF,tr while the effect of
the lightsheet, pushing the atoms away from the center is included via the
equation-of-state.

2.3 BIAS PREPARATION METHODS

One of the advantages of operating in a voltage driven transport configu-
ration is the possibility to easily prepare biases in chemical potential, tem-
perature/entropy and spin/magnetization. The three different preparation
methods are sketched in Fig. 2.5 where for each bias the position of the
harmonic magnetic confinement in y-direction is varied with respect to the
wall to create the biases

Vmag,y =
1

2
m6Liω

2
y(B)y

2 + µ(B)B ′yy , (2.7)

with the magnetic moment µ(B) and the confinement frequencyω(B) which
depend on the Feshbach field and the magnetic gradient B ′y in y-direction.
All three biases are prepared before or via evaporation such that the system
is in thermodynamic equilibrium before transport.

Chemical Potential Bias

In order to prepare a chemical potential bias, i.e. particle number imbalance,
the cloud is first displaced in y-direction (see 2nd step in Fig. 2.5(a)) then the
wall is separating the left and right reservoir and the harmonic confinement
is recentered. During the following evaporation the center of the confine-
ment is shifted in the opposite direction, such that the reservoirs reach the
same temperature even though the initial chemical potential is different.

New Temperature Bias Preparation

Preparing small biases at small temperatures is difficult using parametric
modulation of the gate beam inside the reservoirs [87]. This is why we de-
veloped a new technique to prepare temperature biases via the compression
of the trap. Figure 2.5 shows the temperature bias preparation in its middle
column. The cloud is separate with the wall before the magnetic gradient
in y-direction is used to shift the center of the magnetic confinement, see
3rd step in Fig. 2.5. Then the cloud is optically evaporated which in our
system is more efficient in the decompressed trap, leading to a lower final
temperature on the right. Finally, the magnetic gradient is removed such
that the left and right reservoir feel the same confinement, but at different
temperatures.

Spin Bias

The spin bias is created via the magnetic field dependence of the confine-
ment frequency ωy(B) which is different for the three lowest hyperfine
states at low magnetic fields. Here, the spin bias is created for the 1 − 3
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Figure 2.5: Preparation of biases in chemical potential, temperature and spin. (a)
The preparation schemes for all three biases rely on shifting the center of the har-
monic magnetic confinement using a magnetic gradient in y-direction. The chemical
potential bias is created by shifting the cloud, then blocking the constriction with the
wall and subsequently shifting the potentials back to their original position. For the
temperature bias (b) the wall is separating the reservoirs before shifting, such that
the reservoirs are evaporated at different confinements. We find that this leads to
a higher temperature in the denser reservoir. This confinement is also used in the
case of a chemical potential bias to prevent a temperature difference from building
up during evaporation. The spin bias (c) is created via sinusoidal modulation of the
magnetic trap position at B ∼ 40G where the hyperfine states experience the largest
difference in magnetic confinement frequency along y. Stopping the dipole oscilla-
tion at the correct time with the wall leads to a spin bias. Adapted from Ref. [70].
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Figure 2.6: Preparation of a spin bias. (a) Sinusoidal modulation of the trap position
in y-direction excites the dipole mode which has different resonance frequencies for
two spin-states, i.e. νy,1 = 10.96(6)Hz and νy,3 = 9.97(8)Hz. The oscillations
are out-of-phase and a relative magnetization ∆M/N shows the expected oscillation
at the average frequency with a slow envelope at the frequency difference. (b) The
system can be described as a damped, driven harmonic oscillator which can be fitted
with a damped Lorentzian, the resonance is at fc = 9.99(8)Hz.
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mixture. The difference in magnetic moment is maximal at around B = 52G.
The dipole oscillation is excited via a sinusoidal modulation of the gradient
B ′y ∼ sin(ω0t), see Fig. 2.5(c). Figure 2.6(a) shows the resulting dynamics
of the relative magnetization ∆M/N which oscillates at (νy,1 + νy,3)/2 =

10.47(5)Hz with an envelope of (νy,1 − νy,3)/2 = 0.49(5)Hz. The oscilla-
tions of the magnetization can be modeled with a driven, damped harmonic
oscillator as can be seen in Fig. 2.6(b) where a damped Lorentzian is fitted
to the resonance.

2.4 TWO-TERMINAL TRANSPORT MEASUREMENTS

In this section a terse introduction of the transport measurements is pro-
vided. First the transport model describing two-reservoir coupled by a re-
sistive junction is introduced and secondly the Landauer theory, governing
transport through a quantum point contact is described. For a more thor-
ough discussion of the basics underlying the transport in this experiment
the PhD thesis of S. Krinner [70] is detailing particle transport, while the
PhD thesis of S. Häusler [71] provides more details regarding the transport
of heat.

The RC Model

The transport geometry of two-reservoirs connected by a junction is in the
simplest case modeled by an RC-circuit where the capacitance C is the com-
pressibility κ of the reservoirs and the resistance R is the inverse conductance
G of the junction. In our system transport is then observed by applying a
“voltage” bias, here a chemical potential bias ∆µ = µL −µR. Alternatively it
would be possible to apply a constant current. In the linear regime the bias
drives a current via

IN = Gδµ , (2.8)

with G being the conductance of the junction and the particle current IN =

−0.5 ∂∆N/∂t =. The chemical potential in each reservoir can be linearized
via dµ = ∂µ/∂N |TdN = κdN such that the equation of motion is obtained

∂∆N

∂t
= ∆N/τ = ∆N2G/κ , (2.9)

which is equivalent to the e.o.m. of an RC circuit. The compressibility is
provided by the Pauli principle (the Fermi energy is the electrical potential)
such that each reservoir contributes κ/2 since generally the capacitance is
defined for a combination of two plates. In the experiment the exponential
solution to the equation of motion of the RC circuit is used to measure
the conductance. The conductance is determined by measuring the particle
imbalance ∆N at two points via

G =
κ

2t
ln
(
∆N(0)

∆N(t)

)
, (2.10)

where t is the time during which the wall is open and ∆N(0) is deter-
mined as an average over measurements where no transport is happening.
Figure 2.7(b) shows a measurement of the conductance obtained with the
method explained here. The atom number imbalance corresponding to
Vg + µ < 1µK is used to determine ∆N(0). Interestingly, the Landauer
formalism works in our system even in the non-interacting regime where
thermal equilibration is not obvious [6], though it has been shown that the
formalism holds even in a microcanonical limit [88].
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Figure 2.7: Quantized conductance measurement. The schematic energy landscape
for a single-particle transmitted through a harmonically confined, ballistic region
is shown in (a). The blue parabolas show the possible transmission modes for the
fermions. The average chemical potential µ̄ (gray dashed line) determines how many
modes are occupied. The bias driving a current is given by the chemical potential
difference ∆µ. (b) The quantized conductance curve shown here was measured
using Eq. 2.10. The solid line is a fit which provides the step-size, given by the
confinement frequency νx = 15.8(54) kHz, and the temperature of the reservoirs via
the broadening of the step T = 59(12)nK.
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Coupled Particle and Heat Transport

As soon as there is coupling between transported currents the dynamics
deviate from the simple exponential behavior and in the linear regime are
described by a sum of exponentials. The most common coupled transport
scenario in our experiment is the thermoelectric transport, where heat/en-
tropy and particle transport interact. Microscopically the coupling stems
from an asymmetry in the dispersion relation, i.e. thermoelectricity requires
particle-hole asymmetry [44]. The transport is then described by a 2× 2 ma-
trix obeying the Onsager relation. The derivation of the matrix coefficients
is described in Ref. [71].

The starting point of the thermoelectric transport is a current which trans-
ports both heat and particles. In terms of thermodynamics it is most straight-
forward to begin with an energy current IE. In the case where the energy
current does not do work it can be considered equivalent to the heat current.
Generally the heat flow is given by [3]

IQ = IE − µ̄IN . (2.11)

The entropy current is found from dQ = TdS such that

IS =
1

T̄
IE −

µ̄

T̄
IN . (2.12)

In the case of thermoelectric transport we like to use the basis of extensive
particle IN and entropy current IS, driven by intensive chemical potential
∆µ and temperature δT biases. The current-voltage characteristic is then
given by(

IN

IS

)
= G

(
1 αc

αc L+α2c

)(
∆µ

∆T

)
, (2.13)

with the Lorenz number L and the Seebeck coefficient αc. The Seebeck
coefficient αc quantifies the coupling between entropy and particle trans-
port, i.e. the transported entropy per particle αc = IN/IS|∆T=0. The
Lorenz number is the ratio between the Ohmic heat and particle conduc-
tance L = GT/TG. One interesting observation is that the entropy current is
given by IS = αcIN+(L+α2c)∆T which implies that each particle transports
a certain entropy by itself which means that the thermoelectric power αc is
just the advectively transported entropy, i.e. the transported entropy per
particle. The remaining contribution to the entropy current is the diffusive
exchange of entropy between the reservoirs.

The overall timescale of transport is given by the conductance G. These
equations describe the transport constraints given by the junction, while the
reservoirs can also have a significant influence on the observed transport
behavior [87] via their response coefficients. The reservoir response coeffi-
cients give the linearized chemical potential and temperature bias in units
of the measured particle number and entropy bias.(

∆µ

∆T

)
=
1

κℓ

(
ℓ+α2r −αr

−αr 1

)(
∆N

∆S

)
, (2.14)

with the compressibility κ, the dilatation coefficient αr and the reservoir
Lorenz number ℓ. The dilatation coefficient is in principle the counterpart
to the Seebeck coefficient in the channel. It describes the change of entropy
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with particle number in the reservoirs via αr = −(∂S/∂N )|T . The reservoir
Lorenz number is given by the ratio of specific heat to compressibility ℓ =
CN/Tκ, with CN = T(dS/dT )|N. In analogy to its transport counterpart,
the reservoir Lorenz number describes ratio between the “ability” of the
reservoir to absorb heat over the ability to absorb particles.

Inserting Eq. 2.14 into Eq. 2.13 gives the equation of motion of the coupled
system

d

dt

(
∆N

∆S

)
= −

2G

ℓκ

(
ℓ−ααr α

−(L2 +αcα)αr + ℓαc L2 +αcα

)(
∆N

∆S

)
, (2.15)

alternatively the easier to interpret equations of motion in the ∆N, ∆T basis
are

d

dt

(
∆N

∆T

)
= −

2G

κ

(
1 κα

α (L+α2)/ℓ

)(
∆N

∆T

)
. (2.16)

The parameter α = αc − αr is the effective thermopower which gives the
direction of thermoelectric response, i.e. for α > 0 the particle transport is
from hot to cold while for α < 0 it is from cold to hot reservoir. We call
these regimes channel dominated if α > 0 and reservoir dominated if α < 0.
The channel dominated regime is termed due to the fact that the channel
prefers transport of hot particles (due to the zero point energy) while cold
particles are blocked. The reservoir dominated regime exists because the
chemical potential of the reservoir has a temperature dependence given by
αr when linearized. The solution to both equations of motion are biexpo-
nential functions with two timescales describing the initial response and
final relaxation [71].

In the case of a magnetization imbalance there is no coupling between
spins and particle current in the channel, but the reservoirs can be used to
induce a spin current via ∆M = ML −MR = (NL↑ −NL↓) − (NR↑ −NR↓).
In linear response the current voltage relation is again given by

IM = GM∆µM , (2.17)

with ∆µM = (∆µ↑ −∆µ↓)/2. Again, the chemical potential is related to the
atom number via a reservoir response coefficient, here the spin susceptibility
χ = ∂M/∂µM , with µM = (µ↑ − µ↓). The equation of motion is thus given
by

−
d∆M(t)

dt
=
GM

χ
∆M . (2.18)

The spin-susceptibility has been measured in Ref. [27] and calculated in
Ref. [89] for the unitary Fermi gas, thus allowing us to determine the spin-
conductance in the experiment. In order to obtain a coupling similar to
the Seebeck effect between spin-currents and particle currents it would be
necessary to engineer a coupling process, e.g. Raman transition, inside the
channel.

2.4.1 Landauer-Büttiker Theory

The previously discussed models are purely phenomenological, i.e. they re-
produce our transport experiments but do not have a microscopic origin. In
this section the microscopic Landauer-Büttiker theory is introduced which
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allows us to calculate the transport coefficients of the phenomenological
model in the non-interacting regime a priori from the knowledge of the
underlying potential landscape and the degeneracy in the reservoirs.

Quasi-1D Potential Landscape

Figure 2.3(c) shows the quasi-1D potential landscape calculated from the
confinement potentials provided by the constriction beams. The general
idea is that we can separate the atomic wavefunction into different com-
ponents along the spatial-directions given the confinement variations being
adiabatic with respect to the atomic wavefunction [90]

ψ(x,y, z) = ϕn(x)ϕj(z)e
iky (2.19)

where ϕ are wavefunctions of the harmonic oscillator. The Schrödinger
equation is then given by

p̂2

2m
ψ(y) + V1D(y)ψ(y) = Eψ(y) , (2.20)

where V1D(y) is the quasi-1D potential landscape given by the transversal
confinement and the potentials along the y-direction, see Fig. 2.3(c). The
confinement as a function of space is described by a Gaussian via

ν(y) = ν0e
−y2/w2

= ν0E(y) , (2.21)

with the confinement frequency ν0 and the beam waist w. The total confine-
ment frequencies are then given by

νx(y) =
√
ν2WIW(y) + ν2gIg(y) + ν

2
x,d , (2.22)

νz(y) =
√
ν2LSILS(y) + ν

2
z,d , (2.23)

with the wire confinement νW , the lightsheet confinement νLS, the dipole
trap confinement νd and the gate beam confinement νg. The correspond-
ing intensity functions are defined as Ii = e−2y2/w2

i where i = {LS,g,W}.
The zero-point energy V0 is the sum over these confinements for the lowest
mode

V0(y) = hνx(y)/2+ hνz(y)/2− h(νd,x + νd,z)/2 . (2.24)

The total quasi-1D potential landscape is ultimately given by the sum over
all contributing potentials

V1D(y) = V0(y)−Vg(y)+VLS(y)+VW(y)+hνx(y)nx+hνz(y)nz , (2.25)

where the higher transversal modes are described by hνi(y)ni. The poten-
tials VLS(y) and VW(y) are in principle zero at the position where transport
takes place, i.e. x = 0, z = 0, but experimentally it is found that both have a
non-zero darkness within the nodal lines of the TEM01 due to optical aber-
rations. This additional zero-point energy is accounted for by VLS(y) and
VW(y). The gate potential on the other hand does provide a desired attrac-
tive shift of the potential landscape. The potential landscape of the different
beams are displayed in Fig. 2.3(c).
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Landauer-Büttiker Formalism

In the adiabatic limit the current through the potential landscape is given by
the Landauer-Büttiker formula [91, 92] as a sum over the transversal modes

IN =
1

h

∑
n,j

ˆ
(fL(E) − fR(E))Tn,j(E)dE , (2.26)

where Tn,j is the transmission through a mode and f(E) are the Fermi-Dirac
distributions of the reservoirs

fi(E,µ, T) =
(
1+ exp

(
E− µi
kBT

))−1

, (2.27)

with the chemical potential µi of the left and right reservoir. In the limit of
zero temperature and using the Ohmic current bias relation the conductance
can be expressed as

G =
1

h

∑
n,j

Tn,j(µ̄) , (2.28)

where µ̄ is the average chemical potential and ∆µ ≪ µ̄. This is the well-
known formula for quantized conductance [5, 6, 93, 94] in a quantum point
contact. At finite temperature the conductance is obtained by weighting the
transmission with the Fermi-Dirac distribution of the reservoirs

G =
1

h

∑
n,j

ˆ
Tn,j(µ̄)

(
∂f(E, µ̄, T)

∂E

)
dE , (2.29)

which leads to a broadening of the conductance curves by 4kBT . Figure 2.7(a)
displays the energy landscape for a fermionic particle being transmitted
through a region of quantized harmonic confinement. The measurement of
the conductance by varying the average chemical potential, see Fig. 2.7(b),
displays the quantized conductance plateaus expected from Eq. 2.28. The
length of the plateaus can be used to quantify the transversal confinement
while the step length is given by the temperature broadening of the Fermi-
Dirac distributions. We also find that the onset of conductance ∼ 1.25µK
is larger than the step size indicating a non-zero darkness of the lightsheet
and wire beams.

Beyond the particle transport we can derive the heat, entropy and energy
current from the difference of left and right moving energies. The right
moving flows are given by

IE,→ =
1

h

ˆ
T(E)fL(E)EdE , (2.30)

IQ,→ =
1

h

ˆ
T(E)fL(E)(E− µ̄)dE , (2.31)

IS,→ =
kB
h

ˆ
T(E)fL(E)

(E− µ̄)

T̄
dE . (2.32)

In the limit of irreversible processes the entropy production rate Ṡ allows
us to identify all fluxes and their thermodynamic forces. The local rate of
production of entropy is given by the outflow of entropy from the region
and the increase of entropy in the region

ṡ =
∂s

∂t
+∇ · JS , (2.33)
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where s is the local entropy density and JS is the current density. Assuming
the extensive parameters energy and particle number are conserved, the
entropy production can be written as [3]

ṡ =
∑
k

∇FkJk , (2.34)

with Fk = ∂S/∂Xk being the generalized force driving the system towards
equilibrium and Xk is an extensive parameter. In the case of an entropy
current driven by an intensive chemical potential and temperature bias the
entropy production rate is given by

Ṡ = ∇ 1
T
IE −∇µ

T
IN . (2.35)

The currents Ik are tending to zero for infinitesimal small forces such that
they can be expanded in powers of those

Ik =
∑
j

(
∂Ik
∂Fj

)
Fj +

1

2!

∑
i

∑
j

(
∂2Ik
∂Fi∂Fj

)
FiFk + . . . , (2.36)

with the so-called kinetic coefficients Ljk = ∂Ik
/
∂Fj and Lijk. This formula

can thus be used to write the linear current bias characteristic for thermo-
electric transport

IN = −L11∇
µ

T
− L12∇

1

T
, (2.37)

IE = L21∇
µ

T
+ L22∇

1

T
. (2.38)

The Onsager relation then dictates that L12 = L21 and the kinetic coeffi-
cients can be calculated in the non-interacting system from the microscopic
Landauer-Büttiker formalism. In addition, the transport coefficients can be
related to the kinetic coefficients such that the conductance G, the Seebeck
coefficient αc and the Lorenz number L can be numerically calculated. The
details of the derivation can be found in Ref. [71]. For the calculation a
general Landauer integral can be defined

Lk =
1

h

ˆ
T(E)(E− µ̄)k

(
∂f(E, µ̄, T)

∂E

)
dE . (2.39)

Then the transport coefficients are given by

G = L0 , (2.40)

αc =
1

T̄

L1
L0

, (2.41)

L =
1

T̄2

(
L2
L0

−
L21
L20

)
. (2.42)

The transmission T(E) can be numerically calculated from solving the 1D
Schrödinger equation using Numerov’s method for a particle scattering at
the 1D potential given by the potential landscape V1D(y). The transport
coefficients are then calculated via the kinetic coefficients Ljk.
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The atomic level structure of 6Li at high magnetic fields in the Paschen-
Back regime [72] is seemingly simple since it mostly consists of “closed”
transitions. In this regime the interaction with an external magnetic field is
larger than the internal hyperfine interaction such that instead of the quan-
tum number F, mJ and mI become the good quantum numbers. This leads
to 6 degenerate ground-states in the 2S1/2 manifold and 18 total states in
the excited state manifolds 2P3/2 and 2P1/2 which are often assumed to
have a singular set of quantum numbers. Since light-fields cannot couple
to the mI quantum number of the atoms nuclear angular momentum I the
transitions between ground and excited states are considered closed. In this
chapter we want to outline how one can use the admixtures of the differ-
ent hyperfine states, albeit small, to enable many interesting possibilities
for atom-light interactions at high-magnetic fields. This implies that strong
s-wave scattering interactions between the ground-states can be combined
with dissipative, coherent and even spin-coupling atom-light interactions.

We first describe the atomic level structure at high magnetic fields and
the resulting dipole matrix elements of the resulting transitions. Additional
details regarding the electronic structure of the atom in a magnetic field can
be found in the master thesis of L. Bartha [95]. In the second section sin-
gle photon transitions used for dissipative and dispersive manipulation of
transport are discussed. In the last section two-photon transitions between
two ground-states forming a lambda system are outlined.

3.1 ATOMIC LEVEL STRUCTURE AT HIGH EXTERNAL MAGNETIC FIELDS

In this section we are going to focus on the ground-state manifold 2S1/2
and the excited state manifolds 2P1/2, 2P3/2 which form the D1 and D2

transitions respectively shown in Fig. 3.1(a)-(b). For lithium the fine struc-
ture contribution, splitting the excited state manifold by ∆EFS = 10.056GHz
is fairly small since ∆EFS ∼ Z2α2, where α is the fine-structure constant
and Z is the nuclear charge number. Implying that both D1 and D2 lines
can be accessed with one laser. Figure 3.1(a) displays how the hyperfine
splitting further splits each manifold given their respective total angular

27
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Parameter Value

νD1, λD1 D1 transition 446.789 596THz, 670.992 477nm

νD2, λD2 D2 transition 446.799 648THz, 670.977 380nm

Γ natural linewidth 5.8724MHz

∆EFS, P fine struct. splitting 10.056GHz

∆ES, ∆EP1/2
, ∆EP3/2

hyperfine splitting 228.2, 26.1, 4.4MHz

gL orbital gyrom. factor 0.99999587

gS spin gyrom. factor 2.0023193043737

gI nuclear gyrom. factor −0.000447654

gJ,S, gJ,P1/2
, gJ,P3/2

electronic gyrom. factor 2.002301, 0.6668, 1.335

d1/2→1/2, d3/2→1/2 red. matrix element dJ ′→J −2.812× 10−29 , 3.997× 10−29 Cm

Table 3.1: Atomic properties of 6Li [96].

momentum F, i.e. the ground state manifold is split into F = 1/2, F = 3/2 by
∆EHFS = 228.2MHz. The hyperfine interaction is given by

HHFS = AI · J (3.1)

which provides a splitting given by ∆EHFS ∼ Zα2.
Applying an external magnetic field B = Bez leads to an additional in-

teraction H ∼ µ · B between the atoms magnetic moment µ and the external
field. Taking into account both the atoms electronic moment gJµBJ and its
nuclear moment gIµBI the Zeeman interaction is

H = µB(gJJ · B + gII · B) , (3.2)

with the Bohr magneton µB and the gyromagnetic factors gI and gJ. Ta-
ble 3.1 contains the values for the gyromagnetic factors for 6Li. In the limit
where the Zeeman interaction µBB is larger than the hyperfine interaction
A the Zeeman interaction cannot be written in terms of F · B, but the states
have to be expressed as |ImIJmJ⟩ and the hyperfine splitting is calculated
as a perturbation on these eigenstates. This limit of µBB > A is reached at
rather low magnetic field values in lithium, since µB/h = 1.4MHz/G and
EHFS ≈ 228MHz. The interaction in this Paschen-Back limit is then given by

H = µB (gJJ · B + gII · B) +AJ · I . (3.3)

Figure 3.1(a)-(b) shows the resulting atomic level structure calculated at
varying magnetic field strength for the states involved in the D1 and D2

transition. The Paschen-Back regime extends up to fields where the orbital
angular momentum becomes the valid quantum number, i.e. the Zeeman
shift leads to a level crossing between the P1/2 and P3/2 manifold. This
hyper Paschen-Back regime is reached at around 3200G in lithium [97].

For us, it is particularly interesting how the eigenstates of the interac-
tion Hamiltonian in Eq. 3.3 are composed of the basis states |ImIJmJ⟩. The
eigenstates can be calculated, assuming B = Bez and the ladder operators
J± = Jx ± iJy and I± = Ix ± iIy via

H = µBB (gJJz + gIIz) +A

(
JzIz +

1

2
J+I− +

1

2
J−I+

)
. (3.4)
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G. states S1/2 Exc. states P1/2, P3/2
|1⟩ |−1/2, 1⟩− ϵi |1/2, 0⟩ |e1⟩ |−1/2, 1⟩− ϵi |1/2, 0⟩
|2⟩ |−1/2, 0⟩− ϵi |1/2,−1⟩ |e2⟩ |−1/2, 0⟩− ϵi |1/2,−1⟩
|3⟩ |−1/2,−1⟩ |e3⟩ |−1/2,−1⟩
|4⟩ |1/2,−1⟩+ ϵi |−1/2, 0⟩ |e4⟩ |1/2,−1⟩+ ϵi |−1/2, 0⟩
|5⟩ |1/2, 0⟩+ ϵi |−1/2, 1⟩ |e5⟩ |1/2, 0⟩+ ϵi |−1/2, 1⟩
|6⟩ |1/2, 1⟩ |e6⟩ |1/2, 1⟩

|e7⟩ |−3/2,−1⟩
|e8⟩ δj |−1/2,−1⟩+ |−3/2, 0⟩
|e9⟩ δ ′j |1/2,−1⟩+ δj |−1/2, 0⟩+ |−3/2, 1⟩
|e10⟩ |−1/2,−1⟩− δj |−3/2, 0⟩
|e11⟩ δj |1/2,−1⟩+ |−1/2, 0⟩− δj |−3/2, 1⟩
|e12⟩ δ ′j |3/2,−1⟩+ δj |1/2, 0⟩+ |−1/2, 1⟩
|e13⟩ δj |3/2, 0⟩+ |1/2, 1⟩
|e14⟩ δj |3/2,−1⟩+ |1/2, 0⟩− δj |−1/2, 1⟩
|e15⟩ |1/2,−1⟩− δj |−1/2, 0⟩+ δ ′j |−3/2, 1⟩
|e16⟩ |3/2, 1⟩
|e17⟩ |3/2, 0⟩− δj |1/2, 1⟩
|e18⟩ |3/2,−1⟩− δj |1/2, 0⟩+ δ ′j |−1/2, 1⟩

Table 3.2: Eigenstates of the 6Li atom interacting with a strong external magnetic
field.

In the S, P1/2 manifold the eigenstates are then given by two sets of two and
four different states respectively. The first set of states are the uncoupled
states which are unaffected by the ladder operators, i.e. the states with
mF = ±3/2. The second set, of four, are the coupled states, where mF

preserving couplings give rise to a mixture of states. The coupling energy
is given by A and consequently the admixture of the states is proportional
to ϵi ∼ A/µBB, continually decreasing with stronger fields.

Table 3.2 contains the eigenstates in the |mJ,mI⟩ basis, ordered by increas-
ing energy. For the P3/2 manifold there are 12 states, again two of which
are uncoupled |e1⟩, |e10⟩ here with mF = ±5/2 while the remaining states
are mixed according to Eq. 3.4. The admixtures δ and δ ′ are again inversely
proportional to the magnetic field ∼ A/µBB, with δ ′ being smaller than δ.
The precise admixtures ϵ, δ and δ ′ vary for each individual state, but they
can be calculated analytically [95]. For simplicity, we obtain them numer-
ically, i.e. at B = 900G we find ϵS1/2

∼ 4× 10−2, ϵP1/2
∼ 1× 10−2 while

δ ∼ 1× 10−4 and δ ′ ∼ 1× 10−9.
The eigenenergies of the states is calculated via diagonalization of Eq. 3.3

called Breit-Rabi formula [98]

E± =
1

4

(
−A+ 4µBBgImF ±

√
9A2 − 8AµBB(gI − gJ)mF + 4(µBB(gI − gJ))2

)
,

(3.5)

where + accounts for states with F = 3/2 and − for states with F = 1/2.
The eigenenergies of the P3/2 manifold are obtained numerically, though
an analytical expression exists [95].
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3.2 INTRODUCTION TO TWO-LEVEL SYSTEM

In this section we use the previously obtained atomic level structure com-
bined with the transition rules to find possible transitions at high magnetic
fields. Table 3.2 already indicates that there are weak transitions beyond
the normally used strong imaging transitions. In order to determine possi-
ble transitions and their strength the dipole matrix element in semiclassical
approximation is calculated

deg =
∑
q

eq ⟨e|dq |g⟩ , (3.6)

where eq is the polarization of the light field and dq is the polarization
dependent dipole moment of the atom. The calculation of deg can be sim-
plified using the Wigner-Eckart theorem which allows expressing the expec-
tation value in the current basis |ImIJmJ⟩ as a multiplication of Clebsch-
Gordan coefficient ⟨JmJ1q|J

′m ′J⟩ and reduced matrix element ⟨J ′| |d| |J⟩. The
reduced matrix element ⟨J ′| |d| |J⟩ can be even further simplified to αJJ ′ ⟨L ′| |d| |L⟩
using the Wigner-Eckart theorem a second time. The values for the reduced
matrix element are given in tab. 3.1. The Clebsch-Gordan coefficient incor-
porates the selection rules for the transitions and quantifies the change of
angular momentum mJ by a photon

d
q
ij =

1√
2J ′ + 1

δmI mI ′ ⟨JmJ, 1q|J ′m ′J⟩αJJ ′ ⟨L
′| |d| |L⟩ . (3.7)

The polarization is encoded in q such that the transferred angular momen-
tum is q = +1, q = −1 or q = 0 for σ+, σ− and π polarization, re-
spectively. In case of the D1 transition the Wigner-Eckart theorem gives
α1/2→1/2 = −

√
2/3 while for the D2 transition α1/2→3/2 =

√
4/3 [96].

The value of the individual dipole matrix elements quantifies the strength
of an optical transition. The spontaneous decay is one example of such a
transition where the emission rates Γeg between the transitions from excited
state to different ground states is given by

Γeg =
hνeg

3πϵ0c3 h3

∑
q

|⟨e|dq |g⟩|2 . (3.8)

The natural linewidth is then calculated as the sum over all individual decay
rates from one excited state, given in Tab. 3.1. Importantly, the spontaneous
transition rate Γeg does not quantify the line-shape when driving an indi-
vidual transition to this excited state. Table 3.3 contains the possible optical
transitions at high magnetic fields for 6Li. The transition strength is quanti-
fied in terms of branching ratios defined as

β =
Γeg∑
g Γeg

. (3.9)

The individual transition strengths are proportional to the admixture of the
involved states to the eigenstate. Comparing Tab. 3.2 and Tab. 3.3 we find
that the weak transitions are present due to the mixture of hyperfine states,
implying that the transition strength depends on ϵ, δ and δ ′ and therefore
also on the magnetic field strength.

The value of the transition frequency is νeg calculated from the bare tran-
sition frequencies (see Tab. 3.1) including the Zeeman shift at high fields
calculated from Eq. 3.5.
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As an additional visualization of the possible transitions in 6Li, Fig. 3.2
and Fig. 3.3 show the possible optical transitions schematically, where the
line thickness corresponds to the branching ratio and the color to the polar-
ization of the emitted light.

In the following we would like to calculate both the dispersive and dissi-
pative part of the atom-light interaction for these transitions, i.e. the dipole
potential and the scattering rate. The classical atom-light interaction quan-
tifies this interaction via the polarizability of the atom. In analogy to an
electric dipole interacting with an electric field the induced dipole moment
of the atom is

d = αE , (3.10)

with the polarizability α and the electric field E. In a dilute medium this po-
larizability contributes to the polarization density P = Nd which determines
its susceptibility via

χ =
N

ϵ0
α . (3.11)

The optical susceptibility determines the refractive index and absorption of
a medium implying the importance of the real and imaginary part of the
polarizability. In the case of an atom interacting with an electromagnetic
field the potential energy, i.e. dipole potential, of the induced dipole is

V = −
1

2
d · E , (3.12)

inserting the oscillating electric field and applying the Rotating-Wave ap-
proximation the dipole potential can be derived as

V = −
I

2ϵ0c
Re(α) , (3.13)

also known as the ac Stark shift. The repulsive and attractive limit of the
dipole potential can again be understood in close analogy to a dipole, where
depending on the detuning the dipole lags behind the field with an angle
either aligned (∆ < 0) or opposed (∆ > 0) to the field leading to attraction or
repulsion, respectively. The photon scattering rate for the atom interacting
with a field can be derived from the radiated power from the atom

Prad =

ˆ
dΩr2 ⟨S⟩ · r̂ =

∣∣d̈∣∣2
3πϵ0c3

, (3.14)

with the Poynting vector S. Dividing the radiated power by the photon
energy gives the scattering rate

R =
Prad
hν

=
I

 hϵ0c
Im(α) , (3.15)

for a single resonance which is closely related to the absorption of a dilute
medium.

Importantly, these results are only applicable for small intensities where
the excited state population can be ignored. The saturation intensity Is
is introduced as an intensity scale which allows distinguishing between the
previously discussed classical limit and the behavior at large intensities. The
saturation intensity is defined as

Is,j =
 h2ϵ0cΓ

2

4d2j
, (3.16)
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and the saturation parameter as

I

Is,j
=
2Ω2

j

Γ2
, (3.17)

where the index j represents the specific transition and Ωj is the Rabi fre-
quency of the transition. The index j is here used as an abbreviation of
i, j,q used in Eq. 3.7. In order to take saturation effects into account the
atom-light interaction has to be solved using the optical Bloch equations [72,
99]. This is considered the semiclassical solution to the atom-light inter-
action, where the light-field is still classical while the dipole becomes an
operator. The Bloch equations are derived by using a density matrix oper-
ator ρ̂ approach where the equations of motion can be deduced from the
von-Neumann equation

∂

∂t
ρ̂ = −

i
 h

[
ĤA + ĤAL, ρ̂

]
. (3.18)

In the Rotating wave approximation the atom is described by HA and the
atom-light interaction by HAL

HA = − h∆ |e⟩ ⟨e| (3.19)

HAL =
 h

2
(Ω∗ |g⟩ ⟨e|+Ω |e⟩ ⟨g|) , (3.20)

with the detuning ∆ = ν− νeg and the coupling between the ground and
excited state given by the Rabi frequency Ω

Ω(r) =
⟨d̂⟩E(r)

 h
= |Ω(r)|eiϕ(r) . (3.21)

The solutions of the resulting Bloch equations describe undamped oscilla-
tions of the atom population ρii between the excited and ground-state at a
frequency ofΩr =

√
Ω2 +∆2, the generalized Rabi frequency. The damping

of the oscillation, leading to the natural linewidth of the atomic transition
is not described by these undamped optical Bloch equations (OBE). The
OBEs are further refined by including the interaction of the atom with its
environment, i.e. the open system. The consequence of interest here is the
spontaneous emission which is one of the damping mechanisms which can
be described with the Lindblad master equation [39, 100]

∂

∂t
ρ = −

i
 h
[HA +HAL, ρ] +

∑
j

Γj

(
LjρL

†
j −

1

2

{
LjL
†
j , ρ

})
. (3.22)

The Lindblad operator Lj for spontaneous emission is given by Lj = |e⟩ ⟨gj|,
the rate of such an event is given by Γj.

In order derive the spectrum of a transition we are going to continue in
the steady-state limit ∂

∂tρ = 0, i.e. at long times t → ∞, of the damped
oscillations. This allows solving the Lindblad master equation analytically
for the steady-state excitation ρee and the steady-state coherence ρeg

ρee =
Ω2/Γ2

1+ 4∆2

Γ2 + 2Ω
2

Γ2

, (3.23)

ρeg = −
iΩ

Γ

1+ i2∆/Γ

1+ 4∆2

Γ2 + 2Ω
2

Γ2

, (3.24)
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with the detuning ∆, the Rabi frequency Ω and the natural linewidth Γ , i.e.
the damping rate. The scattering rate is then the photon scattering out of
the original light field via the excited state by spontaneous emission, given
by

R = Γρee , (3.25)

where ρee is the steady-state population of the excited state. Interestingly
the absorption line shape contains the saturation intensity via

Rj = Γ
1

2

I/Is,j

1+ 4∆2
j /Γ

2 + I/Is,j
, (3.26)

which introduces the concept of power broadening. In this limit the strong
coupling between atom and field increases the width of the transition to
FWHM =

√
2Ωj. Importantly, the properties of the transition, i.e. its dipole

matrix element, polarization dependence, selection rules, are included via
its saturation intensity Is,j and detuning ∆j. In the limit of weak intensities
the line-shape is equivalent to the one given by the imaginary part of the
polarizability α. The broadening in this limit is given by the decay rate Γ
which is called homogeneous broadening. The susceptibility of the medium
in the weak intensity approximation can also be related to the dipole matrix
elements. The expectation value of the dipole operator is given by ⟨e| d̂ |g⟩ =
d · ρeg which means the coherences ρeg in the dipole matrix determine the
susceptibility via

χ =
2Nd

ϵ0E
ρeg . (3.27)

In the semiclassical picture the dipole potential felt by the atom can also
be obtained from the optical Bloch equations. The equations of motion are
simplified by comparing the internal oscillations at the generalized Rabi
frequency Ωr =

√
Ω2 +∆2 and the motion of the atom which is slow. It is

thus possible to assume that the internal dynamics have been damped on
the external timescales due to the damping rate Γ , i.e. the steady-state. The
dipole potential is then derived in the Heisenberg picture via the force F
given by

F =
i
 h
[H, p] , (3.28)

with p = −i h∇. We are thus interested in gradients of the atom-light inter-
action Hamiltonian which are only present in the Rabi frequency Ω(r), see
Eq. 3.21. The gradient of the atom-light interaction Hamiltonian HAL (the
atomic Hamiltonian has no gradient) then gives two forces, i.e. the dipole
and the radiation force given by

⟨F⟩ =
 hΩ∗(r)
2

(∇ log |Ω(r)|−∇ϕ(r)) ρeg + c.c. = ⟨Fdip⟩+ ⟨Frad⟩ , (3.29)

assuming the atom is slow w.r.t to the decay rate Γ . Inserting the coherence
ρeg the force is

⟨F⟩ =
 hs(r)
1+ s(r)

(
−∆∇ log |Ω(r)|+

Γ

2
∇ϕ(r)

)
, (3.30)

with the saturation parameter s

s(r) =
|Ω(r)|2

2
(
(Γ/2)2 +∆2

) . (3.31)
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The dipole potential can be derived from the force and is given by

Vj =
 h∆j

2
log

[
1+

I(r)/Is,j

1+ 4∆2
j /Γ

2

]
. (3.32)

3.2.1 Dissipation via Optical Pumping

In this section we are going to use the previously derived scattering rate to
characterize the transitions used for optical pumping in 6Li at high magnetic
fields. In particular, we are interested in the weak transitions which can be
used to pump atoms from the ground-state manifold |1⟩ , |2⟩ , |3⟩ used in the
experiment to the low-field seeking ground states |4⟩ , |5⟩ , |6⟩. These tran-
sitions are interesting for us since they provide a way of removing atoms
from the system via the recoil kick pr while simultaneously transferring
them to an auxiliary state. The idea being that the fast atom, accelerated
by the recoil kicks, is in a state |5⟩ which does not interact with the super-
fluid pairs, i.e. |1⟩ , |3⟩, and leaves the system since it is not trapped by the
magnetic gradient. In Ch. 8 the effect of dissipation on transport through a
non-interacting QPC is discussed. In Ref. [101] and Ch. 11 optical pumping
was used to dissipate atoms from a superfluid without heating the system
via secondary interactions.

Figure 3.4 shows all transitions between the S1/2 ground-state manifold
and the excited state manifolds P1/2 (D1) and P3/2 (D2). The spectrum
was calculated at a magnetic field of B = 692G for the three different po-
larization’s σ+, σ− and π. The detuning ∆D2 on the x-axis is calculated as
the energy difference from the D2 line at zero magnetic field. The scatter-
ing rate on the y-axis calculated in the weak intensity limit. The spectrum
shows that there are many additional transitions besides the shifted D1 and
D2 lines which can be used for our purposes. Importantly, the mixing of hy-
perfine states already seen in Tab. 3.2 provides transitions between states of
seemingly different nuclear magnetic moment mI which cannot be changed
by electric fields.

The optical pumping transition of interest for us is at a detuning ∆D2 ≈
2.95GHz for σ+ polarized light. This weak transition excites the ground-
state |1⟩ to the excited state |e17⟩ which preferentially decays to the low
field seeking ground-state |5⟩. Figure3.5(a)-(b) shows the spectrum of this
transition and of the nearbyD2 line for comparison in Fig. 3.5(c)-(d). The ex-
cited state |e17⟩ = |mJ = 3/2,mI = 0⟩− δj |1/2, 1⟩ has several decay channels
which are dominated by the emission into |5⟩ = |1/2, 0⟩+ ϵi |−1/2, 1⟩ with
a branching ratio of Γe17,5/Γ ≈ 99.7%. The decay into the lowest hyperfine
state |1⟩ = |−1/2, 1⟩− ϵi |1/2, 0⟩ has a branching ratio of ≲ 0.3%. The reason
being that the admixture to |1⟩ is weak, i.e. |1⟩ ∼ ϵi |1/2, 0⟩, while the decay
happens preferentially to |5⟩ ∼ |1/2, 0⟩.

Importantly, the difference in branching ratio and equivalently in dipole
matrix elements of the transitions has no effect on the linewidth of the tran-
sition at weak intensities. The homogeneous linewidth is always given by
the inverse lifetime of the excited state. Conversely, the small dipole matrix
element of the |1⟩ → |e17⟩ transition has a strong effect on the saturation
intensity of the weak transition, see Fig. 3.5(b). The line-shape is calculated
for different intensities below and above the saturation intensity of the D2
transition leading to power broadening of the strong D2 transition. The
weak transition is not power broadened since its saturation intensity is large
Is ≈ 8.8 kW/m2. This becomes clear when relating the saturation intensity
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Figure 3.5: Optical pumping and power broadening. (a)-(d) show photon-atom
scattering rates as a function of the detuning from the respective optical transition
indicated in the title. The colors correspond to different optical intensities which
have a distinct effect depending on the saturation intensity of the respective transi-
tion, displayed in each panel. The vertical axis is normalized by the peak scattering
rate of the strong transitions presented in (a), (c) such that the weaker transitions
presented in (b), (d) display the reduced scattering rate. We find that the weak tran-
sitions are homogeneously broadened ∼ Γ by the inverse lifetime of the excited state,
while power broadening these transitions is difficult due to their large saturation
intensity. The strong transitions (a), (c) display a broadening of ∼

√
Ω whenever

I/Is > 1. The difference in saturation intensity, i.e. spontaneous emission rates,
between (a), (d) and (b), (c) implies optical pumping paths from |1⟩ → |5⟩ and vice-
versa.
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Figure 3.6: Optical dipole potential around the D2 transition. (a)-(b) display the
optical dipole potential and the scattering rate for the lowest and third-lowest hyper-
fine state in lithium at B = 568G, the zero-crossing of the hyperfine states’ Feshbach
resonance. Both quantities are calculated in the weak intensity limit for σ− polarized
light. The energy difference of the transitions leads to dipole potentials of opposite
sign in-between the transitions. This effective Zeeman shift can be used to create
spin-dependent optical potential, though the optical scattering rate will lead to con-
tinuous loss which has to be accounted for. (c)-(d) show the same calculation for
strong intensities. In this limit the high intensity saturates the transition, i.e. the
scattering rate approaches ∼ Γ/2 for all detunings (see Eq. 3.26), while the dipole
potential can continuously grow, though only logarithmically, see Eq. 3.32.

to the ability of observing Rabi oscillations between the two states involved
in the transition. Due to the unfavorable branching ratios it requires remark-
able intensities to drive Rabi oscillations which are not immediately damped
via the decay to |5⟩, i.e. to saturate the specific transition ρee → 0.5.

Figure 3.5(c)-(d) shows the equivalent transitions starting from the |5⟩
state, where the figure panels on the diagonals describe two possible opti-
cal pumping configurations starting in different ground-states. Interestingly
this kind of configuration where optical pumping is involving two accessi-
ble ground-states motivates the following discussion/application adding a
second laser to form a three-level lambda system, see Sec. 3.3 and Ch. 9.

3.2.2 Spin-Dependent Potentials

The previously derived dipole potential is used here to calculate the opti-
cal dipole potential for the hyperfine states present in the Fermi gas. The
particularly interesting regime is where the detuning of the light is chosen
such that the spin-states of the system feel different optical potentials, i.e.
an effective Zeeman shift. The experimental results when applying such a
shift on a weakly interacting QPC is discussed in Ch. 8.

One possible configuration to create spin-dependent optical potentials is
shown in Figure 3.6 for the lowest and third-lowest hyperfine state. The
dipole potential is calculated for σ− polarized light around the respective
D2 transition for |1⟩ and |3⟩. At the center between the two transitions the
dipole potentials have opposite sign leading to an effective Zeeman potential
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VZ = V1−V3. This effective potential can be understood as a magnetic shift
in z-direction, shifting the energy of the states depending on their alignment
with the effective field. For the given intensity I ≈ 2.54W/m2 the effective
potential is around ∼ 0.5µK which corresponds to an energy shift of ∼ 2EF.
Increasing the intensity (see Fig. 3.6(c)-(d)) beyond the saturation intensity
augments both the dipole potential and the scattering rate. Notably, in the
high intensity limit the scattering rate at a given detuning is limited to the
inverse lifetime of the excited state, while the dipole potential can grow
logarithmically.

3.3 INTRODUCTION TO THREE-LEVEL SYSTEMS

In this section we expand the discussion of light-matter interaction to three-
level systems in 6Li at high magnetic fields. The coupling of an additional
level with a new light field drastically alters the dispersion and dissipation
behavior of the atom-light interaction, leading to a plethora of new applica-
tions like Raman spectroscopy, electromagnetically-induced-transparency [53],
Raman transitions, subwavelength potentials [102] etc.

In the following we are going to introduce the different possible lambda
systems and their properties. In addition, we introduce the weak probe
solution of the three-level atom-light interaction and its consequences for
our system. The applications of spin-rotations and subwavelength potentials
are introduced in Ch. 9, while the experimental results when introducing a
Dark state in a superfluid QPC will also be described in Ch. 9.

3.3.1 Lambda Systems

Here, we are mainly interested in the so-called lambda systems which are
three-level-systems connecting two-states which are close-by in energy, i.e.
within the radio-frequency range, via a third excited state which is ener-
getically far away. In our case these lambda systems are made up out of
two hyperfine ground-states from the S1/2 manifold and one excited state
from the P1/2 or P3/2 manifold. There are two types of lambda systems
which are of particular interest here. The first being a lambda system con-
necting a state from the high field seeking ground-states with a state from
the low-field seeking ground-states, e.g. |1⟩− |e17⟩− |5⟩. The second being a
lambda system made up of two high field-seeking states, e.g. |1⟩− |e2⟩− |2⟩.
Additional lambda-systems can be found in Tab. 3.3, Fig. 3.2 and Fig. 3.3.

The lambda systems we are interested in here have the peculiarity that the
two involved transitions have considerably different dipole matrix elements.
It is thus important to consider the application of the lambda system due to
an implicit population trapping in the ground-state of the strong transition,
see Sec. 3.3.2. The relative dipole matrix elements are given by

d̃qge =
|dqge|∑
q,g |dqge|

. (3.33)

For the lambda systems displayed in Fig. 3.7 and their counterparts in terms
of transition strength the relative dipole matrix elements are

We find that the lambda system Λ15 is almost closed, i.e. the excited stay
preferentially decays to the involved ground-states. The second lambda
system Λ12 is not closed which means that it is important to keep the ex-
cited state population small such that spontaneous emission out of the sys-
tem is suppressed. Figure 3.7 displays the lambda systems schematically.
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Figure 3.7: Three-level lambda systems at high magnetic fields in 6Li. The lambda
system sketched in (a) consists of two ground-states one of which is in the spin
manifold |1⟩ , |3⟩ of the interacting system. This system allows probing effects of
three-level atom-light interaction in a differential way, where only one of the two
states involved in the transport experiments are affected. The three-level system
shown in (b) includes ground-states which are both part of the experimental spin-
system. This system allows for spin-rotations between directly interacting spins
and narrow Raman transitions allowing to probe the many-body spectrum of the
interacting Fermi gas.

Λ15 |1⟩ |5⟩ Λ12 |1⟩ |2⟩
|e17⟩ 5.1 (σ+) 94.8 (σ+) |e1⟩ 2.9 (π) 38.5 (σ+)

|e9⟩ 94.8 (σ−) 5.1 (σ−) |e2⟩ 39.7 (σ−) 1.1 (π)

The choice of the system in Fig. 3.7(a) was motivated by the application
of electromagnetically-induced-transparency (EIT) where the spin ground-
state |1⟩ becomes a dark-state and thus does not feel an optical potential at
the EIT resonance. In order to probe the EIT spectrum it is useful to have
a second ground-state which is not within the spin ground-state manifold
since off-resonant scattering will lead to heating which in the case of a spin
ground-state will be deposited in the atom cloud via the interactions. The
second lambda system in Fig. 3.7(b) is chosen due to the involved ground-
states. On the one hand this choice allows to have narrow Raman resonance
since the involved ground-states have a common-mode energy shift due to
the magnetic field which means fluctuations of the external magnetic field
do not affect the energy splitting between the spin-states, i.e. the two-photon
detuning is insensitive to the magnetic field. On the other hand it allows
for rotations between two spin-states which can be made momentum depen-
dent, see Ch. 9.

3.3.2 Electromagnetically Induced Transparency

In this section the optical susceptibility of the dilute atomic cloud is calcu-
lated in order to discuss the effects of a three-level atom-light interaction
on the dispersion and absorption of the cloud. The susceptibility is derived
by analytically solving the three-level atom-light interaction Hamiltonian in
the weak probe limit Ωp ≪ Ωc. The Hamiltonian is given by

HΛ = −
 h

2

 0 Ωp 0

Ωp −2∆p Ωc

0 Ωc −2(∆p −∆c)

 , (3.34)
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with the basis given by (|1⟩ , |e⟩ , |5⟩). The probe Rabi frequency Ωp quanti-
fies the coupling for the |1⟩− |e⟩ transitions while the control Rabi frequency
Ωc gives the |5⟩− |e⟩ coupling. The detunings ∆p and ∆c are the single pho-
ton detunings from the individual transitions. The two photon detuning is
defined as δ = ∆p −∆c = ω5e −ω1e +ωp −ωc which becomes resonant
when the light frequency difference matches the ground-state energy differ-
ence, independently of the absolute frequency of the light. This resonance
condition δ = 0, called two-photon resonance, allows Raman spectroscopy
far detuned from the excited state, i.e. allowing an adiabatic elimination of
|e⟩.

Diagonalizing the Hamiltonian at the two-photon resonance gives the
eigenstates and their energies which can be expressed in terms of their mix-
ing angles θ = arctan (Ωp/Ωc) and ϕ. Importantly there exists an eigenstate
which has no contribution from the excited-state and has zero energy, its en-
ergy is independent of the Rabi frequencies and single photon detuning ∆,
since the Dark state requires δ = 0. This dark-state is given by

|D⟩ = cos θ |1⟩− sin θ |5⟩ , (3.35)

while the bright states |±⟩ retain a contribution of the short-lived excited
state |e⟩ allowing light scattering. In addition, the bright states are energy

shifted from zero by E± = (∆±
√
∆2 +Ω2

p +Ω2
c)/2, with ∆ = ∆p = ∆c.

The energy of the dark-state implies that it does not feel an optical potential
from the light fields, while the eigenstate structure does not allow light
scattering via spontaneous emission, thus the state is dark.

Analogously to previous calculations for the two-level system, the three-
level system can be solved analytically in the weak probe approximation.
First the master equation for the three level system is used to derive the
optical Bloch equations which then are simplified via perturbation of first
order in Ωp. The master equation is given by

∂ρ̂/∂t = −
 h

i
[H, ρ̂]+

 Γe1ρee −Γe1ρ1e/2 0

−Γe1ρe1/2 −(Γe1 + Γe5)ρee −Γe5ρe5/2

0 −Γe5ρ5e/2 Γe5ρee

 , (3.36)

with the spontaneous emission rates from excited state to the respective
ground-states Γe1 and Γe5. The optical Bloch equations for the coherences –
determining the susceptibility – are then given by

ρ̇e1 = (i∆− Γe)ρe1 + iΩp(ρee − ρ11) − iΩcρ51 , (3.37)

ρ̇51 = i∆ρ51 + iΩpρ5e − iΩcρe1 , (3.38)

ρ̇5e = −Γeρ5e − iΩc(ρee − ρ55) + iΩpρ51 , (3.39)

with Γe = (Γe1 + Γe5)/2. To zeroth order in Ωp, i.e. Ωp = 0 these equations
correspond to the optical pumping configuration seen previously, i.e. in the
steady state ρ(0)11 = 1, ρ(0)ee = 0, ρ(0)55 = 0 and ρ(0)ij = 0 for i ̸= j. In first order
Ωp, i.e. weak probe approximation, the optical Bloch equations are

ρ̇
(1)
e1 = (i∆− Γe)ρ

(1)
e1 + iΩp(ρ

(0)
ee − ρ

(0)
11 ) − iΩcρ

(1)
51 , (3.40)

ρ̇
(1)
51 = i∆ρ

(1)
51 + iΩpρ

(0)
5e − iΩcρ

(1)
e1 , (3.41)

ρ̇
(1)
5e = −Γeρ

(1)
5e − iΩc(ρ

(1)
ee − ρ

(1)
55 ) + iΩpρ

(0)
51 . (3.42)
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Figure 3.8: Resonant EIT spectrum and steady-state populations. (a)-(b) shows the
real and imaginary part of the optical susceptibility χ of the probe transition as a
function of the probe detuning ∆. The spectra are calculated in the weak probe
approximation Ωp ≪ Γe and for a resonant single photon detuning ∆c = 0. The
real part of the susceptibility shows a negative slope on resonance indicating the
possibility of slowing light, while the imaginary part shows the typical absorption
dip indicative of the electromagnetically induced transparency. The steady-state
population of the ground-state |5⟩ displayed in (c) indicates the imbalance of dipole
matrix elements of the involved transitions. (d) The scattering rate displays the
broadening of the transparency window by Ωc, as indicated by the scale of the x-
axis. Each individual peak is still broadened by Γe.

This set of equations can be solved for the probe field coherence ρe1

ρe1 =
−∆

Ω2
c −∆2 − i∆Γe

Ωp +O(Ω2
p) , (3.43)

which in turn gives the probe susceptibility via χ = 2Nde1
ϵ0Ep

ρe1.
The two main observations from the susceptibility are the dip in the ab-

sorption spectrum, see Fig. 3.8(b), i.e. the signature of EIT and the slope of
the dispersive response Re(χ) in Fig. 3.8(a). The dispersive response is di-
rectly related to the group velocity of the light field which means that light
can be slowed in the EIT transparency window [53, 103].

For us the effect on the atom is of more interest, i.e. the reduction of
scattering rate in the transparency window shown in Fig. 3.8(d). The optical
Bloch equations are solved numerically in the steady-state limit t → ∞
with all initial population in state |1⟩, to obtain the behavior of the system
independently of the intensity of the probe beam. Figure 3.8(c)-(d) show
the solutions of the equations for the steady-state population of state |5⟩
and the scattering rate R = Γeρee, representing the bright-state population.
The spectra are obtained for a resonant single photon detuning ∆c = 0,
with ∆ = ∆p and Rabi frequencies of Ωc = Γe/2 and Ωp ≪ Γe in the
weak probe limit. The interesting observation here is that the previously
noted large difference between the dipole matrix elements of the probe and
control transitions is reflected in the steady-state population of the second
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Figure 3.9: Off-resonant lambda system excitation spectrum and steady-state pop-
ulation. The off-resonant spectrum (a)-(b), i.e. ∆c = 3Γe, shows the broad single pho-
ton transition at ∆p = 0 as well as the narrow two-photon peak at ∆p = ∆c. Again
the population of the auxiliary ground-state |5⟩ is low due to the unequal dipole
elements, while width of the transition is reduced compared to the transparency
window in Fig. 3.8(b). (c)-(d) show the steady-state populations of the ground-states
(c) and the excited state (d) where R = Γeρee. The ground-state population displays
the expectation that the mixing angle is proportional to the ratio of Rabi frequencies.
The scattering rate indicates the population of the excited state in the bright-state
which is decreasing for large Rabi frequencies.

ground-state |5⟩. The mixing angle for the lambda system |1⟩− |e17⟩− |5⟩
displayed in Fig. 3.7(a) is given by

θ = arctan
(
Ωp

Ωc

)
= arctan

(√
Ipdp√
Icdc

)
≈ arctan

(
1

20

√
Ip

Ic

)
, (3.44)

implying that for the experimental realization the probe intensity Ip has to
be much larger than the control intensity Ic to reach an equal superposition
of the two ground-states. The fact that population remains in the initial
state in the weak probe limit also helps, in that switching on the control
beam can be seen as a pure transparency effect since changes of the dark-
state admixture are not expected. On the other hand this also means that in
order to achieve coherent rotations between the involved ground-states large
probe intensities are necessary. This will lead to more off-resonant scattering
from other, close-by single photon transitions. One way to overcome this is
to detune from the single-photon resonance ∆ = 0 while keeping the two-
photon transition resonant δ = 0.

Figure 3.9(a)-(b) shows the spectrum of the lambda system for off-resonant
excitation, i.e. ∆c = 3Γe and Ωc = Γe/2 in the weak probe limit. The spec-
trum includes the broad resonance due to optical pumping at ∆p = 0 and
the narrow Raman transition at ∆p = ∆c. This behavior is reflected in the
scattering rate R (see Fig. 3.9(b)) where the incoherent optical pumping leads
to a larger scattering rate compared to the coherent Raman transition at the
two-photon detuning δ = 0. The population of the two ground-states at the



3.3 Introduction to Three-Level Systems | 47

two-photon resonance δ = 0 is displayed in Fig. 3.9(c), calculated as a func-
tion of the Rabi frequency ratio Ωp/Ωc. The states are equally populated at
Ωc = Ωp which would be achieved at an intensity ratio of Ip/Ic = 400. The
scattering rate shown in Fig. 3.9(d) shows that the scattering rate is maximal
when the admixture of the excited state to the bright-state is maximal.

Importantly, the mentioned downsides of the lambda system given by
|1⟩ − |e17⟩ − |5⟩ in terms of dipole element differences can be completely
inverted by using the equivalent, symmetric lambda system |1⟩− |e9⟩− |5⟩
which involves σ− polarized light. In this lambda system the probe transi-
tion |1⟩− |e9⟩ has a large dipole matrix element while the control transition
has a small dipole matrix element. Thus using this system would give a
mixing angle of

θ = arctan
(
Ωp

Ωc

)
≈ arctan

(
20

√
Ip

Ic

)
, (3.45)

such that weak probe intensities would be required to achieve rotations
between the two states.

Beyond these calculations it is possible to include all states of the hyper-
fine manifold of lithium at high magnetic fields to take into account off-
resonant excitations and their influence on the three-level system of interest.
The theory behind these calculations is presented in Ref. [104], which will
allow to get a better understanding of multi-level systems in lithium. In
addition, up to now the linewidth of the lasers and magnetic field fluctua-
tions have not been taken into account. The theoretical considerations for
including these effective fluctuations of the energies of the ground-states are
discussed in Ref. [105].
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Superfluid and superconducting transport is the cornerstone of many in-
triguing transport processes such as the Josephson effect [8, 106] or An-
dreev reflections [42, 107]. Here, we want to provide an introduction to
several effects in superfluid and superconducting transport. The main mi-
croscopic pictures discussed are, on the one hand, the multiple Andreev pro-
cess which has been used to describe previous experiments [38] and ,on the
other hand, the so-called phase-slips which are considered to be one of the
main dissipation mechanisms in superconductors [108]. In this sense both
effects are important to compare to our observations discussed in Ch. 11,
Ch. 10 and Ch. 9. The words superconducting and superfluid are in most
cases interchangeable for the discussion here, wherever this it not the case
it will be indicated.

In Sec. 4.2 we are going to introduce several concepts of superfluid trans-
port such as the current-phase relation which help to understand the differ-
ent transport settings one can find in experiments. Then the effects of a pure
phase bias, i.e. the DC Josephson effect, is discussed in Sec. 4.3 followed by
the case of a chemical potential bias and its implications on the transport in
Sec. 4.4. Finally, a terse overview of superfluid transport between fermionic
two-terminal quantum gases is provided in Sec. 4.5.

4.1 DEFINITION OF SUPERFLUIDITY

From a transport perspective the definition of superfluidity is the friction-
less flow of a non-viscous liquid through a pipe or capillary [41]. Implying
that there is no movement of the superfluid whenever a capillary would be
moved through a stationary superfluid. If the liquid is not at zero temper-
ature there are excitations above the superfluid ground-state which behave
like a normal gas. This normal gas will have friction with the capillary and
thus will be accelerated via interactions with the surface. Importantly, the
two-fluids do not exchange momentum with each other [41]. This model of
two-fluids is characterized by their density given by

ρ = ρn + ρs , (4.1)

49
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the sum of superfluid ρs and normal density ρn. The phase transition from
normal to superfluid takes place whenever ρs ̸= 0 such that the total liquid
has some superfluid properties. In the zero temperature limit T = 0 the
normal density is zero ρn = 0 and the gas is completely superfluid.

Starting from the density of the liquid the current in a two-fluid model
can be expressed as

j = ρsvs + ρnvn , (4.2)

where the superfluid part behaves ideal, i.e. it does not carry entropy and
does not produce entropy while being transported. The entropy is trans-
ported by the normal fraction, either in terms of collective excitation waves,
like phonons or rotons or in terms of particle excitations, like quasi-particles.
In addition, the Landau two-fluid model assumes the superfluid flow to be
irrotational

∇× vs = 0 . (4.3)

Finally, Landaus two-fluid model includes a critical velocity vc beyond which
the flow is no longer dissipationless. Within the two-fluid model the criti-
cal velocity is defined via the exchange of momentum and energy of the
superfluid with an interface. It is assumed that the exchange can only take
place whenever the momentum/energy of the obstacle matches exactly the
energy of an elementary excitation of the superfluid, whenever the velocity
of the superfluid is non-zero this condition is fulfilled at lower momenta.
The critical velocity in terms of the Landau criterion is defined as

vc =
E(p)

p

∣∣∣∣
min

. (4.4)

Before introducing more concepts of superfluid transport and clarifica-
tions beyond the two-fluid model, i.e. the macroscopic wavefunction, vor-
tices, phase-slips etc. the superfluidity discussed here is put in context with
our experimental system.

4.1.1 Unitary Fermi Gas

The experiments presented here will be focused on the region of the BEC-
BCS crossover around the Feshbach resonance. This region of crossover is
described by the unitary Fermi gas [65]. In this region the s-wave scattering
length a of the atom interaction diverges as can be seen in Fig. 4.1(b) and
the properties of the system can be quantified by a single dimensionless pa-
rameter 1/kFa. Around the broad resonance the strongly interacting Fermi
gas shows a universal behavior. As a consequence of the universality the
equation of state does not depend on microscopic properties of the system
but only on T/TF and 1/kFa. In the limit of 1/kFa ≪ −1 the unitary Fermi
gas connects to the BCS superfluid limit, while at 1/kFa ≫ 1 it connects to
the BEC of molecules, see Fig. 4.1(a).

Superfluidity in the unitary Fermi gas is achieved via pairing of spin-half
fermions to Cooper pairs which then can form a macroscopic wavefunction,
similarly to the BCS limit. Notably, the pair-size here is on the order of the
particle spacing which makes the unitary gas highly correlated and difficult
to treat theoretically. The critical temperature for the superfluid to normal
transition of the unitary Fermi gas is a universal value, given by Tc/TF ≈
0.167 [66, 109] in the homogeneous gas. In a harmonic trap the critical
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a

b

Figure 4.1: BEC-BCS crossover and Feshbach resonance in 6Li. (a) Illustration of the
particle density and the pair-size across the BEC-BCS crossover. S-wave scattering
length as a function of magnetic field (b) for the |1⟩− |3⟩ mixture of 6Li. The unitary
Fermi gas is located around the resonance, where the scattering length diverges
B0 = 689.7G. The BCS limit can be found for B > B0 while the BEC limit is located
between B0 and the zero crossing of the scattering length at B = 568G. Weak
attractive and repulsive interactions a13 = ±800a0 can be explored around this zero
crossing. Adapted from Ref. [71].
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temperature is Tc/TF ≈ 0.21 [110] where TF is the Fermi energy in the trap.
Equivalently, the critical entropy in the trap is larger Sc ≈ 1.6NkB than
the homogeneous value Sc ≈ 0.7NkB. The universal gap of the unitary
superfluid is given by ∆ ≈ 0.44EF [111] where EF is the Fermi energy.

4.1.2 Superfluidity – Microscopic

The discussion of superfluidity can be refined by introducing a more micro-
scopic description in terms of a wavefunction and pairing between fermions.
Even for small attractive interactions two fermions can form a bound state,
i.e. a Cooper pair, which is stabilized by the Pauli blocking. This results
in the whole gas changing its phase which is called Cooper instability [112]
since the gas is instable in the presence of pairing [16]. The wavefunction of
the newly formed state, i.e. the BCS wavefunction, is then given by

|ψ⟩ =
∏
k

(uk + vkc
†
k↑c
†
−k↓) |0⟩ , (4.5)

with uk =
√
Npϕkuk and |uk|

2 + |vk|
2 = 1. The parameter v2k gives the

probability of occupation of the pair state (k,−k) while u2k the occupation of
the corresponding hole state. The wavefunction describes a product of two
fermions pairing in a single momentum state (k, ↑,−k, ↓). The previously
mentioned superfluid gap ∆ is then the energy of the bound-state defined
as ∆ = V0

Ω

∑
k ⟨ck↑c−k↑⟩, i.e. the energy necessary to break a pair.

The superfluid is forming due to the presence of off-diagonal long-range
order in the system, quantified by

⟨ψ†↑(r2 + r)ψ†↓(r1 + r)ψ↑(r1)ψ↑(r2)⟩ , (4.6)

which has to be finite at long distances r → ∞. Here the long-range or-
der refers to Cooper pairs being in the condensate. The order parameter
can then be defined via the expectation value of finding such pairs in the
condensate

∆(R) ∼ ⟨ψ†k↑ψ
†
−k↓⟩ , (4.7)

with the center of mass coordinate R = (r1 + r2)/2. An order-parameter in
general quantifies when a phase is ordered, it is non-zero in the phase and
zero outside the phase, for example the magnetization in the case of a fer-
romagnet. For superfluids the order-parameter is often used synonymously
with the gap though they are only equal in the BCS limit [113]. The phase of
the order parameter ϕ will be later important since it provides the potential
for a superfluid velocity.

At a finite temperature the superfluid state will have excitations intro-
duced which modify its bare gap ∆0 such that it becomes zero at the transi-
tion temperature Tc/T . Importantly, the excitations of a fermionic superfluid
can be of single particle or collective origin. The single particle excitation is
related to the breaking of a Cooper pair and the related creation of quasi-
particles above the gap. These excitations require a minimal energy given
by the gap ∆ which implies that single fermions cannot enter the super-
fluid, i.e. there is a phase-separation between paired and spin-polarized
fermions [114]. This phenomenon also has significant influence on trans-
port between spin-imbalanced gases [67]. There is no phase separation be-
tween normal and superfluid constituents of the gas. The second type of
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excitations are collective excitations which are gapless, massless density os-
cillations, i.e. Goldstone modes. Notably, these excitations have a linear
dispersion relation and can therefore carry entropy even at temperatures
below the pairing gap [113], though only diffusively. These collective exci-
tations are often called the second sound of the gas [22, 24, 28]. Finally, the
second type of collective excitations present in superfluids, i.e. the Higgs
mode, is a gapped massive collective excitations [115] which can decay into
other excitations. The energy dependence of the collective excitations are
different in superconductors and superfluids due to the Anderson-Higgs
mechanism [116]. In superconductors the Goldstone mode is shifted up in
energy by the so-called plasmon frequency.

4.2 CONCEPTS IN SUPERFLUID TRANSPORT

In this section the previously introduced properties of superfluidity are used
to introduce concepts like the excess current, weak links etc. which are
important for the following discussions in this thesis.

Superfluid Current – Current-Phase Relation

The macroscopic wavefunction of the superfluid has a phase ϕ which en-
compasses its spatial dependence. Thus, the current density in a superfluid
is given by

js =
i h

2m
(Ψ∇Ψ† −Ψ†∇Ψ) =

 h

2m
ns∇ϕ , (4.8)

where ns is the superfluid fraction and ϕ is the phase of the order-parameter.
The current can flow dissipationless since it is characterized by the equilib-
rium wavefunction Ψ [41]. The current-phase relation shows that superfluid
transport can be driven by a phase bias which is not possible in a normal
Fermi liquid. This relation is the underlying reason for transport phenom-
ena like the Josephson effect.

Critical Current

The superfluid current as previously introduced, is related to the phase
gradient of the superfluid ∇ϕ and the superfluid density ns. The superfluid
velocity can then be related to the phase gradient via js = nsvs and vs =
 h

2m∇ϕ. The critical current Ic, or pair-breaking current, is then given by
the current at which superfluidity can no longer be maintained. This can
be understood from a free energy argument where with increasing velocity
of the pairs vs their density ns decreases which will lead to breakdown
of superfluidity [117, 118]. An alternative picture is that the quasi-particle
energies get shifted by the superfluid velocity such that above the critical
velocity vc excitations can form without energy cost [7]

vc =
∆

 hkF
. (4.9)

Coherence Length

The presence of the phase in the superfluid order-parameter also gives rise
to a new length-scale in the system. The coherence length of the superfluid
ξ ∼  hvF/∆ is the length scale over which the phase is allowed to vary, while
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Parameter Value

Critical temperature uniform Tc/TF ≃ 0.167
Critical temperature harmonically trapped Tc/TF ≃ 0.21
Superfluid gap ∆ ≃ 0.44EF
Healing/coherence length ξ ≃ 0.6/kF
Pair coherence length ξpair ≃ 1/kF

Table 4.1: Properties of the unitary superfluid at zero temperature [65].

for changes of the phase over shorter ranges superfluidity will break down.
This coherence length is often called healing length of the superfluid. Im-
portantly in transport configurations the healing length is also an indicator
of the validity of a hydrodynamic treatment of transport [113]. Whenever
a junction is wider than the healing length the hydrodynamic picture is ex-
pected to hold. The reason being that the wavefunction cannot be squeezed
smaller than the coherence length in order to fit through a narrow constric-
tion.

Weak Links

There has been a tremendous amount of theory work on weak links [8, 119]
over the last 50 years. The general and very broad definition of a weak link
is that the critical current inside the link is much smaller than the critical
current of the two terminals connected by the link

Ic,link ≪ Ic,bulk . (4.10)

Importantly, the weak-link is distinct from a junction which provides a tun-
nel coupling between two reservoirs. The weak link separates two super-
fluid reservoirs with a macroscopic wavefunction that have equal wavefunc-
tion amplitudes but distinct phases. The link will only act as a perturbation
to the wavefunctions allowing them to become phase coherent. This kind
of structure can show up in many different systems. The prototypical ex-
ample is a superconducting-normal-superconducting (SNS) interface where
the wavefunctions of the superfluid penetrate the normal region and overlap
partially such that their interference leads to a phase equilibration. Another
example is a Dayem bridge [120], which has uniform critical current density
jc but a much smaller total current Ic,link ≪ Ic,bulk in the weak link which
can be achieved by a constriction with size on the order of the coherence
length ξ [118].

4.3 JOSEPHSON EFFECT

The Josephson effect is one of the fundamental processes in superfluid trans-
port. Though first predicted for tunnel junctions [106] it has been also exten-
sively studied in weak links [8]. The underlying mechanism is the macro-
scopic nature of superfluidity which encompasses a superfluid phase which
can drive a current. The phase of the order-parameter implies a 2π periodic-
ity of the supercurrent and the supercurrent can only flow whenever there
is a phase gradient across the link, i.e. Is(nπ) = 0. Since the current is also
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Figure 4.2: Current-phase relation of a long weak-link. (a) displays the current-
phase relation I(ϕ) for a weak link of different lengths l = 0 . . . 4ξ at a transparency
of α = 1. For lengths l > ξ the current-phase relation becomes multivalued, indi-
cating a second solution to the phase relaxation via phase-slip centers. (b) Order
parameter and its phase as a function of space at finite temperature T = Tc/2 for the
phase-slip solution. The order-parameter has a node at the phase-slip center, where
the phase drops by 2π. The small oscillations are at λF/2 due to the particles phase
coherence. Figure adapted from Ref. [121].

symmetric around ϕ = 0 [8], a phase difference ϕ across a weak link gives
a sinusoidal relationship between the current and phase

Is = Ic sinϕ , (4.11)

where Ic is the critical current. In addition, the phase between the reservoirs
is related to their voltage difference via

ϕ̇ =
1
 h
∆µ . (4.12)

Depending on whether a voltage is applied to the junction or not the su-
percurrent is either constant (DC) or oscillates (AC). In most situations the
current-phase characteristic of the DC Josephson effect can have shapes be-
yond the simple sine [119]. Notably, a pure phase bias will not drive any
other current than a supercurrent and there will be no voltage drop at the
junction [8].
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4.3.1 Multivalued Current-Phase Relation

Here, we are interested in the DC Josephson effect and the change of the
current-phase relation for varying junction lengths. The limit of multival-
ued current-phase relations is of particular interest because it illustrates a
way of introducing dissipation into superfluid transport. Where dissipation
is related to the flow not being a pure supercurrent anymore, i.e. there is
resistive behavior. Figure 4.2(a) shows the current-phase relation of a weak
link for different lengths l, in multiples of the coherence length ξ. When-
ever the length of the junction becomes larger than ξ there exist two current
solutions at each phase value, i.e. the current-phase relation becomes mul-
tivalued. To understand how the I-ϕ relation can become multivalued the
case of a one-dimensional junction of length l can be considered. In the limit
where l < ξ the phase between the two superfluids can only vary linearly in
the link, i.e. the normal DC Josephson effect. In the second limit where l > ξ
a second solution is possible where the phase is relaxed non-adiabatically
via a phase slip [8, 122, 123], shown in Fig. 4.2(b). This phase-slip solution is
present for ϕ > π and is concurrent with a node of the order-parameter in
the link. The dependence on the coherence length originates from the fact
that below the coherence length variations of the order-parameter are not
possible, thus phase-slips can only enter the weak link whenever it is longer
than the coherence length.

4.4 SUPERFLUID TRANSPORT WITH A VOLTAGE BIAS

In our experiment instead of a phase bias a voltage bias is applied, in the
form of a chemical potential bias δµ. This bias configuration is quite dif-
ferent to the previously discussed phase bias since it can drive the system
out-of-equilibrium, mainly due to the excitations experiencing a bias [7, 118].
Depending on the normal resistance of the junction a normal current is able
to flow and interact with the supercurrent. The voltage bias at the weak link
will induce a time dependence of the superfluid phase given by

ϕ̇ =
1
 h
∆µ . (4.13)

This results in an oscillation of the current at a frequency f [8]

f =
1

h
δµ , (4.14)

disregarding possible impedance’s (for example a capacitance) of the weak
link the phase-difference is then increasing linearly in time at the frequency
ω = 2πf via

ϕ = ωt+ const. . (4.15)

Thus, the supercurrent Is is given by

Is = Ic sin(ωt) , (4.16)

which means the time-averaged supercurrent Īs is zero for V̄ ̸= 0. As previ-
ously mentioned, in the AC Josephson regime a voltage bias can also drive
normal currents. The junctions are therefore often treated as a resistively-
or capacitively-shunted junction [7, 8, 118].



4.4 Superfluid Transport with a Voltage Bias | 57

a

b c

Figure 4.3: Andreev reflection process and current-voltage characteristics for An-
dreev reflections and phase-slips. (a) Spatial evolution of the dispersion relation
when a quasi-particle from a normal reservoir is impinging on a superfluid reservoir,
adapted from Ref. [118]. The particle and the reflected hole are at the same energy,
thus allowing no heat current. (b) Current-voltage characteristic of a superconduct-
ing quantum point contact for varying transparencies α, adapted from Ref. [124]. In
the limit of high transparency α → 1 there is an excess current Iexc > 0, while for
small transparencies α → 0 a subgap structure becomes visible. (c) Current-voltage
characteristic of the phase-slip process, the phase-slip center carries an excess cur-
rent of about Iexc = Ic/2 (dashed line), adapted from Ref. [125].
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Current-Voltage Characteristic

In the current-voltage characteristic of a weak-link two regimes can be dis-
tinguished by the magnitude of the voltage with respect to the gap. In the
limit where the applied voltage is larger than twice the gap 2∆ the current
can be transported by normal currents [7, 8] above the gap and the current-
bias characteristic becomes linear V̄ ≈ ĪRN. Notably, this limit can still have
supercurrent contributions in terms of oscillations which is why it is called
resistive and not normal regime [8]. The second regime, i.e. where the volt-
age bias is smaller than the gap is discussed later. In the subgap regime the
current evolves from a supercurrent to a normal current.

Excess Current

In order to quantify the properties of a junction it is useful to define the
so-called excess current [126]. The previously discussed transport above
the gap at large voltages displays a linear current-voltage relationship, dis-
placed with respect to zero by the excess current. The excess current is
therefore defined as

Iexc(V) = Is(V) − In(V) , (4.17)

where the excess current is the extra current due to the supercurrent. Gener-
ally the excess current can be found via extrapolation of the normal current
to V = 0. In the example of an SNS weak link the current bias characteristic
is given by [127]

I = V/RN +
8∆

3RN
tanh

(
V

2kBT

)
, (4.18)

for ∆ ≪ kBT . The excess current in this case is thus given by a nonlinear
current as a function of the bias, characterized by a hyperbolic tangent.

Andreev Reflection Process

Figure 4.3(a) illustrates the Andreev reflection process of a normal particle
impinging on a normal-superfluid (NS) interface [7, 42, 118]. The Andreev
reflection process is responsible for transport in an NS interface where nor-
mal particles can approach the interface below the superfluid gap. In this
subgap limit transport can still take place via the Andreev reflection process.

In the interface region the order-parameter of the superfluid is considered
to increase on the length scale of the superfluid healing length. The normal
particle, entering the interface where the gap is small becomes part of the
quasi-particle branch of the superfluid filling an appropriate k state. It will
then progress further in space, accompanied by an increase of the gap and
a decrease of its momentum k getting close to kF. At the point where the
momentum k is equal to kF the normal particle finds a partner to pair with
in order to enter the superfluid condensate. Since the normal particle cannot
enter the condensate it has to change it’s state and a hole gets reflected.

Multiple Andreev Reflections

The subgap current-bias characteristic of an SNS junction (but also for S-
Insulator-S or S-S’-S junctions) is obtained assuming multiple Andreev re-
flection processes at each interface [127]. Here, the particle emitted from
the left superfluid is accelerated by the voltage difference and gets Andreev
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reflected at the second interface as a hole, again accelerating by the voltage
difference. The particle pairs with a partner and enters the superfluid on
the right. This process repeats until the particle energy in the normal region
reaches the quasi-particle branch above the gap, i.e. until N∆µ = 2∆. The
full Andreev process then transports 2N+ 1 particles from left to right. Im-
portantly, any scattering of the particles/holes inside the normal region will
quickly lead to a suppression of the Andreev process since the process has
to be repeated N times [124], as can be seen in Fig. 4.3(b). The scattering is
quantified by the transparency α = [0, 1] which can be found to affect the
current via αN [124], where N is the number of reflections. Assuming the
Andreev process as the underlying microscopic origin of the nonlinearity
in our experiment it is found that the transparency of the quantum-point-
contact is very close to unity [38].

Importantly, the particle-hole symmetry at the Andreev reflection [42,
128] imposes that there is no heat current between superfluid and normal
region, i.e. no entropy is transported by the Andreev process.

Phase Slips

One of the main mechanism responsible for resistivity in narrow supercon-
ducting junctions are phase-slips. They can occur in the limit of large cur-
rents above the critical current, where the phase of the order parameter
spontaneously relaxes. Thus, the supercurrent must be converted to a nor-
mal current leading to a resistive behavior [7, 108, 129], see Fig. 4.3. In a
voltage biased junction the phase increases linear in time which will accel-
erate the supercurrent continuously until it reaches the critical current Ic.
At this point the supercurrent breaks down spontaneously [125], concurrent
with the order-parameter dropping to zero. Subsequently, the superfluid
can “heal”, i.e. recondense, within a distance of the healing length and the
dynamics will repeat. The name phase-slip originates from the concurrent
relaxation of the phase gradient and the order-parameter. This phase-slip
process is one fundamental dissipation process in Josephson junctions [7,
129]. In the current-voltage characteristic the phase-slips are responsible for
steps and carry a time-averaged supercurrent ∼ Ic/2 [129]. Interestingly, this
reduction of the time-averaged supercurrent seems like a differential resis-
tance dV/dI [127], though in real-time it corresponds to an interruption of
the supercurrent. A simple theoretical model [7, 129] suggests that the local
steady-state supercurrent in the phase-slip is half the critical current, while
the other half is a normal current.

For completeness, a second type of phase-slips exist which are thermally
activated described by LAMH theory [7, 130–132]. Here, no external voltage
is necessary to accelerate the superfluid, but any supercurrent Is will modify
the free-energy barrier towards a phase-slip such that thermally excited pair
breaking excitations, i.e. phase-slips become more likely [133].

4.5 SUPERFLUID TRANSPORT IN FERMIONIC QUANTUM GAS JUNCTIONS

Though superconductors have been extensively studied in condensed mat-
ter systems [8, 119, 133] and superfluid transport has been the focus of re-
search for liquid helium [134] quantum gas experiments are comparatively
early in their studies of superfluidity. Here, a terse overview over the two-
terminal experiments transport experiments employing fermionic superflu-
ids is given.
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The measurement of the speed of sound [19, 135] are some of the first
experiments employing transport to measure excitations which in principle
also can be present in a two-terminal configuration [136]. Particularly inter-
esting for us is the role of Goldstone modes, i.e. the second sound, in the
fermionic superfluid [22] which is the gapless excitation mechanism able to
carry entropy. In the measurements of the second sound [22] the gas was
excited via a parametric evolution and subsequently the first and second-
sound was measured via the density profile of the cloud. Notably, the
second-sound velocity depends on the superfluid fraction ns/nn suggest-
ing that in a two-terminal geometry a direct propagation of second-sound
through a junction requires a finite superfluid density at any point in the
junction. Interestingly, there are theory calculations [136] which suggest
that the second-sound can contribute to entropy transport in a weak link
junction via a direct tunneling process where a pair from the condensate
tunnels at equal energy and subsequently couples to a Goldstone mode and
vice-versa.

The second type of experiments closest to our realization of a transport
experiment are the observations of the Josephson effect [33, 34, 137] through
a tunneling junction. The major difference to our experiment are the prop-
erties of the tunnel junction and the resulting magnitude of normal and
supercurrent in the junction. While our results presented here are obtained
in a highly transparent, voltage-biased junction the Josephson oscillations
have been observed in a voltage-biased regime where the normal current
is almost completely suppressed by the resistance of the tunnel junction.
In terms of the geometry, observing a Josephson effect in the voltage-bias
regime requires a small transparency such that the superfluid oscillations
are not shunted away from a large dissipative current [124]. In our exper-
iment the transparency is close to its maximal value [38] such that we do
not expect to measure large Josephson oscillations. Interestingly, in the low-
transparency regime investigated via Josephson oscillation [138] the phase
slips are believed to be the dominant dissipation mechanism competing
with the coherent oscillations.

In our experiment the transport between strongly interacting reservoirs,
superfluid in equilibrium, in the 2D [37], 1D [38] and temperature biased [69,
87] regime has been studied. As previously mentioned the voltage bias and
the strong normal currents lead to drastically different effects due to the
competition between superfluid and normal transport and the resulting in-
trinsically non-equilibrium behavior [7, 118]. It is found that in our experi-
ments the junction can be treated as a weak link, in the 2D limit [37], due
to the length of the junction with respect to the superfluid healing length.
Interestingly, with the quantum point contact a non-linear current-bias char-
acteristic is measured, corresponding to a non-zero excess current, an indica-
tor of superfluid transport [126, 127]. The corresponding theory calculations
suggest that Andreev reflections [38, 42, 124] are the microscopic processes
responsible for the non-linear current bias characteristic (see Fig. 4.3(b)).

4.6 CONCLUSION AND OUTLOOK

In Part III the concepts introduced here are used to characterize our ob-
servations It is already interesting to note that a non-linear current-voltage
characteristic is closely related to superfluidity due to the implied connec-
tion between large DC Josephson currents at zero voltage-bias and the resis-
tive/Ohmic currents at large voltages, above the gap [127]. This conceptual
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behavior is quantified by the excess current which, if non-zero, is then an in-
dicator of superfluidity. We also find that having a nonlinear current-voltage
characteristic is not enough to determine the underlying microscopic pro-
cess in play, as can be seen when comparing Fig. 4.3(b) and (c). Interestingly
observing zero excess current does not imply that there are no superfluid
transport processes at play, e.g. in the dirty superconducting QPC [124].

In the context of entropy transport between superfluids we see that on the
one hand the superfluid itself cannot carry entropy while on the other hand
there are gapless excitations carrying entropy and dissipation phenomena
in the voltage biased superfluid transport such as phase-slips which lead
to dissipation and normal currents inside a superfluid junction [133]. The
question though remains whether the typically observed steps in the I-V
characteristic [7] in conjunction with phase slips would also be observable
in our system. There are still open questions on how entropy is propagat-
ing between or through finite temperature superfluids [139] and what role
the channel connecting the superfluids or the boundary between the nor-
mal and superfluid phase play. The questions remain mainly because in
condensed matter systems at low energies phonons can mask the entropy
transport [140], charge effects can induce unwanted currents [43] and the
heat current often have to be inferred [141]. Quantum gases thus provide
a straight-forward platform to study entropy transport between superfluids
due to the direct extraction of the entropy and the lack of phonons and
charge.
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In this chapter an overview of the experimental apparatus including parts
of the ultra-high vacuum system, the magnetic coils and the optical setup is
provided. The technical improvements implemented during this thesis are
described in Ch. 6.

The optical part of the experiment has been upgraded several times over
the years, whereas the vacuum system and coil setup remains unchanged.
Therefore, for a detailed description of the vacuum system, the magnetic
field coils configuration and the current stabilization system the thesis of
B. Zimmerman is recommended [73]. Moreover, the thesis of T. Müller [79]
provides a comprehensive discussion of the microscope and the high reso-
lution imaging system. Finally, the optical setup above the microscope, gen-
erating the constriction potentials and allowing for spatial light modulation
has been rebuilt recently, which is presented in the thesis of M. Lebrat [36].

5.1 ULTRA HIGH VACUUM SYSTEM

The ultra-high vacuum system providing the conditions for experiments
with ultracold atoms over extended periods of times is made up out of four
different sections, as displayed in Fig. 5.1. The oven (right in Fig. 5.1) and
main chamber (center of Fig. 5.1) are separated by a gate valve and the main
chamber is separated by a gate valve from the Zeeman slower window (left
in Fig. 5.1). In the following the properties of the vacuum system and the
magnetic field coils of parts of the apparatus are discussed.

Oven Chamber

The oven chamber (rightmost part of Fig. 5.1) is a large volume chamber,
pumped by an ion-getter pump (GammaVacuum 20S DI) and a titanium sub-
limation element (GammaVacuum TSP 3 filaments). The oven was replaced
and refilled in September 2020 and is connected via a DN16CF flange to the
chamber. The vertical bellow visible in Fig. 5.1, connected to the top of the
oven was removed. We find that it had no influence on the oven chamber
pressure being below < 5× 10−10 mbar. The pressure gauge for the oven
chamber is mounted opposite of the ion-pump before the connection to the
angle valve used for the initial pumping. The recirculating atomic reflux-
wick oven [142, 143] is heated to ∼ 440 ◦C which evaporates the lithium and
creates a beam of atoms which is shaped within the oven by a conical outlet

65
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Figure 5.1: Ultra-high vacuum system including the magnetic field coils. From
right to left, in the reflux oven 6Li is heated to ∼ 440 ◦C resulting in a hot atomic-
beam, collimated by two apertures in the oven chamber. The Zeeman slower creates
a magnetic gradient along the propagation direction allowing us to slow the beam
with a counter-propagating, red-detuned beam. The Zeeman slower ends in the
main chamber where three pairs of retroreflected beams make up the MOT. The
main chamber is followed by the main ion pump and a gate valve connecting the
Zeeman slower beam entrance viewport. The glass cell has an octagonal shape and
is mounted to the main chamber via a glass tube. Taken from Ref. [79].

region (outlet angle 23◦). In the oven chamber two apertures are used to
reduce contamination of the Zeeman slower by transversally propagating
atoms, while a mechanical shutter can be used to block the atom beam.

Zeeman Slower

The oven chamber and the Zeeman slower are connected with a DN16CF
flange followed by a gate valve (VAT DN16CF all metal) which allows vary-
ing the pressure independently in the main vacuum and the oven chamber.
In addition, the Zeeman slower includes a differential pumping tube section
(inner radius 1.5mm, length 14.5 cm) at its oven chamber side, providing a
pressure differential of 10−4 between the chambers. The Zeeman slower
coils provide a square-root shaped magnetic field, decreasing towards the
MOT chamber from initially ∼ 929G, connecting smoothly to the MOT
fields, when operated with a single power supply at 50V and 8A. The
Zeeman slower coils are not connected directly to the vacuum system but
are mounted on a spool carrier, which is water cooled.

Zeeman Slower Window

The atomic beam, if not captured by the MOT, passes through the main
chamber and is deposited on the slower beam entrance viewport which is at
the leftmost side of the apparatus shown in Fig. 5.1. The entrance viewport
is a DN63CF sapphire viewport which is particularly resistant to corrosion
from lithium. Nevertheless, over the years, a white coating has formed
which reduces its transmission. The viewport can be replaced by closing a
CF40 gate valve separating it from the main chamber, see left side of Fig. 5.1.
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Main Chamber

The magnetic field of the Zeeman slower was taken into account for the
MOT field coils, such that the atoms are decelerated towards the MOT po-
sition. In the main chamber three pairs of CF40 viewports are used to cre-
ate three pairs of MOT beams by retro-reflecting the three incoming beams
using a quarter waveplate, mirror combination. Two additional pairs of
DN16CF viewports, mounted at 45◦ with the horizontal plane, allow imag-
ing of the MOT. The octagonal glass cell is mounted via a glass tube to a
DN40CF flange, opposite to the glass cell a DN63CF viewport allows op-
tical access for the transport dipole trap. In line with the Zeeman slower,
the main chambers’ ion pump (GammaVacuum 100L DI Inline) is mounted
with a DN100CF flange. The pressure gauge and a titanium sublimation
pump are mounted in the connection between ion pump and main chamber.
The pressure gauge is no longer operational, while the ion pump shows
too large currents due to leakage. We find that the vacuum lifetime of the
atomic cloud is beyond the duration of the experimental cycle (τ = 9 s in
main chamber, τ = 44 s in glass-cell). The main chamber is surrounded by
three different type of magnetic field coils, displayed in Fig. 5.2. The MOT
fields are created by two pairs of large, water-cooled coils in anti-Helmholtz
configuration, producing a quadrupole field with a gradient of 6.75G/cm
in x- and y-direction and −13.5G/cm in vertical direction when operated at
30A.

Glass Cell

The glass cell (middle of Fig. 5.1) has an octagonal shape, made by contact-
ing 10 pieces of fused silica plates. The cell is anti-reflection coated for three
different wavelengths, i.e. 671nm, 532nm, 761nm, on its upper, lower and
front outside surfaces. The thickness of the glass is 4.000(5)mm which was
taken into account when the microscope was designed. In order to reduce
reflections and etaloning, the cell is rotated by 3◦ around the vertical axis
and imperfect mounting led to a rotation of 1◦ around the experimental
x-axis (atomic beam propagation direction).

5.2 RESONATOR DIPOLE TRAP

The mirror holders of the resonator dipole trap are placed on a baseplate,
mounted via a DN200CF flange to the main chamber. On the baseplate
the holders are located next to the lower entrance viewport of the MOT
and the Feshbach coils (FB1, see Fig. 5.2). The mirrors are mounted in a
metal cage, in front of a planar 45◦ mirror connecting the resonator optically
to the outside via DN16CF viewports on the bottom of the main chamber.
The resonator consists of a planar M1 (R1 = ∞) and a curved mirror M2

(R2 = 150mm), simplifying the resonator alignment. The distance between
the mirrors L = 14.975 cm was measured via the mode spacing of different
transversal modes which is slightly below the upper stability limit of this
configuration. The incoupling waist on the planar mirror is w0 = 45µm
which gives a trap diameter of 2wL/2 = 1.1mm at the MOT position, in
the center of the optical cavity. Originally, the planar mirror was move-
able by a ring piezo which has become unusable during the baking of the
chamber. This makes the locking intrinsically difficult since the cavity is no
longer locked to a laser but the other way around, which puts additional
demands on the laser, i.e. it has to be tuneable over a full free spectral range
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νFSR = 1GHz. The new locking scheme of the resonator trap, providing a
continuous lock is described in Sec. 6.2.

Resonator Feshbach Coils

The resonator dipole trap, in its center, is surrounded by a coil pair (see FB1

in Fig. 5.2) in Helmholtz configuration providing a strong, homogeneous
magnetic field which we use to improve the evaporation efficiency in the
resonator dipole trap via interactions. Each coil is made up of 99 windings
in 4 layers of a rectangular hollow core copper wire (4× 4mm2). The coils
are water-cooled via their hollow core wires and generate a magnetic field
strength of B = 3.5G/A, nominally operated at 300G. The current is con-
trolled by a homebuilt PI loop [73] in conjunction with a current transducer.

5.3 MICROSCOPE AND MAGNETIC FIELD COILS

In this section we aim to provide a summary of the optical setup of the
microscope as well as the magnetic coil configurations surrounding the glass
cell.

Magnetic Field Coils around the Glass Cell

The glass cell is encompassed by 6 coil pairs which allow us to tune gradi-
ents in all three directions in addition to the large Feshbach field which also
produces a field curvature, leading to magnetic trapping in the horizontal
plane. The coil assembly is shown in Fig. 5.2 on the right-hand side. The
coils are mounted on a homebuilt aluminium frame which is decoupled
from the vacuum system and from the microscope.

Closest to the glass cell the Helmholtz HH and the Feshbach FB2 coils
are mounted. The parameters of the Feshbach field coils are summarized in
Tab. 5.1. The Feshbach coil has an L-shaped cross-section which is placed
such that the Helmholtz coil is wound on the Feshbach coil completing
the L to a rectangular cross-section, while having an outer diameter of
ODHH = 238mm. The field curvature is imposed by mounting the Fesh-
bach coils slightly away from the Helmholtz configuration. The Helmholtz
coils are mounted in Helmholtz configuration, thus creating a homogeneous
field at the atom position with B/I = 5.42G/A. Generating the large Fesh-
bach fields, i.e. 300 . . . 1000G, requires large currents of up to 110A. The
currents are generated by a high current power supply (EA PA-PS-9080-300)
which can supply up to Imax = 300A at Umax = 80V which is far above
our requirements. The supply is operated in constant voltage mode and
connected to an additional current regulation system which includes an in-
sulated gate bipolar transistor (IGBT) in series with the coils which allows
us to vary the total resistance to control the current supplied to the coil.
The current is measured inductively with a low noise current transducer
(LEM IT-200s) and the feedback signal is generated by a homebuilt PI loop.
The regulation system includes several interlock mechanisms, triggering a
switch-off of the power supply, whenever the dissipated power surpasses a
threshold. The water-cooling (∼ 0.5 l/min per coil) allows us to operate the
Feshbach coils at ∼ 32 ◦C for a current of 79A for 8 s of a 25 s total cycle time.
During this thesis a new current regulation system based on Ref. [144] was
built, which is described in Sec. 7.1, but not yet implemented. In addition,
a new cooling-water distribution and chiller (Van der Heijden 210-WW-B400,
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Figure 5.2: Coil configuration around the MOT chamber and the glass cell. The
main chamber on the left is surrounded by two water-cooled MOT coils in anti-
Helmholtz configuration. In addition, five additional offset coils (in vertical direc-
tion wound around the Feshbach coils) allow us to tune the position of the MOT
position. For the first optical evaporation in the resonator a Feshbach coil pair (FB1)
is mounted in the inlets of the top and bottom flange. On the right, the coils around
the glass cell are shown. The Feshbach coils (FB2) create a magnetic confinement in
horizontal and strong field in vertical direction. The four clover-leaf coil pairs are
used to generate magnetic gradients in the horizontal plane. The jump and levitation
coils produce gradients in the vertical direction and are used to levitate the cloud
and aid optical evaporation, respectively. The coils in Helmholtz (HH) configuration
are not used. Taken from Ref. [79].
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FB2 parameters Value

Windings N 146

Diameters ID, OD 44mm, 188mm

Height l 57mm

Coil distance d 68mm

Hollow core wire Lout × Lout, Rin 4× 4mm2, 1.25mm

Magnetic field B/I 8.7310(8)G/A

Field curvature B ′′x,y/I, B ′′z /I 0.4145G/cm2/A, 0.829G/cm2/A

Resistance R 0.084Ω

Inductance L 980µH

LR cutoff frequency fc 13.6Hz

Table 5.1: Feshbach coil parameters. The main Feshbach coil has an L-shaped cross-
section, with an inner aperture made for the microscope objective. The coil can
generate fields up to 1000G, whereas higher currents lead to too large temperatures.
The magnetic fields are regulated with a PI circuit based on a transduced based
current measurement. The generated field is given by the sum of a homogeneous
B and curved B ′′ part resulting in a quadratic confinement. The resistance and
inductance (here stated per coil) limit the response of the coil while also suppressing
high frequency current noise.

temperature stability ∆T < 0.05K) will improve the temperature stability
for future experiments.

The large inductance of the Feshbach coil implies that it cannot be used
to quickly switch fields which is why an additional Jump coil is placed on
top of the Helmholtz coil which can be used to manipulate magnetic fields
quickly, see Fig. 5.2. Currently, the coil is operated in anti-Helmholtz con-
figuration to create gradients in vertical direction, aiding the optical evapo-
ration with a tilt [78]. The coil system is completed by a levitation coil pair
which is used to compensate gravitation and four pairs of coils in clover-leaf
configuration which generate gradients in the horizontal plane at the atom
position, i.e. B ′(x,y, z = 0) ̸= 0. The clover-leaf coils, generating gradients in
the transport y-direction are operated by a low-noise, four-quadrant power
supply (Toellner TOE 7621-60, Imax = ±5.3A, Umax = ±60V) which allows
fast switching and modulation of the currents, even with an inductive load.

Microscope and High Resolution Imaging System

The microscope setup is displayed in Fig. 5.3(a). The microscope objec-
tives are mounted above and below the glass cell in a tube held by the
upper-breadboard and the table, respectively. The microscope assembly is
mounted separately from the vacuum system and the coil assembly. The
objectives are custom designed lens assemblies (Special Optics), optimized
for operation with the glass-cell, providing diffraction limited performance
at a numerical aperture of NA = 0.53. The microscope parameters are sum-
marized in Tab. 5.2.

The tube holding the microscope is made of a glass-ceramic (MACOR), re-
ducing interaction with the magnetic fields, and is threaded into the micro-
scope holder. The thread allows vertical, coarse position shifts (750µm per
revolution) to align the focus position. In daily operation all alignments of
the microscope can be done with the piezo XYZ-translation stage (Piezosys-
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Figure 5.3: Microscope mechanical and optical setup. (a) The microscope optics are
mounted in a glass-ceramic which is held by a goniometer allowing adjustments of
tip and tilt. The goniometer is placed in a three-axis, closed-loop, piezo translation
stage which is mounted in a mechanical XY translation stage. This setup for both
upper and lower microscope, allows fine and coarse alignment along five axes. (b)
The upper microscope is used for projecting optical potentials and as an input for
resonant light. The lower microscope is used for imaging, paired with a custom tele-
photo objective allowing diffraction limited operation at 532nm, 770nm and 671nm.
The telephoto objective images the atom plane onto an EMCCD camera with a mag-
nification of 54 and a diffraction limit of 770nm at 671nm. Adapted from Ref. [79]
and Ref. [71].

tem Jena Tritor 102 SG EXT), providing 100µm travel. The stage is operated
in closed-loop mode where the feedback is provided by a homebuilt PI-loop
based on an FPGA (NI Compact RIO with 9264, 9205, 9401). The bandwidth
of the piezo response < 300Hz only allows to compensate slow drifts of the
microscope, while fast vibrations due to acoustic noise, cannot be compen-
sated. Nowadays, operating the experiment over extended periods of time
we find that we require less frequent re-alignments once the experiment has
thermalized. The thermalization can be observed with a temperature sensor
mounted on the microscope. During this thesis the climate control of the
room was upgraded which reduced temperature fluctuations of the air to
< 0.2K which is one of the reasons for the stability of the microscope. The
position drift of the strain-gauge inside the piezo translation stage is 2µm/K
which means that a drift of 1.75K would move a diffraction limited imaging
system out of focus.

The lower microscope objective is accompanied by a specifically designed
telephoto objective (Special Optics) shown in Fig. 5.3(b). The telephoto objec-
tive images the atom-plane onto an EMCCD camera (Andor Ixon 887) with
a magnification of 54 and a diffraction limited resolution of ∆rRayleigh =

770nm. The magnification is theoretically given by the ratio of focal lengths
M = ftele/fM = 54.2 and was experimentally measured to be M = 54.0(2)
using a hole pattern on a precision test target [79]. The effective pixel
size in the atom plane is 296× 296nm2 which gives a total frame size of
ROV = 150 × 150µm2. The pixel size is about half the diffraction limit
which was chosen to sample the point-spread-function (PSF) of a fluoresc-
ing, single atom. For absorption imaging the pixels are binned 2 × 2 in
order to increase the signal without losing resolution. The high resolution
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Microscope parameters Value

Focal length fM 18mm

Numerical aperture NA 0.53

Clear aperture D 18mm

Operating wavelengths λM 532nm, 671nm, 770nm

Telephoto focal length ftele 975mm

Magnification M 54.0(2)

Resolution at 671nm ∆rRayleigh, ∆rFWHM 770nm, 660nm

Chromatic shift ∆f(λM) < 500nm

Depth of field DOF 3.5µm

Field of view FOV 100µm × 100µm

Region of view ROV 150µm × 150µm

Effective pixel size xpx 296nm × 296nm

Table 5.2: Microscope and high resolution imaging system parameters.

also means the depth of field (DOF = 3.5µm) of the imaging system is small,
such that the lower microscope (see Fig. 5.3(b)) has to be aligned vertically
to the atom plane.

Besides the high-resolution imaging system, a second imaging path, split
with a polarizing beam splitter before the telephoto objective, is used to
characterize the optical potentials projected on the atoms. The secondary
imaging system has a magnification of M = 250mm/18mm = 13.9 with an
effective pixel size of 250× 250nm2. The secondary camera is a USB camera
(Flir Chameleon2) which allows a simple read-out and is mainly utilized for
our wavefront correction algorithm [62] and subsequent beam characteriza-
tion.

5.3.1 Auxiliary Imaging Paths

Here, the imaging paths in the main chamber of the experiment are de-
scribed, whereas a detailed description of the new spin-resolved absorption
imaging system can be found in Sec. 6.3, while the details of the high-
resolution imaging are found in Sec. 5.3. In order to characterize the ex-
periment during all steps of the experimental sequence, we have multiple
imaging systems for imaging the MOT and resonator dipole trap in the main
chamber and the final atom cloud in the glass cell.

Main Chamber Imaging System

The main chamber has two imaging paths, one for fluorescence imaging of
the MOT and another for absorption imaging shown in Fig. 5.4. The fluores-
cence imaging of the MOT is always operational and provides an indication
of the atom number in the MOT, though it is not calibrated. Neverthe-
less, the fluorescence counts correlated with the final atom number helps
to troubleshoot issues with the MOT and allows to disentangle them from
problems that may arise at a later stage in the experiment.

The absorption imaging system on the other hand has to be configured to
be operational. For the imaging light the fiber of the x-absorption imaging in
the glass-cell has to be moved to the y-absorption path and mirror is placed
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Figure 5.4: Imaging paths in main chamber and glass cell. In the main chamber
two imaging systems, y-absorption and MOT fluorescence, intersecting at the center
are in use. The fluorescence imaging is used to non-invasively characterize the com-
pressed MOT during the experimental cycle, while the absorption imaging system
is only used when problems within the main chamber arise. The atomic cloud in the
glass cell can be absorption imaged from two directions, x and z. The low resolution
imaging system in x-direction is used to measure atom numbers and temperatures
precisely and is detailed in Sec. 6.3. The high resolution vertical imaging system is
used to determine the local density of the cloud and is presented in Sec. 5.3. Adapted
from Ref. [73].
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on a magnetic mount such that the light propagates along the path of the
final, optical dipole trap. Since this path is also used to stabilize the power
of the dipole trap another flip-mirror has to be flipped such that the light
can reach the camera (PointGrey FireWire Camera). The imaging system has
a calibrated magnification of M = 0.6 which results in an effective pixel size
of 12.4µm on the atoms. The effective saturation intensity is not calibrated
which means the ideal scattering cross-section is used to measure the atom
number which overestimates the real value. In order to image with a defined
quantization axis the main chamber Feshbach coils are used to image at
B = 300G. The main chamber imaging path can be used to image the
compressed MOT, the atoms in the resonator and the atoms in the transport
dipole trap. The MOT itself is difficult to image due to its large optical
density absorbing the light almost completely.

5.4 TWO-TERMINAL TRANSPORT GEOMETRY

In this section the optical dipole traps used for transporting the atoms from
main chamber to the glass-cell and the hybrid-trap used for the subsequent
transport experiments are introduced. Secondly, the lightsheet trap is de-
scribed which generates a two-dimensional (2D) constriction between two
three-dimensional (3D) reservoirs. Finally, we detail the lithographic tech-
nique, used to imprint the one-dimensional wire onto the 2D lightsheet. A
more detailed description of the transport geometry can be found in the
theses of S. Krinner [70] and D. Stadler [145].

Transport Dipole Trap

In order to transport the atoms from the resonator trap to the glass-cell a
tightly focused Gaussian beam is moved by 267.5mm via a lens on an air
bearing translation stage. The light for the dipole trap is generated by a
low-noise seed laser at 1064nm (Coherent Prometheus) which is amplified
by a fiber amplifier (NuFern NuAMP 10W) and power stabilized with a PI
loop at 3.5W for the optical transport. The beam waist on the atoms is
wx, wz = 22(1)µm which results in a trap depth of V0 = 0.28mK. In
order to compensate position fluctuations due to the long lever-arm of the
beam and the movement, the beam position in the glass-cell and in the
main chamber are stabilized using a position sensitive device (Thorlabs PSD)
in conjunction with a piezo operated tip/tilt mirror. We find that without
this stabilization the atom-number fluctuations are increasing.

Hybrid Optical-Magnetic Trap

The transport dipole trap is not stable enough in position for the trans-
port experiments and is thus loaded into a counter-propagating dipole trap
which is position stable due to its short lever arm. This is the main dipole
trap, generated by the same laser shifted in frequency via an AOM. On the
atoms the beam has a larger waist wx, wz = 70µm and is nominally oper-
ated with at a power of 0.8W, before evaporation. The focused Gaussian
beam creates a trapping potential in its transversal direction approximated
by

VDipole =
1

2
m6Liω

2
xx

2 +
1

2
m6Liω

2
zz

2 , (5.1)
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Figure 5.5: Hybrid optical and magnetic trap. The optical confinement is provided
by a focused Gaussian beam at 1064nm with a waist of wx, wz = 70µm. In addi-
tion, the magnetic field curvature provided by the Feshbach coils generates a weak
longitudinal magnetic confinement for the atoms. The sum of both traps results in a
cigar-shaped atomic cloud. Taken from Ref. [71].

where ωx,z are the trap frequencies obtained from the trap depth V0 via

ωx,z =
√
2V0/m6Liw2

x,z . (5.2)

In principle the focused Gaussian beam also provides confinement along
its direction of propagation but for this large waist trap the confinement
is quite small, i.e. ωz = 1.6Hz at 0.8W. Figure 5.5 shows the magnetic
confinement provided by the Feshbach coils which we use to longitudinally
confine the cloud. The magnetic field curvature provides a harmonic con-
finement potential proportional to the magnetic moment of the atoms µ(B)

Vmag = −
1

2
µ(B)B ′′y2 =

1

2
m6Liω

2
yy

2 , (5.3)

where the magnetic field curvature is given by B ′′/I = 0.4145G/(cm2A) and
µ(B) is a function of the hyperfine state in which the atoms are prepared.
The trapping frequencies in our system are given by νy ≈

√
B · 1.15Hz/

√
G.

The combination of both traps provides harmonic confinement in all three
spatial directions, generating a cigar-shaped atomic cloud, as shown in
Fig. 5.5.

Lightsheet Beam

Figure 5.6 shows the lightsheet beam transversally (in x-direction) intersect-
ing the hybrid trap. The resulting trap geometry is a cloud of two half-
harmonic reservoirs separated by a 2D region. The lightsheet beam is a
TEM01-like beam generated from a Gaussian beam passing through a bi-
nary 0 − π phase-plate. The light, coming from a 532nm laser (Coherent
Verdi V10), is sent through a fiber with end-cap in order to withstand the re-
quired laser powers. The fiber collimator is specifically designed (SuK Fiber
Collimator) to produce an elliptically shaped beam with a 1 : 3 aspect ratio.
The long axis of the beam is orthogonal to the phase plate such that one half
of the beam picks up a phase of π. The light is subsequently focused on
the atoms using an f = 250mm achromatic lens. The phase shift of π leads
to a nodal line in the focal plane, while the aspect ratio of y : z = 1 : 3 is



76 | Technical Details of the Experiment

4

Figure 5.6: Vertical confinement using a TEM01 beam. The lightsheet beam is
intersecting the cigar shaped cloud transversally, creating a vertically squeezed 2D
region of length 2wy = 60µm. The maximal confinement in vertical direction is
∼ 10 kHz for 1W of light at 532nm, limited by the damage threshold of the optical
fiber used. The 2D region is much smaller than the overall size of the cloud, thereby
reducing its impact on the overall thermodynamics of the large 3D reservoirs. The
Rayleigh range of the lightsheet beam zR = 500µm is much bigger than the cloud,
thus providing the same confinement along the full width. Adapted from Ref. [79]
and Ref. [71].

transformed to a ratio of 3 : 1 on the atoms. The resulting intensity profile
is given by
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where the vertical waist is wz = 9.5(2)µm and the horizontal waist is wy =

30(1)µm.
This repulsive potential creates a vertical squeezing of the cloud which,

for the beams peak intensity, is quasi-two-dimensional, i.e. νz = 10 kHz >
kBT/h. The peak intensity at 0.9W, which is the maximal power we can
send through the fiber, is around 46µK ≈ 13 ER, where ER is the recoil en-
ergy. The power of the lightsheet beam is stabilized with a PI loop after the
glass-cell which requires careful alignment and attention to the polarization
of the light. Since there is no polarizing beam splitter after the fiber the
power stabilization cannot be polarization dependent. In order to align the
lightsheet on the atoms, a motorized mirror is used (NewFocus Picomotor)
which allows for precise alignment with respect to the cloud. In addition, a
USB camera is installed in the beam path after the glass-cell which images
the beam during the experimental cycle and determines the beams’ position
and waist which is logged in a database and visualized in Grafana. Since
the optical setup for the generation of the lightsheet beam is quite compact
and mounted from below to the upper breadboard, which holds the micro-
scope. The common-mode movement of microscope and lightsheet makes
realignment of the lightsheet beam position rarely necessary.

Wire

The transversal confinement in x-direction is also provided by a TEM01

like beam at 532nm, though this beam is generated using a lithographic
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Figure 5.7: Lithographic creation of the wire confinement. The transversal wire
confinement is created by imaging the masked region of a lithographic mask onto
the atoms using a 11.1 demagnification. The resulting beam resembles a TEM01

mode with a 1.5µm wide dark region in its center which allows a path for transport.
The narrowness of the feature allows for strong confinements, i.e. νx = 15 kHz, at
a moderate power of ∼ 75mW. The length of the wire can be tuned from 2wy =

6µm up to 20µm by changing the waist of the beam before the microscope using a
cylindrical lens. Additional features on the lithographic mask add versatility to the
experiment. Adapted from Ref. [71].

mask shown in Fig. 5.7. The lithographic mask provides several, different
geometries which can be projected on the atoms, increasing the versatility
of the experiment. For the experiments presented here, a chromium covered
rectangular mask produces a shadow which is imaged onto the atom cloud.
The mask is illuminated by an elliptical beam, the aspect ratio of which can
be tuned via a cylindrical lens. The mask is imaged using an (f1 = 200mm)
achromatic lens together with the microscope (fM = 18mm) such that the
dark region in the atom plane has a width of wx,Dark = 1.5µm. The small
waist of the dark region makes it fairly easy to create a strongly confined
1D region, where confinement frequencies of up to 15 kHz are practical.
Adjusting the aspect ratio of the elliptical beam allows us to tune the waist
of the beam in y-direction, thereby tuning the length of the wire from wy =

3µm to 10µm. The peak potential is typically about 5µK ≈ 1.5 ER and in
transversal direction the wire beam has a waist of wx = 78µm which blocks
atoms from flowing around the wire region.

The wire power is stabilized using a photodiode. The position of the
wire in the horizontal plane is aligned via the microscope position, but the
transport does not depend strongly on this alignment. The more sensitive
position is the focus of the wire. Since the wires dark notch is close to the
diffraction limit, it quickly disappears when the upper microscope is out of
focus. Therefore, the transport experiments depend strongly on the position
of the wire focus which has to be aligned at least once per day, even when
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running the experiment continuously. Before the continuous operation of
the experiment the focus position was optimized every other hour.

Wall

The transport experiments need a well-defined beginning and end which is
achieved with a wall beam. The wall beam is an elliptical beam at 532nm
which is slightly larger than the wire beam in transport direction wy =

8.6µm and of similar size in the transversal direction wx = 54µm. For a
typical wall power of 100mW the peak potential is 8.5µK ≈ 2.5 ER which
blocks even the hottest atoms.

Gate

The previously discussed lightsheet and wire beams confine the cloud and
in turn reduce the local density due to the increased zero point energy, i.e.
h(νx + νz)/2. This means, that in practice there is no transport whenever
only the repulsive constriction beams are operated such that the wire is a
1D constriction. The depletion of atoms is compensated by imposing an
attractive gate beam on the cloud around the wire. The beam is provided by
a 767nm laser which is made up of a homebuilt tapered amplifier seeded by
a homebuilt diode laser. The gate beam is a symmetric Gaussian beam with
a typical waist of wx,y = 30µm, though this waist can be adjusted via the
fiber coupler of the beam from 25µm to 45µm. Typically, the gate beam can
be operated up to a depth of 2.5µK, as long as the lightsheet prevents atoms
from leaving the trap via the beam. The gate beam is power stabilized using
a photodiode and a PI loop which allows the precise tuning of the gate
potential, necessary for transport experiments. The beams position can be
modified using a motorized mirror (NewFocus Picomotor), utilized for daily
alignments. In addition, fast position shifts are possible via a piezo driven
tip/tilt mirror. This allows shifting the beam into one of the reservoirs
before transport, e.g. for parametric heating of the cloud [87].

5.5 SPATIAL LIGHT MODULATION

Spatial light modulation has been used extensively in the experiment to cre-
ate diffraction limited beams which are used to locally manipulate [61, 63,
101, 146, 147]. The concept of spatial light modulation refers to the spatial
engineering of a light beams’ wavefront which is transformed into a real-
space pattern with a lens. Fourier-optics imposes that the complex ampli-
tude of the light-field in the back focal plane of a lens is Fourier transformed
into a complex amplitude in its focal plane. In the experiment, a digital mi-
cro mirror device (DMD) is used to devise the amplitude and phase of light.
The application of the DMD in our experiment has been detailed in the
semester theses of S. De Lésèleuc [148], J. Mohan [149], in the master thesis
of F. Rabec [150] and in the PhD thesis of M. Lebrat [36].

Here, we are going to detail the DMD setup build during this thesis which
is used with near-resonant light at 671nm while the previously built DMD
setup was used to create repulsive potentials at 532nm. Figure 5.8(a) shows
a schematic of the optical setup used to project the light onto the atoms. The
DMD (Vialux V7000) is an array of micrometer-sized mirrors 13.6× 13.6µm
which have two tilt position settings at Θ = ±12◦ which is referred to as
ON and OFF. The mirrors are operated by individual CMOS circuits, allow-
ing fast switching speeds 22.7 kHz only limited by the mechanical ringing
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Figure 5.8: Optical setup for spatial light modulation using a DMD. The beam
after the fiber is polarization cleaned using a polarizing beam splitter (PBS) and
amplitude stabilized with an avalanche photodiode (APD). The waist of the beam is
adjusted such that it fills the DMD area from where the light field is retro-reflected,
due to the Littrow configuration, and separated from the incoming light with a
quarter waveplate and a PBS. The telescope f1, f3 is used in Fourier configuration
(f2 is not present in the Fourier configuration) to adjust the beam waist such that
it fills the microscopes clear aperture. Then the microscope is effectively in a 2− f
configuration, with the DMD in the back focal plane and the atoms in the focal
plane. Thus, the complex amplitude of the light field in the atom plane is a Fourier
transform of the complex amplitude of the field on the DMD. Whenever the DMD
is supposed to be imaged on the atoms, i.e. the imaging configuration, the lens f2 is
used to shrink the DMD mirrors in real-space by a demagnification of 50. Then the
effective pixel size is 270× 270nm2 on the atoms, allowing to grayscale an image
with the DMD.

of the mirrors structure. The array of mirrors at an angle effectively acts
as a blazed grating with θB = 12◦ when illuminated with light, creating a
diffraction pattern with maxima at θm. The blazing condition imposes that
the incident angle θi and diffraction angle are related, in order to maximize
diffraction and specular reflection, via θi + θm = 2θB. In order to keep the
optical setup compact we chose to operate the DMD in the Littrow configu-
ration, i.e. the incident angle θi and a diffraction order θm are equal, which
is the case for the sixth diffraction order.

In the experiment a quarter waveplate and a polarizing beam splitter are
used to separate the incoming light and outgoing diffraction order as shown
in Fig. 5.8(a). The lenses following the DMD are chosen with the following
restrictions:

• The optical setup needs to be convertible from imaging to Fourier con-
figuration.

• The effective DMD mirror size on the atoms should be below the
diffraction limit to allow non-binary amplitude modulation.

• The effective size of the DMD should cover the field of view of the
microscope (see Tab. 5.2).

• The DMD beam before the microscope should fill its clear aperture
CA = 18mm to create diffraction limited features.

• The transmission through the microscope is above 50%.
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• Optical elements can only affect the DMD’s optical path.

These restrictions can be fulfilled with this lens configuration where the

671nm path 532nm path

f1 150mm 200mm

f2 −50mm 80mm

f3 300mm 400mm

fM 18mm 18mm

second lens f2 is used to switch between imaging and Fourier configuration.
The imaging configuration is used to image the DMD’s mirrors onto the

atoms with a demagnification of M = 50 which results in an effective pixel
size of 270× 270nm, smaller than the diffraction limit. In turn, ∼ 9 pixels are
within a diffraction limited region. This enables “gray-scaling” an image by
switching 0− 9 pixels on the DMD per diffraction limited spot on the atoms.

The Fourier configuration is achieved by having only three lenses f1,
f3 and fM after the DMD. In this configuration the DMD is effectively
in the back focal plane of the microscope such that the wavefront in the
DMD plane is Fourier transformed onto the atom plane. In order to ac-
tively modulate the wavefront, an additional grating is superimposed on
the DMD by switching of half the mirrors at a certain period, called “su-
pergrating”. Distorting this supergrating by shifting it will modify the local
phase of the light, while changing its width will modify the lights’ ampli-
tude. Thus, both amplitude and phase can be modified which is used to
correct aberrations and project arbitrary potentials. The lens arrangement
in the 671nm path in the Fourier configuration (no f2) leads to a magnifi-
cation of M = 2 of the beam emanating from the DMD 2wDMD = 9.8mm
(DMD area 14× 10.5mm2) resulting in a beam diameter of 2wM = 19.6mm
in front of the microscope. We use an iris in the focal plane of the first
lens f1 to crop out the orders of the DMD diffraction which are not used
for the spatial light modulation. Importantly, in Fourier configuration the
DMD efficiency is low < 3% due to the limited diffraction efficiency, the
amplitude modulation and the imposed supergrating. The initial alignment
of the DMD setup is described in Ref. [71].

Due to the low power requirements when operating close to the atomic
resonance with small beams the power on the DMD is often very low, i.e.
the saturation parameter per power s̃ = I/IsatP at a waist of 1µm is s̃ ≈
25nW−1. For this reason an avalanche photo diode (APD, Thorlabs APD) is
used to stabilize the power of the beam. In addition, it is often still necessary
to place an optical attenuator in the path after the DMD to reach adequate
intensities on the atoms.

Aberration Correction

Recently, the DMD has been operated exclusively in the Fourier configura-
tion which allows us to correct aberrations due to the optical elements. In
order to detect aberrations we use a technique similar to a Hartmann-Shack
sensor, pioneered in Ref. [62]. The mirrors on the DMD are set to their OFF
position, except a small circular aperture (e.g. rHS = 20px) including the
supergrating. This aperture probes a small region of the overall wavefront
where the aberrations can be linearized to tilts of the wavefront. In the atom
plane the tilts in the wavefront lead to position shifts of the focus position.
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Moving the aperture over the DMD array the tilt of each individual section
of the wavefront can be extracted which allows us to reconstruct its phase.
The phase mismatch in the wavefront is compensated by locally shifting the
supergrating and the process is iterated until we reach wavefront aberra-
tions < λ/10.

Digital Holographic Amplitude and Phase Modulation

The amplitude in the atom plane is shaped by using a holographic technique
which relies on amplitude and phase modulation in the DMD plane. For
the applications in this thesis both amplitude and phase were modulated
to shape a single Gaussian beam, while in principle more complex patterns
can be created with pure phase modulation [149]. The technique in use here
is called Lee-Hologram [151] which relies on a binary hologram.

The light field in the DMD plane f(x,y) is related via a Fourier transform
to the light field in the atom plane assuming a 2− f system

g(x,y) = elF
(

x

MλfM
,

y

MλfM

)
, (5.5)

where el is a pure phase factor, F(k) is the Fourier transform of f(r) and M
is the magnification of the telescope preceding the microscope. The field on
the DMD is given by the incident field fi(r) multiplied by the DMD transfer
function h(r). The transfer function is then specified by

A(r) = |f(r)|/|g(r)| , (5.6)

ϕ(r) = arg [f(r)] /arg [g(r)] , (5.7)

though only A(r) can be affected directly on the DMD. The phase is mod-
ulated via the supergrating which modifies the local phase by shifts of the
grating. The binarized transfer function hb(xi,yi) is then calculated from
the target phase ϕ(r) and amplitude A(r) using

hb(xi,yi) = Θ
(
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with Θ being the Heaviside function, the pixel size δx, the discretized pixel
position xi, yi and the supergrating pitch specified by qx ,qy. The param-
eter w((r)) specifies the filling fraction [0, 1/2] of the supergrating – also
called supergrating width – which can be used to modulate the amplitude,
given

w(r) =
1

m
sin−1

(
A(r)

max [A(r)]

)
, (5.9)

where w changes the local diffraction efficiency which is proportional to the
local amplitude. The target amplitude is normalized such that the minimal
and maximal value correspond to w = 0 and 0.5 respectively. The field in
the atom plane is then given by

g(x,y) = F [hbfi]

(
x

λMfM
,

y

λMfM

)
. (5.10)

This holographic technique allows us to correct aberrations in our optical
system which we use to obtain spot waists of ∼ 1µm for a DMD pixel area
of 400× 400 which was used in Ch. 8. With the second, 532nm DMD path
waists of 0.74µm were achieved in the past [71].
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Over the years some parts of the experiment have become unstable and
cumbersome to operate. Mainly the power limitations of the MOT laser
caused by a degrading tapered amplifier and the lacking stability of the res-
onator lock were the two most time-consuming technical deficiencies. In
addition, new ideas regarding spin-resolved absorption imaging and im-
provements in the understanding of atom-light interactions dictated more
improvements. In this chapter the implemented technical upgrades of the
apparatus are described. The upgrades focused on the one hand on the
overall stability via a new resonator lock, a new MOT laser which alleviate
power limitation and continuous data-logging to simplify troubleshooting.
On the other hand new experimental techniques were implemented which
allow spin-resolved absorption imaging as well as three-level atom light in-
teractions.

In Sec. 6.1 the MOT laser based on a frequency doubled Raman fiber
amplifier and its power distribution is described. Then Sec. 6.2 details
the new optical setup and Field-Programmable-Gate-Array (FPGA) based
Pound-Drever-Hall (PDH) lock of the resonator dipole trap. In the following
Sec. 6.3 the spin-resolved absorption imaging is outlined while in Sec. 6.4
the laser setup used to address a three-level system is presented. Finally, in
Sec. 6.5 a terse summary of the data-logging is given.

6.1 UPGRADE OF THE MOT LASER

In this section the new laser setup for the magento-optical-trap (MOT) and
Zeeman slower is described. The degradation of the previous setup based
on a tapered amplifier (homebuilt) for the Zeeman slower and a combined
external cavity diode laser (ECDL) - tapered amplifier (Toptica TA100) for

83
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the MOT demanded a new laser setup. The old setup is described in detail
in Ref. [79] and Ref. [73].

One of the main challenges for ultracold 6Li experiments is the unavail-
ability of proven and powerful laser sources. The proven solutions, i.e. ta-
pered amplifiers, only provide ∼ 500mW while other solutions [152] are
unstable. We decided to use a combination of a new technology, called Ra-
man fiber amplification [153] (RFA) combined with a proven technology in
second harmonic generation [154] (SHG) using periodically poled lithium
niobate [155] (PPLN) crystals. This approach provides high laser powers at
1342nm which are doubled to produce 3.5W of output power at 671nm,
though we found operating at this high power leads to laser power degra-
dation of the RFA. Nevertheless, operating at lower powers allows a stable
operation without degradation. The second harmonic generation was real-
ized within the semester thesis of F. Rabec [156].

6.1.1 Raman Fiber Amplifier

The Raman fiber amplifier (RFA) is a commercially available (MPBC RFA-
1342-8W) laser amplifier seeded by a narrow-linewidth ECDL source (Toptica
DLpro) γ = 10 kHz.

Raman fiber amplification is harnessing the normally unwanted nonlinear
process called stimulated Raman scattering [157] (SRS) where high optical
powers inside a fiber lead to forward and backward photon scattering. The
Raman process originates from vibrational states of molecules in the fiber
which can be populated via a Raman process involving a virtual excited
state and an emission in a red-detuned sideband. In optical silica fibers
the SRS effect is known for a long time [158] and there have been exten-
sive developments to use this effect for, intrinsically broadband, amplifiers
for telecommunication applications [159–161]. Figure 6.1 shows the typical
spectrum of the spontaneous Raman scattering inside a single-mode silica
fiber, taken from Ref. [162]. The fiber is pumped at λp = 526nm, while the
resulting spectrum has frequency components at ∼ 25nm from the pump
wavelength. The Raman gain g is calculated from

Pout

Pin
= exp

(
gIp,0L

)
, (6.1)

where Pout, Pin are the signal input and output power, Ip,0 is the effective
input pump intensity and L is the length of the fiber.

For the Raman fiber amplifier used in our experiment, the broadband
amplification of the Raman process is used to amplify the seed laser at
1342nm via the stimulated Raman process pumped at 1064nm. This allows
us to generate up to 9.5W at 1342nm from a 40mW seed, i.e. a gain of ∼

23dB. To achieve this output power the laser is pumped with 25W of light at
1064nm which most likely led to the observed degradation. The RFA had to
be repaired once by the supplier due to an increase of back-reflection inside
the fiber and concurrent decrease of output power. The supplier expected
the wavelength multiplexer, used for combining and splitting the pump and
seed light to be the reason for the degradation. After the repair the laser
was fitted with a water cooling module which is supposed to increase its
lifetime. Up until now – 8 months after the repair – we did not experience
a degradation, though we operate the laser at about ∼ 4W of output power.
This power is enough for the MOT laser setup due to the high efficiency of
the SHG setup.
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Figure 6.1: Typical Raman gain spectrum of an optical fiber. The Raman gain is
displayed as function of the frequency shift from the pump wavelength λp = 526nm.
The gain spectrum is broadband, having frequency components up to 552nm. Taken
from Ref. [162].

6.1.2 Second Harmonic Generation using Cascaded PPLNs

In order to generate light at the MOT frequency, the amplified signal at
1342nm is doubled in frequency to 671nm using two cascaded periodically
poled lithium niobate crystals (PPLN) in quasi-phase matching (QPM) con-
dition. Figure 6.2 schematically shows the process of second harmonic gen-
eration, which is based on the interaction between strong electromagnetic
fields and the crystals’ internal electric dipoles resulting in a nonlinear rela-
tion between polarization density P and electric field

P = ϵ0χE+ χ
(2)E2 + 4χ3E3 + . . . , (6.2)

where χ(2) = 2d and χ(3) describe the strength of second-order and third-
order nonlinear interaction, respectively. In case of second harmonic gen-
eration (SHG), given an electric field E = [A(w)eiwt + A∗(w)e−iwt], the
nonlinear polarization density is given by

PSHG(t) = dA(w)A
∗(w) + Re

[
dA2(w)ei2wt

]
, (6.3)

where A(w) is the complex electric field amplitude. The resulting polar-
ization has a zero frequency component P(0) = dA(w)A∗(w) as well as
a 2w component P(2w) = dA2(w) which is the field we are interested in.
In addition to the frequency matching condition given by 2w1 = w2 there
has to be a matching of wavevectors of the incoming and outgoing fields.
Assuming incoming plane waves, the complex field amplitude is given by
A1(w) = a1e

−ik1r and the outgoing waves have to fulfill the phase match-
ing condition

2kw = k2w . (6.4)

The frequency- and phase-matching condition in conjunction provide a sus-
tained interaction between light and medium in time and space. In a nondis-
persive media and for co-propagating waves the phase matching condi-
tion 2nw1/c = nw2/c is satisfied as long as the frequencies are matched
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Figure 6.2: Second harmonic generation in a bulk crystal and in a periodically
poled crystal. (a) The light at the input of the nonlinear material is called pump.
The nonlinear process provides an upconversion of the incoming lights frequency
to twice its value. The outgoing signal is at twice the frequency of the pump. The
pump is still present at the output, due to the imperfect conversion efficiency. (b)
In a bulk crystal (upper square) the nonlinear coefficient d has a constant direction
in space, providing a decreasing SHG efficiency in space due to the dispersion in
the crystal leading to a loss of the phase-matching condition. The distance over
which the nonlinear process decoheres is given by the coherence length Lc. This
decoherence in the bulk can be rectified by periodically alternating the direction of
d, where the period is a multiple of Lc. The periodic poling leads to a new quasi-
phase-matching condition which can be met tuning the temperature of the crystal.

2w1 = w2. In reality all media are dispersive the two conditions are inde-
pendent

2w1 = w2 , (6.5)

2nww1/c = n2ww2/c .

Figure 6.2(b) shows a periodically poled crystal which we use to fulfill these
conditions by inverting the nonlinear coefficient n(z) after a period Λ. In a
medium with position dependent nonlinear coefficient d(r) = d0e−iGr, here
assumed to vary harmonically, the phase-matching is given by

2kw + G = k2w . (6.6)

Creating the harmonic position dependence is in practice not possible, but
varying the nonlinear coefficient rectangularly with period Λ provides a
Fourier series of harmonic function, one of which can be used to phase
match the waves. The Fourier series is given by d(z) =

∑∞
m=−∞ dme−i2πmz/Λ.

The resulting phase-matching condition is

2w1nw +m2πc/Λ = w2n2w , (6.7)

where the grating period Λ = mLc matches a multiple of the coherence
length Lc of the SHG process. Here, the coherence length Lc is the length
over which the nonlinear process stays efficient, i.e. Lc = 2π/∆k where ∆k
is the phase mismatch of the waves. The quasi-phase matching is eventually
achieved by tuning the refractive index of the media ni(T) via the tempera-
ture such that the condition in Eq. 6.7 is fulfilled.

The progress in fabrication of periodically poled crystals, in particular
lithium niobate, via their ferroelectric properties allows us to use an easy
to handle crystal to achieve high SHG efficiencies [163, 164] without the
need of an enhancement cavity. In our SHG setup periodically poled, 5%
MgO doped lithium niobate is used (Covesion MgO:PPLN 40mm), due to its
higher damage threshold [165] compared to undoped PPLN. PPLN itself is
advantageous for our application since it has a large nonlinear coefficient
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d333 = 25pm/V [166] (crystal axis is aligned by manufacturer to extraordi-
nary axis).

The previously discussed concepts of second harmonic generation were
assuming plane waves and were valid in the undepleted pump approxima-
tion. In reality Gaussian beams are impinging on the crystal which will
lead to diffraction inside the crystal. In essence, this means that there is
an optimum waist in the crystal, between having a diffraction limited focus
which would maximize intensity in a spot and having a collimated beam
with constant waist along the direction of propagation. Boyd and Kleinman
have solved the wave equations for SHG using Gaussian beams [154, 167]
while assuming an undepleted pump. These results allow us to calculate
the optimal waist and determine the waist position inside the crystal. The
first finding is that the optimal waist position is always in the center of the
crystal, i.e. the Gaussian beam has to be focused into the crystal. The sec-
ond finding is that the length of the crystal is related to the optimal Rayleigh
range zR of the beam

L = 5.68zR , (6.8)

which is known as the Boyd-Kleinman formula [167]. The optimal waist
for our setup is w0 = 37.6µm. Importantly, the phase-mismatch ∆k =

2kw − k2w in the case of Gaussian beams is not optimal at ∆k = 0 due
to dephasing introduced by the Gouy phase. The quasi-phase matching
condition for Gaussian beams is given by

2(nw −n2w)w− 2πc/Λ = 3.2c/L . (6.9)

The dispersion of the crystal varies with temperature which allow us to
achieve the phase-matching condition. The temperature dependence of the
refractive index is given by the Sellmeier equation [168, 169]

n2(f(T), λ) = a1 + b1f+
a2 + b2f

λ2 − (a3 + b3f)2
+
a4 + b4f

λ2 − a25
− a6λ

2 , (6.10)

f(T) = (T − 24.5)(T + 570.82) ,

where the wavelength λ is in units of µm and the temperature T in ◦C.
The Sellmeier coefficients for MgO:PPLN can be found in Ref. [170]. For
the crystal in use the poling period Λ = 13.6µm gives a phase-matching
temperature of T = 41.84 ◦C.

Finally, to find the theoretical maximum of the SHGs conversion efficiency
and the optimal length of the crystal for the maximal pump power, i.e.
P1342 = 9.5W we have to include the pump depletion, leading to a satu-
ration of the output. This turns out to be highly complicated when using
Gaussian beams, which is why we use the analytic solutions for monochro-
matic plane waves [171]. For zero second harmonic input the conversion
efficiency is given by

η = V2
bsn2

(
ΓL

Vb

∣∣∣∣V4
b

)
, (6.11)

where sn is a Jacobi elliptic function. This formula simplifies in the case of
perfect phase matching, i.e. Vb = 1, to

η = tanh2 (ΓL) , (6.12)

Γ =
√
ηnormIw , (6.13)

ηnorm =
8π2d2eff

n2
wn2wcϵ0λ2w

. (6.14)
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Importantly, the conversion efficiency implies that having multiple crystals
will lead to an enhanced conversion efficiency compared to having a single
crystal of equal length. This stems from the fact that with two cascaded
crystals a higher intensity in each crystal, due to the optimal waist condition
from Boyd-Kleinman, will lead to a larger conversion efficiency. Here, we
cascade two crystals which comes with an additional condition on the phase
between the crystals [172]. The dispersion in air and in optical elements will
lead to a phase mismatch between the signal E2w and the pump Ew in the
second crystal. The phase mismatch can be compensated via the distance
between the crystals where the optimal phase difference is given by

ϕ2w − 2ϕw = π/2+m2π . (6.15)

In addition, we avoid achromatic aberrations and dispersion in optical me-
dia by using two parabolic mirrors to collimate and refocus the beams into
the second crystal.

6.1.3 Optical Setup for Second Harmonic Generation

Here, we discuss the optical setup used for second harmonic generation
(SHG) with two cascaded PPLNs and the new power distribution used for
the magneto optical trap (MOT) and the Zeeman slower.

Second Harmonic Generation with Cascaded PPLNs

Figure 6.3(a) shows the optical setup used for frequency doubling 1342nm
to the lithium MOT frequency, around 671nm. Learning from the previous
MOT setups we tried to keep the optical paths as short as possible which
is not visualized in the schematic representation in Fig. 6.3. After amplifi-
cation by the Raman fiber amplifier (RFA) the light passes through a half-
wave plate in a precision rotation mount which allows to precisely adjust
the polarization to the extraordinary axis of the crystal, optimizing the non-
linear conversion efficiency. Following the mirror, the light is focused into
the crystal using a lens (f = 100mm) mounted on a XY translation stage.
The PPLN crystal is mounted in an oven (Covesion Oven 40mm) which is
placed on a precision XYZ translation stage (Thorlabs MBT616D/M) in order
to align the poling-aperture (0.5× 0.5mm2) to the beam and the focus of the
beam to the center of the crystal. A high precision σT ≲ 2mK temperature
controller (Meerstetter TEC-1091) stabilizes the ovens’ temperatures using a
PT100 resistance temperature detector (RTD). The output of the first crystal
is collimated, wavelength independently by a 90◦ off-axis parabolic mirror
(Thorlabs MPD129-P01, f = 50.8mm) and is refocused by an equivalent mir-
ror into the second crystal. The optimal distance between the two crystals
was previously determined to be ∼ 20.4 cm with an optical delay line. The
second crystal is again mounted in an oven which is placed on a XYZ trans-
lation stage. The output of the second PPLN is passing a dichroic mirror
splitting signal and pump light. The signal is collimated using a lens while
the pump is discarded in a beam dump.

Alignment of the Doubling Crystals

The main conclusion of using the SHG setup based on PPLNs is that the
optical setup is insensitive to alignment. During the manufacturers repair of
the RFA the system was non-operational for ∼ 2months and did not require
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Figure 6.3: Optical setup for SHG and MOT power distribution. (a) The external
cavity diode laser (ECDL) is seeding the Raman fiber amplifier (RFA) which pro-
duces up to 9.5W of light at 1342nm. The cascaded PPLNs are injected using two
mirrors followed by a focusing lens on a translation stage, focusing the pump light
to the optimal waist 37.6µm in the center of the first PPLN crystal. The emitted
signal and pump are collimated and refocused using two 90◦ off-axis-parabolic mir-
rors into the second PPLN. Afterwards, the signal and pump are separated using
a dichroic mirror and the signal is collimated with a lens. (b) The MOT laser light
created by the SHG is split into three different arms for cooler, repumper and Zee-
man slower. The remaining light is sent to the offset lock photodiode and to the
wavelength-meter. In the current configuration – operating the RFA at low powers –
the Zeeman slower light is seeding a tapered amplifier (Toptica BoostTA) the output
of which is then sent to the atoms.
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realignment after the RFA’s return. This insensitivity stems from the large
aperture of the PPLN chips (0.5× 0.5mm2) with respect to the beam waist
(w0 = 37.6µm) in the center of the crystal and at its interface (wI = 113µm).
Nonetheless, the initial alignment requires precision translation stages to
find the aperture without tilting the crystal and the correct focus position
inside the crystal. We found that during the initial alignment the second
crystal was more sensitive to the alignment than the first one. This could be
a result of the signal in addition to the pump at the input.

The major tuning knob for the efficiency of the SHG in the cascaded
PPLNs is the temperature of the crystals. For a single crystal we find ex-
perimentally a temperature bandwidth of 1.55 ◦C, which was predicted to
be 1.5 ◦C by theory. In case of a single crystal with twice the length this
bandwidth would half, which indicates the challenge in finding the opti-
mal temperatures of two crystals. In the light frequency domain we find
a single crystal bandwidth of ∼ 25GHz which is decreasing the same way
for longer crystals. The interesting observation we made when optimizing
the temperature of the two crystals is the necessity to ‘’‘walk” (equivalently
to beam walking for fiber alignment) the temperature setpoint’s to find a
global optimum. The reason being that whenever the first crystal is at its
individual peak efficiency the pump is depleted at its output leaving less
pump intensity for the second crystal. Therefore, for each setpoint of the
first crystals’ temperature the second crystals’ temperature has to be tuned
to find a local optimum, which allows us to approach the global optimum
via a gradient ascent. This large temperature dependence also meant that
we needed a high quality temperature controller allowing us to stabilize in
the 10mK regime.

Temperature Controller

Here, the homemade integration of a commercially available temperature
controller is introduced which allows us to stabilize adequate setups up to
σT = 2mK stability. The controller is a Meerstetter TEC-1091 original equip-
ment manufacturer (OEM) device which is originally designed to control
Peltier elements. For us, the footprint of the device 65mm × 38mm com-
bined with its large cooling power 42W and good software made it the best
choice for our application. The manufacturer specified temperature preci-
sion and stability to be at least 0.01K which we are able to surpass.

For the operation of the TEC-1091 we designed a printed circuit board
(PCB) which allows us to make use of the full flexibility of the device. The
temperature measurement on the system side can be performed in either
2-Wire configuration which allows a simultaneous 2-Wire measurement on
the heat sink side or in 4-Wire configuration which negates the heat-sink
measurement option. We also integrated a connector to the fan control of
the TEC-1091 which allows us to use a speed controlled fan on the heat
sink side if necessary. Finally, the optionally available display is integrated
into the front panel of the PCB in addition to a rotary encoder and a USB
port which allows controlling the temperature and accessing the software,
respectively.

The software is useful due to the access to every possible setting of the con-
troller, including the PI parameters, resistance-temperature look up tables,
display settings etc. In addition, the manufacturer provides an automatic
tuning algorithm for the PID parameters which works well, allowing us to
achieve the high precision without having to tune any PID parameter by
hand.
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Figure 6.4: SHG efficiency and output power. The theoretical nonlinear conversion
efficiency (a) as a function of the pump power shows a saturation behavior at high
powers due to the pump depletion, see Eq. 6.12. The comparison between crystals of
different lengths shows that the longer crystal has a larger efficiency but also smaller
quasi-phase-matching temperature width (b). The measured nonlinear conversion
efficiency η (c) is displayed as a function of the pump power at 1342nm. The maxi-
mal efficiency we reached was 39% at an input power of 8W. The disparity between
theory and experiment comes from thermal gradients within the crystal, the pho-
torefractive effect [173] and the dispersion in air. (d) The output power at 671nm is
displayed for varying pump powers. At the highest pump power we can produce
3.1W of light at the MOT frequency.

RFA and SHG Performance

In this section the performance of the Raman fiber amplifier, the SHG setup
as well as the new MOT power distribution is discussed.

The Raman fiber amplifier in its repaired version, i.e. with a water cool-
ing circuit, can produce up to 9.5W of light at 1342nm. Due to the pre-
viously described degradation, most likely due to a defect wavelength de-
multiplexer, we operate it at much lower powers of around 4W. The RFA
has two modes of operation, a constant power and a constant current mode.
We operate in the constant current mode since we found that the constant
power mode leads to an unforeseen switch-off behavior whenever the reflec-
tion photodiode inside the laser receives too much power. This photodiode
triggers an interlock mechanism whenever the Raman scattering leads to
spontaneous back-reflections which can hurt the seed laser. Since the reflec-
tion is correlated with the gain of the laser, we operate at a constant gain,
i.e. constant current, to achieve a stable operation. In terms of frequency
stability and linewidth, the ECDL-RFA combination outperforms our former
setup, operating at 671nm. The ECDL seed has a native linewidth of 10 kHz
over 100ms which is more than an order of magnitude better than an ECDL
at 671nm. In addition, the mode-hop free tuning range is ∼ 40GHz which
allows for stable operation without re-locking during the day-to-day opera-
tion. Finally, the fiber amplifier naturally provides a high quality, Gaussian
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beam at its output which is hardly altered by the SHG, thus allowing for
high fiber coupling efficiencies and no need for beam shaping.

Figure 6.4 displays the performance of the cascaded PPLN SHG in terms
of efficiency and output power. The efficiency is initially increasing linearly
before reaching the pump depletion regime, where a saturation behavior
sets in, following the predicted behavior, see Eq. 6.12. The theoretically
achievable efficiency is η = 0.47 for a crystal with length L = 80mm, which
assumes perfect phase matching between two cascaded crystals. The tem-
perature bandwidth of the quasi-phase-matching is 1.5K for the short crys-
tal and 0.75K for the long crystal. The measured nonlinear conversion effi-
ciency (see Fig. 6.4(c)) follows the theoretically expected behavior. We find
its peak value η = 0.39 to be below the theoretically expected value which
has several reasons. The dispersion in air is not perfectly compensated and
thermal inhomogeneity within the crystal [174] lead to a reduced conver-
sion efficiency. In addition, the photorefractive effect [173] leads to a modi-
fication of the refractive index via the excitation of electrons, leading to an
increased absorption and reduction of conversion efficiency. The measured
output power at 671nm shows that we can reach up to P = 3.1W which is
four times bigger than the available power in our previous, tapered ampli-
fier based, MOT setup. In addition, the mode of the light is good, which
allows us to inject > 70% of light into an optical fiber. Finally, the high ef-
ficiency allows us to operate at much lower pump powers and still achieve
adequate MOT beam intensities, thus reducing the RFAs degradation in the
long term.

6.1.4 MOT Power Distribution and Frequency Lock

Following the separation of wavelength’ after the SHG, the MOT light is
collimated to a waist of w0 = 1mm and split, using polarizing beam split-
ters, into the different MOT beam paths. Figure 6.3(b) shows the optical
setup for the repumper, cooler and Zeeman slower beams, the path to the
offset-lock [175] and the path to the wavelength-meter (WLM, HighFinesse
WS8-2).

The main change from the previous frequency locking scheme is that the
Zeeman slower light is now coming from the frequency shifted MOT laser
and not directly from the Reference laser. The old locking scheme is de-
scribed in detail in Ref. [73]. The new MOT frequency lock is shown in
Fig. 6.5(a) where the ECDL at 1342nm is used for feedback which does re-
duce the PI-loops’ bandwidth due to the long fiber inside the RFA. We do
not see any negative effects of this reduced bandwidth, mainly due to the
stable and narrow laser diodes in the infrared regime. The frequencies for
the MOT beams and the Zeeman slower are all created using AOMs driven
by radio frequencies. This also allows us to stabilize the beam powers af-
ter the fiber on the experimental table using an analog PI loop (NewFocus
LB1005).

The optical setup for this purpose is shown in Fig. 6.3(b). Care has been
taken that all beam paths are short and efficiencies of AOMs > 80% and
fiber couplings > 70% are high. Besides the MOT beams, the light is
sent to the wavelength-meter which allows quick troubleshooting of the
laser frequency. The AOM’s and the fiber-couplers are placed in kinetic
mirror mounts, allowing us to reduce the amount of mirrors needed for
beam walking. The MOT laser is shifted by half the hyper-fine-structure
splitting ν=MOT = +228MHz/2 to the blue such that it is red-detuned by
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Figure 6.5: MOT and imaging laser offset lock. The reference laser is frequency
locked with a 200MHz offset to the crossover line between the cooler and repumper
transition using frequency modulation, Doppler-free absorption spectroscopy. The
MOT laser (a) is then locked to the reference laser using the beat-note between
the two lasers which is frequency shifted by 161MHz via a radio frequency mixer.
The MOT beams, i.e. cooler and repumper, are then created by shifting the MOT
light symmetrically, using an AOM, by ±114MHz such that both beams are red-
detuned by −39MHz from their respective transition. During the compression of
the MOT to the compressed-MOT these detunings are linearly ramped via the offset
lock frequency. The Zeeman slower beam is shifted by −161MHz with an AOM
which red-detunes it by −86MHz from the cool-transition. (b) The imaging laser is
offset-locked in the same way the MOT lasers is, but with a bigger and more tunable
offset of 500 . . . 1000MHz. The imaging light for the three lowest hyperfine states
|1⟩ , |2⟩ , |3⟩ is created using AOM’s shifting the imaging frequency to the respective
transitions.



94 | Technical Upgrades of the Experimental Apparatus

0.25 0.50 0.75 1.00
PRepumper/PCooler

0

2

4

6

8

At
om

 n
um

be
r [

10
4 ]

100 200
PZeeman [mW]

0

2

4

6

8

At
om

 n
um

be
r [

10
4 ]

a b
PCooler [mW] 50 75

Figure 6.6: MOT and Zeeman slower power. (a) The final atom number saturates
for both a lower cooler beam power (blue circles) and for a high cooler beam power
(orange circles). In the limit of lower power the repumper beam power has to be
increased to achieve the maximal atom number. This shows that in lithium both
the cooling and repumping transition are of similar importance for the laser cooling
and the beams can be used to compensate each-others power and still achieve the
same laser cooling performance. (b) The Zeeman slower performance in terms of
final atom number shows no clear saturation behavior at large Zeeman slower beam
powers. This behavior is likely related to the lithium coating on the entrance window
of the Zeeman slower beam, reducing its intensity on the atoms.

−39MHz of the repumping transition 22S1/2, F = 1/2 → 22P3/2, F = 3/2,
which creates the repumper beam. For the cooler beam, the MOT laser is
shifted in the opposite direction −114MHz by an AOM such that it is red-
detuned (−39MHz = −6.5Γ ) from the cooling transition 22S1/2, F = 3/2→
22P3/2, F = 5/2. This detuning is reduced during the compression of the
MOT to the compressed-MOT to about 3MHz. The Zeeman slower beam
is shifted by −161MHz which detunes the beam −86MHz from the cooling
transition. We find that the addition of a repumping beam to the Zeeman
slower increases the loading by about 20%, but do not use it in the experi-
ment.

In case of the moderate MOT laser power, i.e. 1.7W, we are saturat-
ing the repumper beams power-lock photodiodes on the experimental side
(PRepumper = 100mW). Figure 6.6(a) shows that increasing the MOT power
to these values does not increase the atoms number in the experiment, oper-
ating both cooler and repumper beams at a similar power PCooler,Repumper >

50mW gives the maximal atom numbers. This indicates that the experi-
ment is not limited by the MOT loading but by the following evaporation
and transfer steps. The Zeeman slower on the other hand is power lim-
ited, mostly due to the coating on the Zeeman slower beam entrance UHV-
viewport from the continuous atomic beam, which reduces its transmission.

6.2 UPGRADE OF THE RESONATOR DIPOLE TRAP

In this section we discuss the newly implemented optical setup of our first
evaporation stage within an optical resonator and the electronics used for
the stable PID loop configuration. The resonator dipole trap is the first evap-
oration stage in the experiment following the laser cooling in the MOT. It
is therefore required to have a large volume and trap depth such that the
rather hot TcMOT ≈ 500µK and not-so dense wCMOT ≈ 1mm Lithium cloud
can be captured after the compressed MOT. For this reason a large waist,
high power dipole trap was built using an in-vacuum optical resonator, pro-
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Resonator parameters Values

Length L 0.149 75m

Mirror Radius of Curvature R1 / R2 150mm / ∞
Mirror Reflection R 99.98(5)%

Mirror Transmission T 150ppm

Loss Parameter αs 721ppm

Finesse F 10200

Linewidth ∆ν 98kHz

Free Spectral Range νFSR 1GHz

Intensity Enhancement S 1580

Table 6.1: Cavity parameters of the in-vacuum resonator dipole trap. From the
measured finesse F and the assumed the mirror reflection R, the loss parameter αs
and the intensity enhancement S were calculated. The finesse F was measured from
a cavity-ring-down measurement. Linewidth and free spectral range are determined
from the cavity spectrum. Table adapted from Ref. [73].

viding optical enhancement of the light intensity ×1500 and is therefore
operated with a large waist w⊥,L/2 = 550µm. The cavity parameters of the
optical resonator in-vacuum are given in Tab. 6.1. The finesse F measure-
ment and the derivation of the other parameters is described in detail in
Ref. [73].

The shortcomings of the old optical resonator and its electronics are

• Long, unstable optical beam path. The light from the original laser
(Coherent Mephisto 2W) was sent in free space Lpath ≈ 2m through
many optical elements before being coupled into the optical cavity.

• Low power. The laser beam power in front of the resonator was lim-
ited to ∼ 700mW.

• Single pass AOM. The AOM used for amplitude stabilization and fast
laser frequency feedback was in single pass configuration. Thereby,
the frequency feedback affects the spatial resonator coupling via the
AOM deflection angle.

• High frequency EOM. The resonance frequency of the EOM fc =

228MHz was too large for the linewidth of the resonator ∆ν = 98 kHz
therefore not allowing an optimal sideband modulation depth.

• Frequency Lockbox. The frequency lockbox was analog and modified
to be able to lock the resonator. There was no possibility for a relock
feature.

• Fast frequency lock. The fast frequency lock was only adjusted via a
P-gain, thereby not providing a proper lock.

All these shortcomings together meant that the experiment could not be
run without an operator in the lab, since the resonator had to be re-locked
several times per day.

Implementing several optical as well as electronic upgrades to the res-
onator setup, which will be discussed in the following, allowed us to over-
come the main limitations of the setup. In the current, upgraded state, the
system can operate without supervision 24/7 and only rarely needs realign-
ment to achieve its maximal loading efficiencies.
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6.2.1 Improved Optical Setup

The improved optical setup is shown in Fig. 6.7 and includes three fiber
connected parts used for (a) laser amplification and frequency sideband
generation, (b) amplitude stabilization and fast frequency feedback. Fig-
ure 6.7(c) shows the resonator in-coupling setup, the PDH photodiode and
the transmission photodiode.

Starting from the seed laser (Coherent Mephisto 2W), which is operating at
a wavelength of 1064nm and with a power of about 1W, most of the light is
discarded into a beam dump using a polarizing beam splitter (PBS), before
injecting a Ytterbium doped fiber amplifier (YDFA, Nufern PM-1064 10W)
which can provide up to 10W of output power.

The output light is sent through a wedged electro-optic modulator (EOM)
phase modulating the light at νEOM = 5MHz, thus providing frequency
sidebands for the Pound-Drever-Hall (PDH) lock [176, 177]. The wedge in
the EOM crystal is of particular importance here since it allows us to reduce
offset drifts in the lock signal originating from residual amplitude modula-
tion at the sideband frequency tremendously [178, 179]. Residual amplitude
modulation stems from etaloning and the imperfect alignment between the
polarization of the light and the modulation axis, i.e. the crystals’ princi-
pal axis. The alignment will drift over time leading to a drift of the zero
baseline of the PDH lock signal, thereby degrading the performance. The
EOM crystal is birefringent, i.e. n⊥ ̸= n∥, thus adding a wedge along one
of the crystals’ principal axis will deflect the light polarized along this axis
at a different angle compared to the light which is not polarized along this
axis. Thus, the wedge spatially separates the incoming signal into two com-
ponents of pure polarization. The resulting amplitude modulation can be
easily compensated with an AOM. In addition to the wedge, we use a Peltier
element, i.e. a thermoelectric cooler (TEC), to stabilize the temperature of
the crystal to ∆T ≈ 2mK, thus reducing drifts in temperature which can
affect the aforementioned alignment and the crystals’ refractive index. In
principle, we could have an additional feedback on the DC-port of the EOM
which would allow us to further reduce drifts of the modulation depth via
an offset voltage [178].

The phase modulated light is sent through a fiber to a double pass AOM
setup operating at νAOM = 200MHz (Gooch’n’Housego 200MHz). This dou-
ble pass setup in cat-eye configuration [180] allows us to control the am-
plitude of the light using the cavity transmission and fast frequency feed-
back for the cavity lock without changing the cavity alignment. For the
frequency modulation a homebuilt AOM driver is used based on a voltage
controlled oscillator (MiniCircuits ROS-244+) with a modulation bandwidth
of ∆ν = 50MHz, thus allowing a very fast frequency lock to the resonator.

The light after the double pass AOM is sent through a final fiber to the
optical setup used for the cavity injection. The beam is collimated after
the fiber, deflected by three kinematic mirrors, followed by the resonator
coupling lens mounted in an XYZ translation stage. The waist of the beam
is focused on the first cavity mirror and the angles are adjusted using the
two mirrors for optimal coupling efficiency. The sidebands, reflected off the
first resonator mirror are sent to a homebuilt photodiode, placed after one
of the coupling mirrors. The leakage light through the mirror is enough
for the PDH lock. The transmission of the resonator goes partly to another
homebuilt photodiode which is used for the amplitude stabilization and the
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evaporative cooling, most of the transmitted light is discarded in a beam
dump.

Optical Lattice Cancellation

One of the major drawbacks of using this kind of optical resonator as a
dipole trap is the intrinsic standing wave lattice formed by the retroreflected
light. We tried to get rid of this lattice by adding frequency sidebands at
the free spectral range of the resonator [74]. Optical cavities are resonant,
whenever a wave fits into them with knots at the mirrors, the distance in
frequency of such waves is given by the free spectral range (FSR). Sidebands,
generated at ±νFSR are q+ 1 and q− 1 orders of transmission through the
cavity. This means that in the center of the cavity, the sidebands and the
carrier are perfectly out of phase leading to a flat intensity profile.

The free spectral range of our resonator is around νFSR ≈ 1GHz making
it technically difficult to achieve the required modulation depth α = 1.2 [74].
We managed to achieve this modulation depth by using a double pass EOM
(Qubig PM9-NIR) reducing the RF power requirements by −6dB.

Nevertheless, we did not manage to see a loading or cooling improve-
ment with the lattice cancellation. The most probable reason being that our
resonator is asymmetric. Hence, the atoms in the center will experience
an acceleration towards the flat, incoupling mirror whenever the intensity
profile is flat.

6.2.2 Upgraded Electronic Setup

The main improvement for the frequency lock of the resonator is the use of a
digital, FPGA based proportional-integral (PI) controller, i.e. the RedPitaya
STEMLab 125-14, in conjunction with a computer based re-lock mechanism.

Figure 6.8(a) schematically shows the electronics generating a stable error
signal. The EOM is driven by the EOM driver (Qubig QDR200-HD) with
νEOM = 5MHz. The EOM driver has an integrated RF heterodyne mixer
which demodulates the reflection signal of the optical cavity from the PDH
photodiode. The error signal is encoded in the sideband ±νEOM ampli-
tude, encoding the phase of the reflected carrier. Demodulating the PDH
photodiode signal at the EOM drive frequency νEOM with a phase of π/2
gives the low frequency error signal Verr at the mixer output. In addition,
the driver provides an internal EOM-resonance locking scheme which opti-
mizes the EOM drive frequency to be resonant with the EOMs’ LC-circuit.
This allows us to operate at a more stable error-signal slope, i.e. feedback
gain. The error signal Verr is sent through an analog divider (Analog Devices
AD734) before going to the digital PI lock box. The analog dividers inputs
are adjusted such that the output stays constant when the laser power is
reduced during evaporation

Vout = 10

(
Z2 − Vin

Vset −X2

)
, (6.16)

where Vset is the voltage set-point for the resonator transmission and Z2, X2

are adjustable voltages. The analog divider has a large enough bandwidth
(GBP = 200MHz) to not reduce the overall bandwidth of the frequency
feedback loop. The digital PI lock is generated using a RedPitaya STEMlab
125-14 which is an FPGA with two fast inputs ∼ 50MHz and two fast out-
puts ∼ 50MHz as well as additional, slower analog input/output’s (IOs). At
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Figure 6.8: Electronics setup for resonator frequency locking and amplitude sta-
bilization. (a) The schematic electronics setup used to create the error signal for
the PDH frequency lock of the laser to the optical resonator. The EOM driver (DR,
Qubig QDR200-HD) is creating the signal (LO) for the laser sidebands and demodu-
lates the reflection signal (RF) of the cavity coming from the PDH photodiode using
an integrated RF heterodyne (HD) module. The error signal (IF) is sent to an ana-
log divider and from there to the RedPitaya FPGA (STEMLab 125-14) which is used
for the frequency feedback. The RedPitaya also receives the transmission signal of
the resonator. (b) The frequency lock scheme, includes three PI loops in different
frequency and tuning range regimes. Slow feedback (< 1Hz) is provided via pulse-
width-modulation (PWM) to the temperature set-point of the laser. Fast feedback
(< 100kHz) from one of the high frequency outputs of the RedPitaya is going to
the piezo inside the laser. Ultra-fast feedback (< 50MHz) is achieved via frequency
modulation of the double pass AOM. (c) Amplitude stabilization is realized with
an analog PI lockbox (New Focus LB1005), provided a set-point from the experimen-
tal control. The PI lockbox subsequently controls the amplitude of the double pass
AOM drive frequency.
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one of the fast inputs of the RedPitaya an additional voltage divider limits
the input voltage to the maximal range of Vpp = 2V. The second input of
the RedPitaya is connected to the transmission photodiode of the resonator,
the signal of which is used for the re-lock scheme.

Figure 6.8(b) shows the frequency feedback scheme provided by the Red-
Pitaya, allowing us to have frequency feedback in a range from 0 to <

50MHz with large tuning ranges. Once the error signal is digitized inside
the RedPitaya, the vast toolbox of digital signal processing, provided here
by the PyRPL software package [181] can be used. The use of digital fil-
ters enable us to easily split the feedback loops into different bands of the
frequency spectrum.

• Laser temperature feedback. The temperature of the laser which has
the largest frequency tuning coefficient ∼ 3GHz/K and tuning range
∼ 30GHz is at the same time responding the slowest < 1Hz. Thus, we
use one of the pulse-width-modulation (PWM) outputs of the RedPi-
taya which after external low-pass filtering provides a good DC signal.
The error signal provided to the PI loop for the temperature stabi-
lization is digitally low-pass filtered such that the feedback does not
interfere with the other PI loops.

• Laser piezo feedback. The voltage applied to the piezo inside the laser
provides intermediate frequency feedback both in terms of bandwidth
< 100kHz and frequency tuning coefficient ∼ 1MHz/V. One of the
fast outputs of the RedPitaya is connected to a high voltage amplifier
G = 18V/V with a limited bandwidth < 30kHz. Again the error
signal is digitally filtered to prevent crosstalk between the feedback
loops.

• AOM frequency feedback. Frequency modulation of the double pass
AOM provides the fastest possible frequency feedback. In principle
the voltage controlled oscillator allows us to modulate with 50MHz
with a tuning coefficient of 6MHz/V, though the overall tuning range
is limited by the double pass AOM alignment.

This combination of feedback loops provides a good lock on the main res-
onance of the resonator, though mechanical stress, temperature fluctuations
and laser mode jumps can bring the laser out of lock. For that reason we
implemented a re-lock algorithm running on the host computer of the Red-
Pitaya which, in our experience, always finds the locking point again. Once
the laser is out of lock the software starts sweeping the piezo voltage to find
the cavity resonance. Once a resonance is found the peak transmission is
compared to the expected value and if it is too low, i.e. the laser is locked to
a higher order resonator mode, the sweep is continued. In the case where
no resonance is found within the piezo tuning range, which is smaller than
the free spectral range, a new, slow sweep is started on the temperature
set-point of the laser. Its large tuning range, beyond the free spectral range,
allows us to find a cavity resonance and lock the laser to it.

The amplitude stabilization displayed schematically in Fig. 6.8(c) is based
on a standard, analog PI loop. The amplitude set-point Vset is subtracted
from the resonator transmission signal, provided by the transmission pho-
todiode, generating the error signal. The control signal is sent to a voltage
variable attenuator (VVA) inside the AOM driver which reduces the RF out-
put power of the double pass AOM driver thereby changing the laser power
in the first order of the AOM diffraction. The bandwidth of this feedback is
limited by the VVA to ∼ 100kHz.
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6.2.3 Further Improvements

Though we already achieved a 24/7 unsupervised operational state of the
resonator trap there are possible improvements to increase the overall atom
number, temperature and stability of the system.

• Amplitude noise. One major improvement would be to apply the ex-
periences we made in the frequency lock to the amplitude stabilization.
It is possible to use two photodiodes operating with different band-
widths to increase the dynamic range and the signal-to-noise of the
system. The first, slow photodiode (< 10Hz) would have lower noise
and a larger dynamic range in this frequency range. The second, fast
photodiode would provide the means to remove any high frequency
noise on the amplitude, thereby reducing noise related atom losses in
the trap. In combination, this setup reduces the overall noise and al-
lows us to evaporate to a lower laser power, possibly increasing the
atom number and reducing their temperature.

• PDH error signal. In the current setup, the slope of the frequency
feedback error signal is kept constant using an analog divider. We find
that in the current setup, the open-loop division leads to an imperfect
stabilization of the feedback gain. Alternatively, it is possible to use an
AOM before the PDH photodiode to actively stabilize the amplitude of
the reflection signal on the photodiode, thereby generating a constant
feedback gain.

6.3 SPIN-RESOLVED ABSORPTION IMAGING

In this section, we discuss the upgrade of the low-resolution, horizontal
absorption imaging system. The new imaging system allows multi-spin
imaging in a single experimental run at high magnetic fields without the
need for a Stern-Gerlach pulse [182] or phase-contrast imaging [183]. The
spins are imaged in multiple imaging shots, in quick succession using a
high-speed shift of the cameras’ pixels. A more detailed description of the
new imaging system can be found in Ref. [80].

This technique is the simplest applicable form of spin resolved imaging
for lithium due to the constraints given by the low mass of the atoms and
the magnetic fields we have to operate at in order to apply our thermome-
try. Both, the mass and the large homogeneous fields, make techniques like
Stern-Gerlach pulses difficult to implement due to the short time of flight,
while phase-contrast techniques require tedious calibrations to obtain trust-
worthy atom numbers.

In the following sections we are going to introduce the optical setup used
to generate the imaging light and set its frequency as well as the readout
and calibration methods.

6.3.1 Optical Setup for Spin-Resolved Imaging

Figure 6.9(a) shows the optical setup before the imaging fiber used to gen-
erate short pulses of resonant light at two different frequencies in quick suc-
cession. The optimal absorption imaging condition for lithium [81] imposes
short illumination times, i.e. ≲ 3µs, which means AOMs are necessary to
switch the imaging light of the respective transition. Since the response
of the homebuilt imaging laser is too slow, shifting the offset lock for the
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imaging pulses is not feasible. The frequency of the imaging laser ν0 is
locked to the reference laser with an offset lock (see Fig. 6.5(b)) which allows
an adjustable detuning from the D2 line, allowing us to image at variable
magnetic fields. The light from the laser is passing the first AOM which in-
troduces a frequency shift of ν1 = +80MHz into resonance with the state |1⟩
imaging transition (σ− polarized, |1⟩ → |22P3/2, F = 1/2, mJ = −3/2, mI = 1⟩).
The zeroth order, is picked of with a D-shaped mirror and passes AOM3

which shifts ν0 by ν3 = −83MHz into resonance with the state |3⟩ imag-
ing transition (σ− polarized, |3⟩ → |22P3/2, F = 1/2, mJ = −3/2, mI = −1⟩).
The two beams are combined with a 50/50 beam splitter (BS) in front of the
imaging fiber. In case the states |1⟩ and |2⟩ are supposed to be imaged, a
flip mirror allows to shift the imaging light for state |3⟩, using AOM2, by
ν2 = −83MHz = −ν3 back to the imaging transition of state |2⟩ (σ− po-
larized, |2⟩ → |22P3/2, F = 1/2, mJ = −3/2, mI = 0⟩). The small frequency
offsets, introduced by the AOM frequencies not exactly matching the tran-
sition frequencies, are compensated by small shifts of the imaging lasers
offset frequency for each individual imaging pulse.

The optical imaging system used to image the atomic cloud is shown in
Fig. 6.9(b). The cloud is illuminated by a collimated, linearly polarized beam
in the horizontal, x-direction. The cloud is imaged using two telescopes
in 4 − f configuration with a total magnification of 3. The first telescope
f1 = 100mm, f2 = 150mm creates an image of the cloud in its image plane,
where a razor knife edge is placed. The knife edge is imaged by the second
telescope f3 = 200mm, f4 = 100mm onto the CCD chip of the camera.
The knife edge creates a shadow on the CCD, only allowing a reduced,
cropped region of the imaging light to propagate. The dark, masked region
of the CCD is subsequently used to store the images of the atomic clouds
during the imaging process (see Fig. 6.9). A narrow linefilter in front of the
camera is used to block stray-light and leakage from the lightsheet beam
propagating along the same axis.

The image acquisition process is outlined in Fig. 6.9(c). The camera (Andor
iKon 934-M) is a high quantum efficiency (92.6%), low read-out noise CCD
camera which has a vertical shift mode allowing us to take many individ-
ual pictures in a defined horizontal region, each being shifted downwards
after acquisition, thus allowing very fast frame rates. The vertical shift time
of a single row is 2.25µs which means in the case of our imaging setup,
i.e. 100 rows per image, the frame rate is given by (texposure + tshift)

−1 =

(52µs + 225µs)−1 ≈ 3800 FPS. Since the free expansion of the cloud be-
tween images would lead to a substantial difference between the clouds, we
image both spin-states in-situ. In the experiment this means the spin-state
which is imaged first will still be in the image of the second spin-state as a
background. For this reason a longer, resonant imaging pulse is introduced
after the images of the clouds which resonantly accelerates the remaining
atoms out of the frame. This procedure is happening before the bright-
images. The resulting image sequence is given in Tab. 6.2. Each imaging
pulse has a total length of texposure = 52µs though the atoms are only illu-
minated during the illumination time tillumination = 2µs. During the junk
image pulses the remaining atoms are illuminated for tjunk = 10µs. After
the two atomic clouds are imaged, two more reference images with light are
taken, the bright images. The image sequence is ended with a final picture
without light, the dark picture. The bright and dark pictures are used to get
rid of shot-to-shot imaging intensity fluctuations as well as to remove the
background. In our experiment the bright pictures are used for a commonly
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Image Atom1 Atom2 Junk1 Junk2 Bright1 Bright2 Dark

Frequency ν0 + ν1 ν0 − ν3 ν0 + ν1 ν0 − ν3 ν0 + ν1 ν0 − ν3 −

Illumination time 2µs 2µs 10µs 10µs 2µs 2µs 0

Table 6.2: Image sequence for spin resolved imaging. The image sequence contains
7 images, each taking 100 rows of pixels on the CCD. For the atom and junk images
the imaging beam frequency is kept fixed, while the illumination time is changed.
The duration of each image, i.e. the exposure time, is constant texposure = 52µs.
Between each image its pixel rows, containing the image information, are shifted,
which takes tshift = 225µs.

used fringe removal algorithm [83], which allows to calculate an optimal
bright picture from a linear combination of reference bright pictures and a
section of the atom picture. Once the image acquisition has finished, each
individual pixel is read-out with a 16 bit ADC which has a read noise which
is smaller than the photon shot noise [80].

6.3.2 Magnification Calibration

In order to obtain correct atom numbers and second moment values from
the picture of the cloud, a well calibrated imaging system is necessary.
Signal-to-noise considerations impose an optimal imaging intensity I/Isat =

2 [81] which implies that we operate in the high intensity absorption imag-
ing limit. The absorption cross-section, which depends on polarization and
the atomic structure, is calibrated using the technique from Ref. [82]. We
rely on this calibration to obtain the correct optical density of the cloud.

The second important calibration is the magnification which we rely on
to obtain the correct size of the cloud which enters the thermometry of the
cloud. Here we can make use of a unique trick given the projection mi-
croscope and the wall beam. The wall beam separates the cloud in two
half harmonic reservoirs and its center can be easily determined using the
horizontal imaging system. The wall beam can be moved by translating
the projection microscope using its closed-loop-piezo translation stage. In
addition, the translation can be independently measured using our second,
vertical imaging system through the microscope. Assuming the magnifica-
tion 54 of the microscope imaging system is correct (has been calibrated
with a test target), the movement of the wall beam in y-direction can be
measured with both the vertical and horizontal imaging system. The ratio
of the measurements will give the ratio of magnifications of two imaging
systems. The resulting magnification for the horizontal imaging system is
M = 3.025(34) which is equivalent to the value expected from theory.

6.4 LASER SETUP FOR A PHASE-STABLE LAMBDA SYSTEM

Light matter interaction with a three-level system, as discussed in Sec. 3.3
requires two, phase-locked beams at distinct frequencies. Here we gener-
ate two beams from the same laser with a frequency offset of up to 2GHz
using custom AOMs (Intraaction 475MHz AOM). Even though, creating the
beams from a single laser and sending them through the same fiber leads
to mostly common-mode phase fluctuations we implement a phase-lock to
compensate fluctuations stemming from the different AOM paths. In the



6.4 Laser Setup for a Phase-Stable Lambda System | 105

ECDL

a b

λ/2

PBS
PBS

PBS

AOMC

Shutter

νL + 2νP

νL - 2νC

νL 

AOMP

Probe1

Control1

WLM
1x2 Fiber
coupler

1x2

Control1 Control2

10

90

50

50

90

10

Probe1 Probe2

PDProbe

PDControl

2x2
Control2

C2+P2

PDPhase
Probe2

PBS λ/4

λ/4

Figure 6.10: Optical setup for control and probe beam of the lambda system.
(a) The near-resonant laser is locked using a wavelength-meter (WLM) to an ar-
bitrary frequency. The light is split into two AOM paths, for the probe and
control beam, respectively. The probe beam AOM (AOMP) shifts the laser by
+2νP = 850 . . . 1050MHz, while the control beam AOM (AOMC) shifts the laser
by −2νC = 850 . . . 1050MHz. The double path setup is in cat-eye configuration and
needs only minor realignment to achieve the full frequency bandwidth of the AOM
with adequate AOM efficiency. Each beam can be switched using a shutter in the
path, before the fiber. The beams are not combined before the fiber, but using a fiber
coupler system (b). The first fiber couplers split the respective beam with a 90/10
ratio, where the 90% arm is sent to a photodiode for amplitude stabilization. The
second, fiber-to-fiber connected, fiber coupler is combining the probe and control
beam with a 50/50 ratio. The first output goes to the experimental table, while the
second output goes to a high-speed photodiode which is used for the phase-lock of
the two beams.

future the setup can easily be extended to two fibers and a phase lock on
the experimental side.

The near-resonant laser, an external cavity diode laser (Toptica DLPro), is
locked using a wavelength-meter (HighFinesse WS8-2) which allows free tun-
ing of the frequency νL independent of an offset-lock bandwidth. The wave-
length meter has an accuracy of 2MHz and a minimal detectable deviation
of 200kHz with a detection bandwidth of 500Hz. This allows us to impose
a stable frequency of the near-resonant laser, compensating thermal drifts,
but fast sweeps or linewidth narrowing are certainly not possible. The mea-
sured standard deviation of the frequency of the laser indicates a frequency
deviation of ∼ 1MHz. The accuracy of the wavelength-meter is retained
over extended periods of time via calibration to the reference laser, which
is spectroscopy-locked. Since the control and probe beam are frequency
shifted from the same laser, these frequency fluctuations are common-mode
and thus do not contribute to the two-photon detuning ∆ = νC − νP.

The laser is split using polarizing beam splitters into the two AOM paths
for the control and probe beam, as sketched in Fig. 6.10(a). Each path is
made up of a double path AOM setup in cat-eye configuration. The AOMs’
center frequency is 475MHz and the 3dB bandwidth is 100MHz, whereas
the peak efficiency is around 62%. The AOMs are driven with a commer-
cially available RF signal generator (Rigol DSG815) followed by a homebuilt
RF amplitude and RF switch configuration, allowing amplitude modulation,
RF switching and phase/frequency modulation via the external modulation
port of the signal generator. The RF signal generators are both supplied
with an external 10MHz reference clock which is also provided to a third,
demodulation source (Windfreak SynthNV) used for the demodulation of
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the control-probe beam beat note. In double pass configuration we reach
a maximal efficiency of 45% at the AOMs’ center frequency with a 3dB
bandwidth of about ±8MHz (FWHM = 16MHz). This means that in order
to change the two-photon detuning by more than 64MHz the AOMs have
to be realigned. The diffraction orders of the AOMs are chosen such that
the control beam AOM shifts the laser frequency by −2νC while the probe
beam AOM shifts it by +2νP. The resulting frequency difference between
the two beams is 2νP + 2νC.

Figure 6.10(b) shows the fiber coupler system used for amplitude and
phase stabilization of the two beams. The main challenge arising from the
co-propagating beams is the loss of amplitude information after the optical
fiber connecting the laser and the experiment. Nevertheless, amplitude fluc-
tuations due to free-space to fiber coupling drifts can be compensated. We
use two polarization maintaining 1× 2 fiber couplers (Thorlabs PN670R2A1)
with a 90/10 power ratio between the two outputs. Here, the large output
of the coupler is sent to a DC coupled photodiode, allowing amplitude sta-
bilization and closed-loop amplitude modulation using a PI loop. The two
smaller outputs, i.e. Probe2 and Control2, are fiber-to-fiber coupled to a
polarization maintaining 50/50 fiber coupler/splitter (Thorlabs PN670R5A1)
which provides one output which is again fiber-to-fiber coupled to the trans-
fer fiber, which connects to the experiment. The second output of the 50/50
splitter is sent to a high frequency, AC-coupled, phase-lock photodiode
(Thorlabs DET025AFC/M) which provides the beat-note of the two lasers at
νbeat = 2νP + 2νC. The beat-note is demodulated in an RF mixer using the
bare RF frequency from the demodulation source which provides the DC-
signal which is proportional to the phase difference between the two beams.
This error signal is sent to the frequency modulation port of one of the two
AOM RF signal generators, providing a PI loop via the time integration com-
ing from ϕ = νt. The integrator gain of the PI loop can be varied via the
frequency modulation depth, while the proportional gain can be varied via
a variable attenuator on the error-signal.

6.5 IMPROVEMENTS IN DATA LOGGING

In this section we are going to detail the minor improvements implemented
in the experiment, mostly related to the monitoring of the apparatus, aiding
the troubleshooting and the subsequent improvements. The main contribu-
tion to the improvements is the increase in data logging, supported by new
hardware and software solutions. The different methods of data taking can
be separated into recordings which are triggered by the experiment, i.e. syn-
chronous recording, and those which happen continuously, independent of
the experiment cycle, i.e. asynchronous recording.

6.5.1 Synchronous Data Recording

For synchronous recording of the experiments’ status in terms of power of
laser beams and magnetic fields, we use PC oscilloscopes (Picotech Picoscope
4824A) with 8 channels operated using a Python script. The script is soft-
ware triggered via an Ethernet protocol which initializes the Picoscope at the
beginning of each experimental cycle. A hardware trigger is used to start
the recording which is subsequently saved on the computer. Another soft-
ware script is waiting for data to be written to the computer, analyzes and
displays the recordings. The displayed traces of the laser powers and mag-
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netic fields allow quick troubleshooting whenever for example the PI lock
fails or a shutter is manually switches off. In addition, the mean value of the
traces in defined time windows are sent to a database (InfluxDB, hosted by
the IT department of the department) which is visualized on a website using
Grafana. This allows long term tracking of laser powers and magnetic fields
as well as helps to understand and troubleshoot the experimental cycle in
real time.

Moreover, we use several CCD cameras (Flir Chameleon2) similarly to
record the position and power of some laser beams critical to our transport
setup. The computer runs a Python script configuring the camera which is
software triggered with every new experimental cycle, then a hardware trig-
ger on the camera is used to trigger the exposure at a certain point during
the experiment. The software is then processing the picture, i.e. fitting a
Gaussian or a TEM01 profile, to the recorded beam and the parameters are
stored. The stored parameters are then sent to our database which is visu-
alized in Grafana. This procedure allows us to observer the thermalization
of the experiment and estimate the timescales at which realignments of the
different beams are necessary. Furthermore, the variable exposure time al-
lows us to take pictures of extremely low power optical beams and estimate
their total power. In the case of the near-resonant beams estimate their total
power.

Asynchronous Data Recording

Asynchronous recording is mostly used to track temperatures as well as
laser powers which do not vary during the experiment to detect degrada-
tion. For this purpose a commercially available data-acquisition unit is used
(Keysight DAQ34970A) which has three slots for multiplexer modules with
20 channels each (Keysight 34901A). The unit itself is in its essence a 6½ digit
(∼ 21bit), digital multi-meter (DMM) which is connected to the different
channels using relays switches. This configuration allows the device to
measure temperatures via RTDs or thermocouples, voltages, currents and
resistances with high accuracy. The channels are continuously scanned at a
rate of up to ∼ 60 ch/s (scanning speed depends on accuracy) and the mea-
surement results are saved on the device. The system operates as a server
and can be queried via ethernet using Python. The recordings are regularly
queried from a computer transferred to the InfluxDB database and visu-
alized in Grafana. This system allows us to track the temperature of our
magnetic field coils, the laser powers, the temperature of our lithium oven,
the temperature of our lab, the pressure in our UHV chamber etc. all using
one device. In Grafana, it is easy to create “alarms” which will trigger an
email to the specified recipients in case of a failure in our lab. In addition,
the DAQ device has four digital outputs which can be configured to be trig-
gered whenever a certain measurement is beyond a defined threshold. This
feature is part of our interlock system which triggers a switch-off of our
coils whenever they get too hot.
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This chapter provides an overview over the technical projects we realized
together with different semester or master students during this thesis, their
future implementation in the experiment and the improvements they would
provide. The main improvement ideas can be categorized as follows:

• Magnetic field stability Operating at stable magnetic fields would al-
low us to achieve narrower magnetic transitions between the high- and
low-field seeking states, which could lead to interesting physics when
coupling the states coherently. See Sec. 3.3 for the theory proposals.

• Cleaning cavity The design of a high transmission optical cleaning
cavity was envisioned to provide a new, lock-free imaging path in
conjunction with high efficiency, serrodyne phase modulation. Even
though this might not be necessary, the stable and cheap cavity is also
useful for cleaning the wide, spontaneous background of a diode laser
or tapered amplifier.

• 20 bit digital to analog converter The low noise, high resolution digital-
to-analog converter will simplify applications which require high dy-
namic range, like our current, analog magnetic field stabilization or
the frequency selection in a piezo driven optical cavity with large free
spectral range.

• Fast stereo-camera imaging Reading out cameras with ∼ 400FPS and
closed loop feedback on a beams position or even angle was achieved
with a dual camera system operated by an FPGA board which pro-
vided feedback on piezo driven mirrors.

• Low cost mirror motor We designed a low cost ∼ 125CHF/axis mirror
motor which can operate most available kinematic mirror mounts with
< 0.08◦ closed-loop resolution.

• Top-hat lightsheet For future transport experiments larger constric-
tion areas are necessary to allow for more complex potentials. This re-
quires a homogeneous 2D confinement over longer length scales. This

109
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confinement can be achieved with a top-hat shaped beam, superim-
posed with a TEM01 like beam which can be achieved with a custom
designed phase-plate (HoloOr).

7.1 MAGNETIC FIELD STABILIZATION

The realization of a new magnetic field stabilization presented here is based
on a design in Ref. [144]. The new stabilization system was realized together
with B. van Ommen during his master thesis [105].

Reaching a narrow linewidth in a two-photon transition between the low-
est and fifth-lowest hyperfine state |1⟩ − |5⟩, requires low magnetic field
noise. For this transition the ground-state energy splitting strongly varies
with the magnetic field dν15/dB = 2.78MHz/G (for the common-mode
states |1⟩− |3⟩ the energy splitting is dν13/dB = 6 kHz/G). In the current
setup we measure an RMS noise of Brms = 10ppm which would mean RMS
fluctuations of the atomic two-photon detuning of ∼ 2 kHz at B = 690G. A
more extensive noise analysis, including the noise-spectral-density of the
magnetic field can be found in Ref. [105], though the obtained linewidth is
similar. This means if we want to resolve narrow spectral features with such
a transition, e.g. the superfluid gap ∆, we would like to reduce the magnetic
field RMS noise below 1ppm which we achieved in a test setup. Importantly,
the magnetic field noise was measured in terms of a current noise to which
the magnetic field is related linearly. This means that external noise sources,
like stray fields, were not accounted for and cannot be compensated by the
realized system. Finally, the new system not only provides a closed-loop
stabilization of the current but also a feedforward compensation of 50Hz
noise and its higher harmonics.

Feedback and Feedforward Current Stabilization

The electrical circuit used to stabilize the current running through the coil
is shown in Fig. 7.1(a) (red line). The current supply is providing a current
I0 to the high current circuit, which has two paths, one running through
the current sensor, i.e. the current transducer, and the coil and another path
parallel to the feedback (shunt) transistor. The shunt transistor is resistively
varying the feedback current IFB split from the coil circuit, thereby control-
ling the primary current Ip. In addition, an in-loop feedforward shunt, after
the current sensor allows compensating 50Hz-noise independently of the
feedback. The feedforward shunt varies the shunted feedforward current
IFF, thereby affecting the coil current Icoil but, due to its location after the
current sensor, not the stabilized current.

Feedback Circuit

Figure 7.1(a) shows the schematics of the feedback system, where the analog
signal chain is made up of the following parts

1. The current transducer (LEM IN500-S, meas. range −800 . . . 800A, ac-
curacy 10ppm, RMS noise 3.5ppm in 0− 100kHz) is inductively mea-
suring the current running to the coils. The wire, connecting to the
coils is wound 4 times around the transducer to cover our operating
range, i.e. 30 . . . 110A.

2. The secondary current Is = 4
750 Ip is measured at the output of the

transducer with a measurement resistor network. The network con-
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sists of six high precision, low thermal drift 25Ω resistors in parallel.
This configuration reduces the power each resistor dissipates individ-
ually, thereby minimizing thermal drifts.

3. An instrumentation amplifier made up of three low-noise OPAMPS
(ADA4004) is used to measure the voltage drop over the resistors, elim-
inating common-mode noise.

4. Two stages of set-point subtraction are used to realize high precision
and a large proportional gain. The error signal is given by Verr =

200V1 + V2 − 202Vsignal where Vsignal is the signal and V1, V2 are the
voltage set-points provided by two different digital-to-analog (DAC)
converters (Analog Devices AD5541A). The first DAC provides a coarse
set-point while the second DAC allows an additional fine adjustment
with in total ∼ 22 bit.

5. The first analog notch filter removes the intrinsic excitation frequency
of the current transducer at 15.625kHz. The second notch filter acts
as an active low-pass filter determining the bandwidth of the feed-
back loop, i.e. f3dB = 10 kHz. The filters are followed by a phase
compensator which allows to adjust the feedback circuit to the phase
lag generated by the inductance of the coil and the capacitance of the
current source.

6. The integrator is realized by two poles in the transfer function, i.e. two
integrators. This allows more freedom for adjustment of the integra-
tors transfer function.

7. The output voltage of the integrator is connected to the shunt transis-
tor varying its resistance, thereby varying the primary current Ip via
the shunt current Ip = I0 − IFB

Feedforward Circuit

In order to provide a feedforward on the 50Hz power line coupling into
the coil current, the feedforward has to be synchronized to the line. For
this purpose a transformer is used which transforms the line down to ∼

5VRMS which is rectified with a flip-flop gate. The rectified line provides
a trigger to the microcontroller at the line frequency. The contributions of
higher harmonics to an optimal feedforward signal has to be determined
experimentally.

Digital Circuit

The digital side of the feedback system is sketched with yellow lines in
Fig. 7.1(a). The lab control computer is sending the currents set-point to a
microcontroller (Teensy 4.1) via ethernet and receives the measured current
and the error-signal. The microcontroller is connected, via an isolated SPI
interface, to the digital-to-analog converters used for setting the current and
to an analog-to-digital converter (Analog Devices AD7177, noise free bits 24.6
at 5Hz sampling) reading the current. The current supply is also connected
to the lab computer and its current output is chosen to be slightly above
the set-point such that the feedback transistor is able to shunt some current.
Since the digital-to-analog converters are the main contributors to the er-
ror budget of the overall system, several precautions were taken to improve
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Figure 7.1: Magnetic field stabilization feedback system and noise measurements.
The current feedback circuit (a) includes two parallel circuits in line with the power
supply, each including a shunting transistor parallel to the Feshbach coil. The first
circuit shunts the current IFB thereby providing feedback on the current measured
by the transduced. The second circuit shunts current within the loop around the
coil to compensate 50Hz noise with a feedforward synchronized to the phase of the
power line. (b) Measured magnetic field noise of the Feshbach coils in the experiment
as a function of frequency. The total RMS noise is 10ppm. (c) Noise improvement
observed in a test setup with the new regulation scheme, the final total RMS noise
was 0.96ppm. (b)-(c) Adapted from Ref. [105].
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their noise and stability. Firstly, four ultra-stable voltage references are used
in parallel (Analog Devices LTC6655LNB-5, voltage drift 1ppm/K, RMS noise
0.21ppm in 0− 1 kHz) such that their RMS noise is reduced by a factor of
two. Experimentally we find that the RMS noise of the voltage references is
0.17ppm while the peak-to-peak ripple is 0.8ppm which likely stems from
an imperfect thermalization. These voltage references feed the DAC which
acts as precision voltage divider, thereby relying on a stable, low-noise ref-
erence. The outputs of the DACs are low-pass filtered with a 2.2Hz passive
filter which reduces the possible set-point changes, but eliminates noise.
Importantly, we do not require stable magnetic field ramps, but a constant
magnetic field with low noise. The DAC used for the feedforward circuit
is filtered by two low-pass filters at 161Hz and 4.1 kHz which smooth its
output wavefront which has its main frequency components at multiples of
50Hz. The feedforward DAC is connected via a buffering OPAMP directly
to the feedforward shunt transistor.

Current Shunt

The two current shunt circuits shown in Fig. 7.1 are made up by a bipolar
transistor (TIP-29A) which is operated by the feedback or feedforward sig-
nal, respectively. The transistors base current is varied via the signals which
are current-buffered with an additional bipolar transistor (BC846). The base
current range is adjusted with a voltage divider on the voltage feedback sig-
nal and the phase lag of the transistor at high frequencies is compensated
with a filter.

System Performance

The noise in the experiments Feshbach coil setup was measured with an
auxiliary current transducer (LEM IN-500S), where we find that most of the
current noise is present below 1 kHz as shown in Fig. 7.1(b) (red line). The
RMS noise in the measurement window of 1 − 1000Hz is determined to
be 10.2ppm at 79A. The frequency behavior of the noise can be expected,
since the coils form a very good LR low-pass circuit with a cutoff frequency
of f3dB ≈ 13Hz. Taking this measurement into account we adjusted the
bandwidth f3dB = 10 kHz of the feedback circuit.

The feedback systems performance was determined in a test setup, sepa-
rated from the experiment, with a commercial current supply (Delta Elektron-
ika SM 18-50) and a coil test setup, similar to the experiment. The current
noise spectral density with and without regulation is shown in Fig. 7.1(c).
The noise is reduced by 20dB in the range of 3− 100Hz by the feedback,
while above 300Hz the regulation seems to have less of an effect. In the
measurement window of up to 1 kHz the RMS noise of the current source
5.6ppm at 50A is reduced to 0.96ppm which would be an order of magni-
tude better than the current noise value in the experiment.

Implementation

To implement the current stabilization system in the experiment a few changes
have to be made to the analog feedback system:

• The gain of the differential amplifier has to be changed to match the
required tuning range of the experiment.

• The phase compensator circuit has to be adapted to the output capaci-
tance of the current supply and the inductance of the coils.
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• The integrator filter has to be optimized to optimally compensate the
current noise.

• The feedforward circuit needs to be adjusted using the spectral re-
sponse of the atoms.

7.2 HIGH TRANSMISSION CLEANING CAVITY

Narrow line filters in the optical frequency range are hard to come by, the
best grating based filters provide spectral bandwidths of ∼ 50GHz with
reflection efficiencies of 90%. Here, we designed a simple but stable filtering
cavity with a high transmission of 76% and a narrow linewidth of 28MHz,
which is frequency locked to the laser. In addition, we use serrodyne [184]
phase modulation of light with a fiber EOM to shift a laser by up to 1GHz
with a sideband efficiency of 27− 50%, surpassing sinusoidal modulation
which is limited to sideband modulation depths of 33%. Assembly and
testing of the cavity was completed within the semester thesis of B. van
Ommen [185].

Cavity Design

The filtering cavity has been designed with the following constraints

• High transmission. This requires mirrors with very low losses and
intermediate reflectivity since the overall cavity transmission depends
on losses per roundtrip as well as the total number of round trips.

• Broadband coating. In order to have a broad blocking window the
cavity mirrors need to have a rather broad reflection coating.

• Large free spectral range. Since transmission is possible at every mul-
tiple of the free spectral range.

• High stability. Though the cavity will be locked to the laser, long term
drifts can move the cavity out of the locking range.

• Fast frequency lock. The cavity should be able to follow fast changes
of the laser frequency.

The final mechanical design of the cavity and its holder is shown in
Fig. 7.2. The base of the cavity is placed on four optics posts, insulated
with a vibration damping material. The upper part of the base, where the
cavity-cage system is mounted, is separated with a Peltier element from the
heavy baseplate. The Peltier element allows us to stabilize the cavity temper-
ature while the heavy baseplate reduces vibrations and provides a heat-sink
with large thermal mass. The cavity-cage system is made from stainless
steel while the cage rods are made from Invar which has a very low ther-
mal expansion coefficient. For frequency tuning of the cavity, a ring piezo
(Noliac NAC2123) is glued to each mirror holder where in turn the cavity
mirror is glued to. The mirrors are precision polished fused silica substrates
(Laseroptik, D12.7× 6.35mm, R = 99.7% at 671nm). Once the cavity is as-
sembled an additional housing made from plexiglass and acoustic foam is
placed around the cavity. The housing increases the thermal stability and
insulates the cavity from acoustic noise.
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Figure 7.2: High transmission filter cavity system. The rendering (a) includes the
cavity, the baseplate and the housing. The cavity is held by Invar rods, reducing
thermal fluctuations of the cavity length. Furthermore, the baseplate is temperature
stabilized with a Peltier element. The housing provides thermal and acoustic insu-
lation. The cavity mirrors (b) are mounted in 0.58 cm distance to provide a wide
free spectral range. Reflectivities and the surface qualities of the mirrors are chosen
such that a high cavity transmission 76% can be obtained. Ring piezo’s glued to the
mirrors provide means to lock the cavity to the frequency of a laser.

Resonator parameters Values

Length L 0.58(1) cm

Mirror Radius of Curvature R1, R2 200mm

Mirror Reflection R 99.7%

Loss Parameter αs 720ppm

Finesse F 931

Linewidth ∆ν 27.6(3)MHz

Free Spectral Range νFSR 25.7(6)GHz

Overall Transmission Tcavity 76%

Transmission Contrast Tmin/Tmax 110dB

Table 7.1: Filter cavity parameters.

Cavity Characterization

The cavity parameters are summarized in Tab. 7.1. To extract the cavities
free spectral range, the cavity is purposefully miss-aligned such that higher
transverse modes can be coupled into the resonator. The EOM used for the
PDH lock is modulated at 95.3MHz with a large modulation depth such
that each transverse mode has two sidebands spaced by twice the EOM fre-
quency. Scanning the piezo over a large range allows us to sample many
of the cavity resonances and thereby reconstruct the frequency-to-voltage
conversion of the cavity df/dV = 741MHz/V. Subsequently, the distance
between the lowest transverse mode can be measured which is the free spec-
tral range. In addition, the frequency-to-voltage ratio is used to determine
the linewidth of the cavity. The ratio of free spectral range and linewidth
gives the finesse of the cavity.

Cavity Frequency-lock

As previously discussed, we require the filter cavity to have a fast frequency
lock to the laser, such that ramps of the laser frequency can be followed.
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To achieve a fast and reliable lock, an FPGA based lock system (RedPitaya
125-14) is used. The error signal is generated with the PDH technique [186]
where the demodulated signal is sent to the RedPitaya. The flexible digital
notch-filter configurations in the PyRPL interface [181] are used to cancel the
mechanical resonances of the cavity which are present mostly in the window
of 14−25 kHz. The feedback signal is generated using the PI loop module of
PyRPL which allows us to feedback on the frequency with two different PI
loops, operating in different frequency windows. The first PI loop generates
a fast frequency feedback which is attenuated by 20dB at its output and
sent to one of the piezos. The second PI loop has a low bandwidth and its
feedback signal is amplified ×20 with a high voltage piezo amplifier (Falco
Systems WMA-100) to compensate slow drifts of the cavity. The final lock
provides a locking range of ±600MHz for the fast feedback and does not
need re-locking when operating the filter-cavity continuously.

Serrodyne Modulation

One of the intended applications of the cleaning cavity was to replace our
imaging laser. Imaging requires a singular, stable frequency which can be
produced via a high frequency sideband of the MOT laser. The sideband
amplitude in sinusoidal phase modulation is given via the Jacobi-Angler
transform by

Ephase =E0 exp
(
iwLt+ iA sin

(
wphaset

))
=

E0e
iwLT

[
J0(A) + 2

∞∑
n=1

inJn(A) cos
(
nwphaset

)]
, (7.1)

where Jn(A) are nth Bessel functions of the first kind, A is the phase modu-
lation depth and wphase is the phase modulation frequency. The intensity in
the carrier is then given by I0 = J20(A)I and in the first sideband I1 = J21(A)I,
where I is the total intensity. The sinusoidal modulation is therefore limited
to a maximal intensity of ≈ 0.34I in the first sideband.

Serrodyne modulation [184, 187, 188] can overcome this limit via the re-
lation between frequency and time in terms of a Fourier transform. Similar
to Fourier optics where a tilt in the wavefront leads to a shift in the focus
position here, a “tilt” in time domain will shift the frequency in one direc-
tion. The sinusoidal modulation can be interpreted as a normal grating in
the light domain while now we are interested in a blazed grating, i.e. a saw-
tooth like modulation by ϕ(t) = mνserr · tmod 2πm. The frequency shift is
then given by νserr which is the lowest frequency, i.e. the lowest order, in
the waveform. In practice, the sawtooth signal is generated by a nonlinear
RF element (nonlinear transmission line (NLTL)) which has an amplitude
dependent propagation speed, therefore shaping a sawtooth out of a sine.
The main challenge in serrodyne modulation is the fall-time of the sawtooth
which limits the modulation efficiency. Generally the frequency shift is lim-
ited by the bandwidth of the overall system via νmax ≈ fc/35 [187]. No-
tably, whenever more sophisticated frequency spectra are necessary, phase-
retrieval algorithms, e.g. the Gerchberg-Saxton algorithm, can be used to
optimize the required spectra [189].

In our system, a NLTL (Marki Microwave NLTL-6796) with fc < 50GHz
is used which means that our setup is limited by the fiber EOM (Jenoptik
PM660, fc ≈ 7GHz) used for the phase modulation and not the RF elec-
tronics. Experimentally, we find a non-monotonous modulation efficiency,
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due to the low frequency cutoff of the NLTL. The efficiency was measured
with the filter cavity locked to the sideband of interest. In the window of
350− 950MHz the efficiency is above ∼ 34% with a peak of 47% at around
600MHz. For higher frequencies the efficiency drops linearly to 22% at
1200MHz which is the highest frequency shift we measured. Thus, we find
that the serrodyne modulation could be useful for modulation frequencies
up to 950MHz, likely limited by the fiber EOM. For higher frequencies si-
nusoidal phase modulations outperform the serrodyne modulation in our
system.

Conclusion

In summary, we have designed and built a high transmission optical filter
cavity which provides a narrow filter with high suppression around 671nm.
The cavity lock is stable and fast which allows quick shifting of the laser
frequency. In addition, we tested serrodyne modulation with subsequent
filtering and found that we can reach adequate efficiencies in a frequency
shift window up to 950MHz. Using such a laser system for absorption imag-
ing is limited by the damage threshold of 20mW and insertion efficiency of
25% of the fiber EOM which would result in imaging powers of ∼ 1.75mW
before the AOM and final fiber coupling. This low power makes it thus
not sustainable in a real experiment. Nevertheless, the filter cavities design
and the built cavity can be used for background filtering of tapered am-
plifiers or ECDLs in our experiment, which are important for off-resonant
spectroscopy.

7.3 LOW-COST MIRROR MOTOR

The need for remote and automated operation of a highly complicated, tem-
perature dependent quantum gas experiment is apparent. Whenever the
enclosure of an optical table is opened, the temperature changes, leading
to drifts of the optical apparatus. There are sensitive alignments of mir-
rors which cannot be achieved by hand, e.g. the alignment of the lightsheet
beam on the atoms. Therefore, we are interested in a low cost mirror motor
which can operate any commercially available kinematic mirror mount with
high precision. The choice of servo and some design choices are inspired by
Markus Greiner (private communication). The mirror motor system has been
characterized within the semester thesis of L. Peters [190].

Figure 7.3 shows renderings of the operational mirror motor which is
used to operate a kinematic mirror mount (Thorlabs Polaris). The servo motor
(Feetech STS3032) is mounted in a servo motor holder which is sliding on a
precision machined 6mm steel shaft via a linear ball bearing. The linear
ball bearing is press fit in the servo motor holder while the shaft is held
with a set screw in the shaft connector. The shaft connector can be glued
or screwed to the mirror. The servo and the mirror adjustment screw are
connected via a cylindrical mirror connector which is adapted to the specific
adjustment knob of the mirror.

The servo motor has a closed-loop drive which provides 12 bit position
precision and a step mode which allows closed-loop movement by more
than 360◦. The communication with the motor is handled by a microcon-
troller (Teensy 4.1) which is communicating via a serial protocol with the
servo allowing up to 1MBPS (megabit per second). Each servo motor has
an identifier which allows communication with many parallel servos. For
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Figure 7.3: Rendering of the mirror motor system. (a)-(b) Rendering of a kinematic
mirror mount (Thorlabs Polaris 1") operated with two mirror motors. The servo mo-
tors are held by an aluminum holder (red) which is moving with a linear ball bearing
on a precision machined shaft. The shaft is connected to a shaft holder which holds
the motors of each axis and provides a rotational fix point. The adjustment screw
of the kinematic mirror mount and the servo motor are connected with a shaft con-
nector which is adaptable to the different commercially available adjustment knobs.
The parts in red are machined in-house while the rest is commercially available.

the initial testing a simple break-out board, connecting servo and microcon-
troller was used. The software was set up such that position settings can be
set from the computer communicating via USB with the microcontroller.

Mirror Motor Performance

The servo-motor can rotate the mirror adjustment screw by a minimal an-
gle of 0.088◦ which corresponds to a screw movement of dx ≈ 62nm for a
screw with 100 thread-per-inch. The tilt angle of an optical beam impinging
on the mirror is then 2α = 2dx/Lm ≈ 4.9µrad, where Lm = 2.54 cm is the
kinematic mirror mounts’ length. Experimentally we measure the minimal
displacement by moving the servo in several steps which is recorded with
a camera at a distance of 31.5 cm from the mirror. A fit with to the beam
profile gives the central position which is used to calculate the minimal an-
gular displacement α = 5.9(8)µrad. The second important measurement is
repeatability which is determined by moving the motor from its initial po-
sition by a certain step-size and back, subsequently comparing the position.
We find that for rotations up to 180◦ the repeatability is below our measure-
ment sensitivity αmeas = 0.5µrad. In addition, we can record the hysteresis
by recording the steps between the starting and final position, which shows
that no hysteresis is visible. The measurements confirm the proper opera-
tion of the closed-loop position stabilization of the servo motor and show
that for the current system the sensitivity is limited by the adjustment screw
of the kinematic mirror mount.

Conclusion and Outlook

We designed, built and characterized a new, low-cost mirror motor which
allows us to precisely adjust the position, most commercially available kine-
matic mirror mounts. We found that the servo motor is able to precisely
determine its position with 12 bit accuracy which corresponds to a mini-
mal angular displacement of 4.9µrad on a 1 " kinematic mirror mount. The
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total cost of the system is ∼ 200CHF per kinematic mirror mount, includ-
ing the electronics and the mechanical parts, but excluding the commercial
kinematic mirror mount.

In future developments, we will implement ethernet communication be-
tween microcontroller and the host computer as well as a graphical user
interface. Furthermore, the electronics will be upgraded to allow operation
of many mirrors in parallel. In terms of sensitivity, the minimal angular
displacement could be halved when using an adjustment screw with 200
threads-per-inch, which is commercially available.

7.4 HIGH-PRECISION DIGITAL-TO-ANALOG CONVERTER SYSTEM

Controlling a quantum gas experiment requires many analog and digital
control signals which have well known timings and precise output values.
In our experiment, computer based analog output cards are used (National
Instruments PCIe6738) to send 16 bit analog signals to the different devices in
the lab. This often requires long coaxial cables which can act as antennas to
outside signals and cause crosstalk between different cables. Furthermore,
they produce large ground loops between the computer and the devices,
leading to even more pickup of noise and line interference.

In order to prevent this and to improve the precision and noise of the ana-
log control signals in the experiment, a new digital-to-analog (DAC) con-
verter board was designed, centered around a 20 bit DAC converter and
all-digital communication up to the device which is to be controlled. The
idea for such a board stems from Ref. [191]. Details of the PCB design
and FPGA programming can be found in the semester and master theses of
Z. Liu [192], L. and D. Pahl [193] and B. Dönmez [194].

The results shown in this section have been presented in the following
publication:

D. Pahl, L. Pahl, E. Mustafa, Z. Liu, P. Fabritius, J. Mohan, P. Clements,
A. Akin and T. Esslinger
A low-noise and scalable FPGA-based analog signal generator for quan-
tum gas experiments
2021 IEEE International Conference on Quantum Computing and En-
gineering (QCE), 450-451 (2021)

7.4.1 System Overview

The three cornerstones of the systems’ hardware are the high precision DAC,
the all-digital communication and the ground separation. Figure 7.4(a)
shows a schematic overview of the systems’ hardware configuration. The
control computer is calculating the voltage samples from the programmed
functions and transmits them, including their timings to the FPGA board
(Digilent Zybo Z7-20) via the network. The FPGA board is receiving the
data with its processor and writes the samples to its working memory. The
programmable logic section of the FPGA board is reading the samples via
direct memory access (DMA) and creates a serial-peripheral-interface (SPI)
signal from them. The SPI signal consists of three separate signals, i.e. a
clock signal, a trigger signal and a data signal. The SPI signal is output
at > 24MHz via the PMOD connectors of the board and sent to the break-
out board specifically designed for the system. The breakout board is used
to translate the single ended SPI signals to low-voltage differential signals
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(LVDS) which are more robust to noise and optimized for twisted wire eth-
ernet cables. In addition, the breakout board receives the supply voltage
for the DAC boards from a lab power supply. The standard ethernet cable
consists of 4 twisted pairs which are used to transmit signal and power to
the DAC boards. The supply voltage is chosen to be 24V to reduce losses
due to high currents.

On the DAC board, the digital signals are translated back to SPI signals
which are required from the DAC chip (Analog Devices AD5791). The supply
voltage is sent to a ground isolated DC/DC converter which has three out-
puts on the isolated side at ±15V and 5V. The SPI signals are transmitted
via an SPI isolator to the isolated ground of the DAC board. The isolated
ground section of the board houses linear regulators used to reduce the sup-
ply voltage noise stemming from the DC/DC conversion, the voltage ref-
erence (Analog Devices LTC6655LNB) and the DAC section including DAC
chip and OPAMPs for buffering.

The placement of the DAC chip at the very end of the whole system
and the small size of the DAC board allows placing the board close to the
device which it controls. This minimizes the analog signal cable lengths
which means the cable acting as an antenna only works for high frequencies
and cross-talk is reduced due to spatial separation. The ground separation
means that the device is providing a single ground reference for the DAC
chip thereby not allowing a ground loop.

Figure 7.4(b) shows the new implementation of an experimental sequence.
The experimental control software is already event-based, meaning a change
of waveform is defined as a new event, but the hardware does not allow for
changes of the sampling period between events. The adaptable sampling
rate allows to greatly reduce the data-rate needed for operation and allows
higher sampling rates wherever they are needed. In the current experimen-
tal control system the maximal accessible sampling rate is 100kSPS due to
our limited memory size. With the new DAC chip sampling rates of up to
1MSPS are possible while the programmable logic allows us to reduce the
sampling rate individually for each event in the sequence.

7.4.2 System Performance

The operational version of the DAC board is shown as a picture in Fig. 7.4(c)
where two printed circuit boards (PCBs) have been stacked to reduce the to-
tal footprint. The upper PCB contains the ethernet connector, the ground
separation and the digital translation from LVDS to SPI. On the isolated
side there is an additional linear regulator providing 3.3V to the rest of
the board. The lower PCB contains linear regulators providing the posi-
tive and negative supply of the DAC and the OPAMPS as well as the addi-
tionally regulated supply of the voltage reference. The voltage reference is
buffered by a four channel OPAMP allowing to change the output range of
the DAC by all possible combinations of the values in Vmin = [−10,−5, 0]
and a value Vmax = [0, 5, 10]. The DAC chip is programmed by a 24 bit
data string which contains some configuration settings and 20 bit of data. In
principle, a DAC is a sophisticated voltage divider, using internal switches
programmed by the data to divide the voltage from the voltage reference
to obtain the desired output value. The output of the DAC is buffered by
a low-noise OPAMP with a slightly larger output current ±40mA which
allows the DAC to drive small capacitive loads.
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Figure 7.4: Low-noise digital to analog converter system. The architecture of the
system is displayed where the computer controlling the experiment sends wave-
forms including metadata to the FPGA board. The FPGA board provides the correct
timing and data via SPI signals to the break-out board which generates LVDS sig-
nals that can be transferred via ethernet cables. The DAC board includes a PCB for
reception of the LVDS and ground-isolation and a second, stacked PCB for voltage
regulation, the voltage reference and the DAC chip. (b) The event based waveform
sequence includes variable sampling rates to reduce data requirements and asyn-
chronous switching of the different channels. (c) Picture of a first operational version
of the DAC board. (a) adapted from Ref. [194] and (b) adapted from Ref. [195].
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In its current design the DAC board is operational and can output signals
with varying sampling rate up to 1MSPS for the previously mentioned out-
put ranges. The full characterization of the board is still ongoing, specifically
regarding noise and offset drifts.

7.4.3 Conclusion and Outlook

In summary, we have designed and built a new digital to analog conversion
system which allows the high precision while rejecting common sources
of noise and interference. The system allows event based sampling rates
reducing memory consumption thus increasing the maximal possible sam-
pling rate. The high accuracy and low noise should be particularly suited
where precise analog setpoints with large dynamic range are necessary, like
magnetic field stabilization and cavity frequency stabilization.

The project is not ready for the experiment yet, in order to be used in the
experiment the following features have to be implemented:

• External clock synchronization to have stable timings between all de-
vices.

• External, digital FPGA board trigger to synchronize starting times of
the sequence.

• Housing for the DAC board to shield it from electromagnetic interfer-
ence and reduce thermal drifts.

• Noise characterization and possible improvements of the DAC board

These improvements are currently implemented within the scope of a mas-
ters and a semester thesis. In the future, we are also planning to use the
upper PCB of the design shown in Fig. 7.4(c) as a building block for other
applications, like an ADC board or a low precision DAC board with several
outputs.

7.5 STEREO-CAMERA READOUT AND FEEDBACK WITH AN FPGA

One major requirement for our experiment is stable positions of the beams
making up the transport geometry, for details see Sec. 5.4. Besides passive
stability, we also built a new beam position stabilization system which is
able to provide feedback on position, angle, waist. From these quantities
the focus position of any optical beam. The system is based on imaging
the beam with two high-speed cameras at different positions along its di-
rection of propagation. This allows the extraction of beam parameters from
non-Gaussian beams via image processing and gives additional information
on the full beam properties along its path. Commonly used feedback sys-
tems rely on quadrant photodiodes or position-sensitive devices which only
provide positional information, while common beam profilers are slow and
only use a single camera. The system has been programmed and character-
ized within the semester theses of E. Mustafa [196], G. Bisson [197], P. Anand
and S. Marti.

The results shown in this section are accepted for publication:

S. Marti, E. Mustafa, G. Bisson, P. Anand, P. Fabritius, T. Esslinger
and A. Akin
FPGA-based real-time laser beam profiling and stabilization system for
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Figure 7.5: Optical setup for the stereo-camera system. The laser is diverted by two
piezo mirrors onto a beam-splitter each followed by a camera. The cameras record
pictures with a frame-rate of 43 FPS and the FPGA extracts the Gaussian beams
moments’ within 435ns. The FPGA then calculates the error-signal of the beam
position and the corresponding feedback signal within 383ns including the data-
transmission to the feedback DACs. The system in its current status allows feedback
on beam positions and waists, but requires additional algorithms to provide beam-
angle feedback.

quantum simulation applications
26th Euromicro Conference on Digital System Design (DSD’2023),
(2023)

7.5.1 System Overview

The central component of the apparatus is a dual camera read-out board
(Enclustra Mars EB1) which is supplemented with an FPGA system on chip
(SOC) (Enclustra Mars XU3). The cameras are two 5MP CCD cameras (JAI
GO-5000-PMCL) which are interfaced via a camera link connection and have
a base frame rate of 107FPS. Binning the pixels of the CCD or reducing
the number of rows being read-out allows to increase the frame-rate. For
example at a resolution of 640× 1024 the frame rate would be ≈ 300FPS.

Figure 7.5 shows the optical setup of the test-system. The beam is split
with a beam splitter and imaged by the two cameras at different positions
along the beam. Knowing the distance between the two cameras, it is possi-
ble to calculate the angle of the beam via its position-difference between the
two cameras. In addition, from the measured waists, it is possible to extract
the focus’ position via the evolution of the beams’ waist along the propaga-
tion direction w(z) = w0

√
1+ (z/zR)2, where w0 is the waist in the focus

and zR is the Rayleigh range. The subsequent feedback on position and an-
gle is then provided by two piezo mirrors (Thorlabs Polaris Piezo), driven by
four DAC directly from the FPGA SOC.

For the feedback, the cameras are read-out directly via the programmable
logic which takes 21ms for the data-transfer and 94ns in latency on the
programmable logic (PL). In the current system, the waist and position of a
Gaussian beam are determined via its distribution on the pixels to simplify
the image processing. This means that the PL calculates the two lowest mo-
ments ⟨xn⟩ of the intensity distribution in two-dimensions x, y which give
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access to the mean and variance, i.e. position and waist, of the Gaussian.
The correlation between the horizontal and vertical axis ⟨xy⟩ allows to de-
termine the angle of the beam. This process takes 435ns on the PL which is
followed by the PI loop which receives its digital set-points from a computer.
The PI loop and the following digital to analog conversion has a latency of
383ns which means in total, the PL takes ∼ 1µs for the complete feedback,
excluding the camera limited frame rate.

The feedback loop is tested by imparting a deterministic disturbance with
one of the piezo mirrors (M1 in Fig. 7.5) which is compensated with the
second piezo mirror.

7.5.2 Conclusion and Outlook

The dual camera, FPGA feedback system can calculate beam position and
waist including feedback in less than 1µs allowing fast feedback on both
quantities. The position of a beam was stabilized in both directions, using
the system, though angle and waist feedback have not been implemented
yet.

For future use of the system, the programmable logic has to be used in
conjunction with the CPU in order to do more sophisticated calculations
which allow the angle and waist feedback. In addition, a real fitting algo-
rithm is planned to be implemented which should allow feedback on more
subtle beam features, such as the width of the nodal line of a TEM01 beam.
Finally, the fast read-out via camera link can be used for other applications,
such as the position or intensity stabilization of many tweezers as well as
the fast read-out of an EMCCD used for single atom detection.
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The content of this chapter closely follows our following publications:

M. Lebrat, S. Häusler, P. Fabritius, D. Husmann, L. Corman and
T. Esslinger
Quantized Conductance through a Spin-Selective Atomic Quantum
Point Contact
Physical Review Letters 123, 193605 (2019)

L. Corman, P. Fabritius, S. Häusler, J. Mohan, L. Dogra, D. Hus-
mann, M. Lebrat and T. Esslinger
Quantized Conductance through a Dissipative Atomic Quantum Point
Contact
Physical Review A 100, 053605 (2019)

8.1 MOTIVATION

We apply close-to-resonant light inside an atomic quantum point contact
(QPC). Depending on the frequency the light either creates a spin-dependent
potential which acts as a spin-filter or it will directly dissipate atoms locally
from the previously closed system. This allows us to study the effect of
an effective Zeeman potential inside a QPC on the transport properties and
how weak interactions modify its effects. In addition, we observe the effect
of dissipation on the quantization of transport through the QPC, and we
introduce a theoretical model allowing ab initio calculations of either effects
in the non-interacting regime.

The coupling between spin and particle transport has been studied ex-
tensively and is of both technological [198] and fundamental interest [199,
200]. Zeeman effects and spin-orbit coupling are considered to be the origin
for effects like spin-polarized edge modes [201] and Majorana fermions [11].
In addition, spin-dependent effects can also be used to probe the proper-
ties of the bulk system such as spin-drag [202] and the pairing gap [111].
The ground-state nature and the well-controlled interaction in cold atom
experiments provide an alternative system in which the particle degree of
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freedom can be coupled to the internal, i.e. spin, degree of freedom in anal-
ogy to a solid state platform. This allows the introduction of differential
Stark shifts [203, 204] and spin-orbit coupling [54, 205]. The aspect of a lo-
cal spin-dependent effect has not been studied in these systems yet, since
aforementioned experimental realizations were focused on bulk effects. Ap-
plying the spin manipulation locally can give rise to new boundary effects
at the interface between the spin-coupled and non-coupled system which is
found in magnetic heterojunctions.

The atom-light interaction allowing us to introduce spin-dependent ef-
fects also introduces particle loss, i.e. dissipation. One of the signatures of
our experiment is the quantized conductance which relies on the correlated
transport [206] of fermions at low temperatures. Coupling this system to its
environment via particle dissipation raises the question on how robust such
signatures are. More generally, the open system poses questions on the ro-
bustness of quantum mechanics to interaction with the environment and on
the competition between dissipation and coherence or interaction effects [56,
57]. The treatment of the open system is often done in the form of a Lind-
blad master equation [100] which implies a non-Hermitian evolution of the
system, producing exotic phenomena related to exceptional points where
eigenvectors collapse due to a critical dissipation strength [207, 208]. In the
context of condensed matter system the interaction between transport and
its environment has been studied extensively, though mostly in form of an
incoherence electron scattering process [209–211] with particle number con-
servation. Our cold atom system, intrinsically nearly closed, thus provides
an ideal ground to study the effect of stochastic particle loss has on quan-
tized conductance. The effect of particle loss has been studied in cold gases
via a myriad of techniques, including photoassociation of molecules [60] or
molecular decay [58, 212], ionization of atoms with an electron beam [213]
or a femtosecond laser [214] and scattering of photons from a near-resonant
beam [215, 216].

We realize a spin-selective quantum point contact by projecting a near-
resonant beam onto our 1D junction leading to a differential Stark shift for
the hyperfine states, i.e. the pseudo spins. The effective Zeeman shift is
large compared to the Fermi energy, the temperature and the bias allowing
us to efficiently filter the transport according to the atomic spin. The inher-
ent photon-scattering losses are minimized due to the local nature of the
spin-filter which allows us to observe mean-field particle interaction effects
affecting the effective strength of the Zeeman shift. The observed effects
are theoretically modeled using a Landauer-Büttiker model. The dissipative
effects are studied by tuning the frequency of the near-resonant beam to pro-
duce a purely dissipative atom-light interaction. The atom-light interaction
is modeled via the atomic polarizability at high magnetic fields while the
dissipation is described by a non-Hermitian contribution to the Landauer-
Büttiker model. The density dependent loss is also used to measure the
local density around the channel.

A non-interacting ultracold cloud of 6Li is prepared in a two-terminal
transport configuration, see Sec. 8.2 and Ch. 2. The transport theory used to
model the spin-filter and the dissipation is presented in Sec. 8.3. The effect
the spin-filter has on the transport is measured and discussed in Sec. 8.4
while the dissipation effects are described in Sec. 8.5. In addition, we present
an application of dissipation as a local measure of the density in Sec. 8.5.2.
Finally, we give a terse summary of the attempts at trying to apply the spin-
filter in the strongly interacting regime in Sec. 9.2.
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8.2 EXPERIMENTAL SETUP

The ultracold cloud of 6Li is prepared in a balanced mixture of the lowest
and third-lowest hyperfine state, here used as spin |↓⟩ and |↑⟩. The cloud is
cooled to degeneracy where an atom number of N = 1.1(1)× 105 per spin
at a temperature of T = 66(12)nK is reached. The magnetic field is tuned
to the zero-crossing of the Feshbach resonance at B = 568G where the gas
is non-interacting. The quantum point contact (QPC) is created by two re-
pulsive, intersecting TEM01 like beams creating a transverse confinement of
νx = 14.0(6) kHz and νz = 9.03(5) kHz. The resulting reservoirs on the left
and right of the QPC provide atoms for the transport at a mean chemical
potential of µres = (µL +µR)/2 = kB · 0.23µK. In the non-interacting regime
the spin and particle-conductance are both equal and given by the conduc-
tance quantum 1/h per transport mode. The number of transport mode
is controlled with an attractive Gaussian gate beam wg = 31.8(3)µm (see
Fig. 8.1(a)) which shifts the zero-point energy of the QPC w.r.t to the chemi-
cal potential. The local effective chemical potential is given by Vg + µres.

The near-resonant beam is projected through the high-resolution micro-
scope using an aberration corrected wavefront which produces a Gaussian
beam with a waist of ws = 2.0(1)µm, smaller than the QPC length 5.9µm
and the Fermi wavelength λF =

√
h/mνz = 2.7µm. The beam is σ− polar-

ized and centered on the QPC, while the position can be controlled using
the digital micromirror device used for aberration correction. The frequency
of the laser ν can be arbitrarily tuned due to the lock to a wavelength meter.
For the spin-filter the frequency is tuned between the resonance frequency
of the |↓⟩ and |↑⟩ transition to the 2P3/2 manifold such that its absolute de-
tuning is equal at δ↑ = −δ↓ − 81.3MHz. This induces a repulsive potential
for |↑⟩ and an attractive potential for |↓⟩ with equal magnitude ±Vs. In the
limit I≪ Isat this magnitude is linear in the intensity, with Isat = 25.4W/m2.
The typical power of the beam Ps = 20(6)pW corresponds to a peak inten-
sity of Is = 3(1)W/m2 which corresponds to I/Isat = 0.13(4). In the case of
equal detunings this produces an optical potential of Vs = kB · 330(98)nK
and a scattering rate of Γs = 3.1(9) kHz while the loss rate per potential
energy is given by Γs/Vs = 9.4 kHz/(kBµK). The spin-dependent potential
can be viewed as an effective Zeeman shift Vs = −µBz due to a magnetic
moment µ in an artificial magnetic field.

The resulting potential landscape can be modeled using the spin-independent
zero point energy due to the x and z confinement, neglecting the gate beam

V0(y) =
1

2
hνze

−y2/w2
z +

1

2
hνxe

−y2/w2
x , (8.1)

where νx,z are the confinement frequencies and wx,z are the waists along y.
In addition, the spin-dependent potential Vα(y) is superimposed given by

Vα(y) = ϵαVse
−2y2/w2

s , (8.2)

with ϵ↑ = +1 and ϵ↓ = −1 while an imaginary potential describes the losses
due to the photon scattering Γ(y) via

iVloss(y) = −i h
Γ(y)

2
, (8.3)

where Γ(y) is proportional to the intensity Is(y) of the near-resonant beam.
The atom density of the cloud are determined via an absorption image at

the end of the experimental cycle. Fitting a 1D density profile to the cloud
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Figure 8.1: Quantum point contact with a spin-filter. (a) The QPC (green) is inter-
sected at its center by a focused near-resonant beam (red)ws = 2.0(1)µm imposing a
spin-dependent potential ±Vs, i.e. an effective Zeeman shift Vs. Atoms in the third-
highest hyperfine state (|↑⟩, blue) are blocked while the lowest hyperfine state (|↓⟩,
orange) can pass the beam. The spin-filter introduces additional losses via photon
scattering determined by the rate Γs. The transport through the QPC is controlled
by varying the attractive gate potential −Vg which locally shifts the reservoir chem-
ical potential µres. (b) The relative particle imbalance ∆N/N evolution as a function
of time is measured at a chemical potential of Vg + µres = kB · 0.61(2)µK and near-
resonant beam power Ps = 20(6)pW. The particle current of atoms in state |↑⟩ is sup-
pressed I↑ = −19(85) atoms/s while state |↓⟩ are unimpeded I↓ = 833(98) atoms/s,
indicating fully spin-polarized transport. The error bars are standard errors of the
mean over five measurements. Inset: Average cloud absorption picture after 6 s of
transport time of five measurements.
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then allows to extract the temperature, atom number and chemical potential
of each reservoir via the equation of state, see also Sec. 2.2 for more details.
Here, the spin resolution is obtained by repeating each experimental run
twice and imaging the respective spin separately.

8.3 TRANSPORT MODEL OF THE DISSIPATIVE AND SPIN-SELECTIVE
QPC

Transport in our QPC is well described by the Landauer-Büttiker formal-
ism [6, 217, 218] which relates conductance to transmission. Here, this for-
malism is extended to the case of loss in the transport region. The loss is
modeled as an imaginary potential. In addition, the time evolution is cal-
culated by evaluating the Landauer-Büttiker formula at different points in
time, where loss is present. The atomic physics background used to calcu-
late the scattering rate and dipole potential due to the atom-light interaction
at high magnetic fields is introduced in Ch. 3.

8.3.1 Landauer-Büttiker Model

The system in question is formally described by a Hamiltonian evolution
Ĥ which is weakly coupled to the environment with no memory (Born-
Markov approximation). The evolution of the full system is then described
by a Lindblad master equation [39, 100]

∂tρ̂ = −
i
 h
[Ĥ0, ρ̂] −

∑
j

(
1

2
L̂
†
j L̂jρ̂+

1

2
ρ̂L̂
†
j L̂j − L̂jρ̂L̂

†
j

)
. (8.4)

Here, the Lindblad operators L̂ describe the loss process. It is possible to
rewrite the master equation by neglecting the last term and including the
first two terms of the sum in an effective Hamiltonian

Ĥeff = Ĥ0 − i
 h

2

∑
j

L̂
†
j L̂j , (8.5)

which can be further refined by inserting the loss mechanism of our system

Ĥeff = Ĥ0 − i
 hΓ

2
Ψ̂†(y)Ψ̂(y) , (8.6)

where Ψ̂(y) is the particle annihilation operator. This approximation ne-
glects the fluctuations and the fermionic commutation relations introduced
by the neglected term in Eq. 8.4 though it is the minimal way to describe non-
Hermitian dynamics [207] via an imaginary potential. The neglected term
becomes important when measurements at short timescales are required,
where the stochastic nature of the loss process plays a role. In our system,
the fluctuations timescales Γ−1 are short while the transport timescales are
very long ∼ 4 s such that we always measure a steady-state conductance.

Transmission, Reflection and Loss

The conductance between two reservoirs is described by the transmission
function T(E) of the QPC at a given chemical potential, i.e. energy. The
transmission describes the probability of a particle to be transmitted in its
mode through the channel. The transmission of each individual mode can
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be calculated from its longitudinal potential, i.e. zero-point energy, where a
particle is modeled as a plane wave. In the case of a complex-valued, spin-
dependent potential Vσ(y) as is here, the forward and backward scattering
amplitudes for a single particle can still be calculated by solving the 1D
Schrödinger equation using Numerov”s method. The total probability is no
longer conserved since loss is included via the complex potential which is
rectified by defining a loss probability L(E) such that

T(E) +R(E) +L(E) = 1 . (8.7)

Landauer-Büttiker Formalism with Loss

The Landauer-Büttiker formalism can be derived from a consideration of
left and right moving particles in a junction. Here we can start with the
same consideration where the left and right movers are given by

Ṅtrans
→/← =

1

h

ˆ +∞
−∞ fL/R(E)T(E)dE. (8.8)

In the 1D system this formula is independent of the fermionic velocity due
to the 1D density of states [92]. The total atom number transported through
the channel, per unit time, including the atoms below the Fermi energy, is
given by

Ṅtrans = Ṅtrans
→ + Ṅtrans

← (8.9)

= Ṅtrans
→ − Ṅtrans

← + 2Ṅtrans
← . (8.10)

Figure 8.1(b) shows the different contributions to the total current. The
measured current, orange shaded in Fig. 8.1(b), is given by the difference
between left and right movers

Ṅtrans
c= IN =

1

h

ˆ +∞
−∞ [fL(E) − fR(E)]T(E)dE. (8.11)

The subscript “c” is used to indicate the current “contributing” to the mea-
sured transport. The remaining atoms are transmitted below the transport
window through the channel, see the brown shaded area in Fig. 8.1(b), and
are described by the rate

Ṅtrans
nc = 2Ṅtrans

← , (8.12)

where “nc” stands for “non-contributing”. The measured current IN is then
related to the conductance by Ohm’s law

IN = G∆µ , (8.13)

where in this context the chemical potential difference ∆µ is small and ther-
moelectric effects are neglected.

8.3.2 Dynamic Transport Model – Cooling with Dissipation

The previously introduced model can be used to not only determine the
conductance and current expected during transport but also as a function
of time assuming equilibrated reservoirs. The loss-current depends on the
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total atom-number in the channel which is given by the sum of Fermi-Dirac
distributions and the energy dependent loss L(E)

−
dN

dt
=
1

h

ˆ +∞
−∞ [fL(E) + fR(E)]L(E)dE (8.14)

=
1

h

ˆ +∞
−∞ [fL(E) − fR(E)]L(E)dE (8.15)

+
2

h

ˆ +∞
−∞ fR(E)L(E)dE. (8.16)

In analogy to the total number of transmitted particles the loss rate is also
given by a loss from the net current IN described by Ṅloss

c and a loss from
below the transport window ∆µ given by Ṅloss

nc . The time evolution of parti-
cle number NL,R and internal energy UL,R in the reservoir is then calculated
iteratively using Euler’s method and the following steps. (i) converting ex-
tensive quantities (NL,R,UL,R) into intensive quantities (µL,R, TL,R) using
the 3D equation of state of the non-interacting Fermi gas; (ii) reevaluating
the Fermi-Dirac distributions in order to compute the derivatives of atom-
number and internal energy via

dNL,R

dt
=
1

h

ˆ +∞
−∞ fR,L(E)T(E)dE

−
1

h

ˆ +∞
−∞ fL,R(E)[T(E) +L(E)]dE (8.17)

dUL,R

dt
=
1

h

ˆ +∞
−∞ E · fR,L(E)T(E)dE

−
1

h

ˆ +∞
−∞ E · fL,R(E)[T(E) +L(E)]dE; (8.18)

and (iii) updating (NL,R,UL,R) after a small time-step.
One interesting application of the dissipation in the transport region is

cooling the reservoirs via the energy dependent loss function L(E). Fig-
ure 8.2 shows the evolution of atom-number and temperature as a function
of dissipation strength Γ for different gate potentials Vg. The cloud initially
has N0 = 105 atoms in each spin-state at a temperature of T = 60nK. The
energy dependent transmission, loss and reflection is calculated for differ-
ent loss rates Γ and subsequently the time evolution is calculated using the
described method. Choosing a gate potential slightly below the onset of
conductance (see Fig. 8.2(a)) will then lead to a cooling in the reservoirs, see
Fig. 8.2(d). The cooling effect is similar to the tilting effect with a magnetic
gradient [78], here the high onset only lets hot particles in the wing of the
Fermi-Dirac distribution enter the transport region. The loss thus only af-
fects the hot part of the cloud and thus cools the rest. The cooling effect
calculated here is after an exposure time of 4 s. Though rather inefficient
in this static scheme which is generally the case for cooling fermionic gases
below degeneracy, the scheme could be improved by dynamically changing
the wire confinement, thus decreasing the energy at which atoms can enter
the channel.

8.4 SPIN FILTER IN AN ATOMIC QPC

The initial chemical potential bias is spin-independent such that only the
channel produces a spin-dependent current. The typical atom-number im-
balance is ∆N = 45(3) · 103 atoms for each spin state. The subsequent time
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Figure 8.3: Reservoir evolution of atom-number, chemical potential and temper-
ature. We find that within our preparation error the total atom number N (a) and
chemical potential µres (b) hardly evolve. Concurrently the average temperature T is
constant over 6 s.

evolution is measured and displayed in Fig. 8.2(c). For this measurement the
interatomic scattering length was kept close to zero a = 0(7)a0 where a0
is the Bohr radius. The applied spin-filter has a strength of Ps = 20(6)pW
which corresponds to Is/Isat = 0.13(4). The measured evolution of the parti-
cle imbalance is used to extract a particle current for each spin-state, which
we find to be I↑ = −19(85) atoms/s and I↓ = 833(98) atoms/s. The system
thus acts as a nearly ideal spin-filter equivalent to condensed matter realiza-
tions in spin-polarized tunnel junctions [219] or QPCs in strong magnetic
fields [220], though the observed current polarization is similar to the best
values obtained in magnetic heterostructures [221].

The concurrent losses due to the atom-light scattering with a peak value
of Γs = 3 kHz affects the reservoir thermodynamics only weakly, see Fig. 8.3.
The average chemical potential µres = (µL + µR)/2 displayed in Fig. 8.3(b)
reduces by kB · 30nK, smaller than any other transport energy scale. Con-
sistent with low atom-loss and chemical potential decrease the temperature
shows no appreciable change. This behavior can be understood from the
large atom-atom mean free path due to the zero-crossing of the Feshbach
scattering length. Though every photon scattering event deposits at least
ER = (h/λ)2/2m = kB · 3.54µK of energy on a single atom, this atom likely
leaves the system without depositing the kinetic energy in a scattering event.
As long as the loss rate and total losses are small we thus expect the reser-
voirs to remain in a thermal state.

We can use this observation to faithfully measure the conductance of the
channel using the Landauer-Büttiker formula. The spin-dependent trans-
mission, i.e. conductance, can be probed by varying the local chemical po-
tential Vg + µres relative to the spin-dependent QPC potential landscape.
Here the scattering length was set to a = 91(7) a0 and the conductance
is repeatedly measured for different values of the local chemical potential,
following the recipe in Sec. 2.4, i.e. calculating G from the atom number im-
balance ∆N/N before and after 4 s of transport. The conductance G is found
to exhibit a quantized plateau, the hallmark of single-mode quantized con-
ductance as can be seen in Fig. 8.4(a). Without applying the spin-filter the
conductance plateaus of the different spin states are overlapping though
their height G = 0.84(1) 1/h is below the conductance quantum 1/h due
to a residual temperature bias. The temperature bias is present due to the
initial preparation and is neglected in the evaluation of the conductance.

Figure 8.4(b)-(c) display the conductance plateaus when the spin filter is
applied and its intensity Is is varied, thereby preventing spin |↑⟩ from being
transported at a given chemical potential. The observed shift is given by
the barrier +Vs added to the zero-point energy of the QPC, see Fig. 8.4(e)-



136 | Spin-Selective and Dissipative Quantum Point Contact

0

1

2

Vs/kB = 4(7) nK

| |(a) (d)

0

1

2

Vs/kB = 0.25(1) µK

(b) (e)

0.25 0.50 0.75 1.00 1.25 1.50
Local chemical potential Vg + res (kB µK)

0

1

2

Vs/kB = 0.44(2) µK

4 0 4
y (µm)

(c) (f)
+Vs

Vs

Co
nd

uc
ta

nc
e 

G 
(1

/h
)

Figure 8.4: Spin-polarized quantized conductance. (a)-(c) Quantized conductance
curves are obtained by measuring the conductance G as a function of the local
chemical potential Vg + µres at a scattering length of a = 91(7) a0 and without
the spin-filtering beam. Introducing the spin-filter with Is = 0.13(4) Isat (b) and
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Landauer model is fitted (solid line) to measure the spin-dependent potential which
is found to be maximal at Vs = kB · 0.44(2)µK (c). (d)-(f) The quasi-1D potential
landscape along the transport direction y indicates the spin-dependent potential.
Grey dashed lines indicate the local chemical potential used for the measurements
in Fig. 8.1 and Fig. 8.3.
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(f). The corresponding opposite shift of the zero-point energy for |↓⟩ is
found to be weaker due to the near-resonant beam being smaller than the
QPC. We find that the maximal current polarization can be found for a
chemical potential in the middle of the potential barrier (black dashed line in
Fig. 8.4(e)) at Vg+µres = kB ·0.61(2)µK which is the local chemical potential
chosen to measure the current polarization in Fig. 8.1(c). The conductance
plateaus persists throughout the measured intensity range of up to Is/Isat =

0.17(5) though the conductance value decreases to G = 0.55(2) 1/h. The
reason for the decrease of G in the plateau will be explained in Sec. 8.5.

We can extract the effective Zeeman shift Vs responsible for the shift of
the conductance curves via a fit of the conductances (solid lines in Fig. 8.4(a)-
(c)) using a numerical solution for the transmission and the Landauer model.
The potential landscapes displayed in Fig. 8.4(d)-(f) are used in the simula-
tion in addition to an imaginary potential i hΓ(y)/2 modeling the photon
scattering to calculate T(E), R(E) and L(E). The fit as a function of the peak
intensity Is gives a potential strength of Vs/Is = 103(17) kBnK/(W/m2) con-
sistent with the theoretical expectation of Vs/Is = 98(3) kBnK/(W/m2). The
maximally attainable shift we find is Vs = kB · 0.44(2)µK which is around
two times larger than the Fermi energy EF = hνz/2 = kB · 0.22µK.

8.4.1 Weak Interactions

Here we explore an interesting aspect of the spin-filter, namely how the in-
teractions between spins compete with the potential Vs. For this purpose
the broad Feshbach resonance of 6Li is used which allows exploring the
weakly attractive interactions a = −800.0(7) a0 as well as weakly repulsive
interactions a = 800(16) a0. These interactions will renormalize the poten-
tial felt by the spins, thereby changing the shift of the conductance plateaus.
In the interaction regime explored here a mean-field theory can be used to
model the interaction effects. The quantized conductance curves measured
at ±800 a0 and Is/Isat = 0.13(4) are displayed in Fig. 8.5(a). The difference
in effective potential shift Vs, eff is clearly visible and amounts to kB · 0.1µK.
In addition, the height of the conductance plateau is further reduced due
to additional losses in the interacting regime. The visible shift of conduc-
tance plateau separation is smaller in the attractive limit and larger in the
repulsive regime which is confirmed by a fit with a step-function (logistic
function) modeling the Landauer theory expectation. Figure 8.5(b) display
the obtained effective separations Vs, eff as a function of intensity which con-
firms the effects of interactions.

The measurements are repeated for different intermediate interaction strength
at fixed intensity, see Fig. 8.5(c). The effective separation is extracted for each
interaction strength, displayed in Fig. 8.5(d). The dashed line in Fig. 8.5(d)
is a theory curve calculated from a self-consistent Hartree mean-field theory.
The mean-field model includes a new potential parameter U = 2h

√
νxνza

which describes the extra potential that |↓⟩ adds to the potential felt by |↑⟩
when passing through the junction. The model describes the behavior of our
system well, even though the effects of dissipation and density fluctuations
have been neglected. This observation further supports the previously ar-
gued neglect of the fluctuation term in the Lindblad master equation. Here,
similarly the density fluctuations are large but fast in the 1D QPC and the
QPC is not in thermodynamic equilibrium. Nevertheless, the long measur-
ing times provide an averaging mechanism which effectively averages out
short-time fluctuations. The role of dissipation is likely more subtle since
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Figure 8.5: Mean-field interaction effects on the spin-dependent conductance shift.
The conductance curves (a) are taken at a = −800.0(7) a0 and a = 800(16) a0, the
maximal attainable weak interactions. The beam intensity is fixed at Is/Isat = 0.13(4)
and the detunings are equal for both spin-states. Fits with a logistic function (solid
lines) determine the separation Vs,eff in the interacting regime. The fitted separa-
tion (b), shown as a function of the saturation intensity factor, indicates the larger
(smaller) shift for repulsive (attractive) interactions. (c) Values of the scattering
length used for the measurements. (d) Ratio Vs,eff/(Is/Isat) displayed as a function
of the scattering lengths explored here. The solid line is a Hartree mean-field theory
prediction reproducing our observations.
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they are supposed to play a substantial role in the interacting regime [57]
since fluctuations and coherence are expected to be stronger in the 1D re-
gion [222].

8.5 DISSIPATION EFFECTS IN THE NON-INTERACTING QPC

In this section the effect of dissipation on the transport is quantified and
used to benchmark the previously introduced model. In addition, a simple
application of dissipation as a density dependent scanning microscope is
introduced.

Loss Mechanisms

The previously introduced model, see Sec. 8.3, assumes a loss mechanism
in terms of an imaginary potential which removes atoms from the channel
without secondary effects, i.e. the atoms leave the trap immediately and
forever. In reality the photon imparts a large kinetic energy on the atoms
inside the channel. Since the channel is strongly confined which requires
high optical potentials this imparted energy is not always enough to sur-
pass the potential barriers and leave the trap. The highly energetic atoms
thus can travel through the cloud and interact with them, depending on the
interaction strength.

The movement of the atom between absorption and re-emission Γ =

36.9µs−1 is small < 1nm. The potential barriers making up the QPC
provide a peak potential barrier of Vx = kB · 7µK and Vz = kB · 48µK
which is larger than the photon recoil ER = kB · 3.54µK. The movement
of the atom after the recoil can be modeled by the Lamb-Dicke parameter
ηz =

√
ER/hνz = 2.86(1), ηx =

√
ER/hνx = 2.29(1) which describes the

projection of the transverse momentum into a superposition of transverse
QPC modes. The excited transverse mode the atoms get projected into on
average is given by nx,z ≃ η2x,z. Scattering probabilities between the atoms
in the higher modes and atoms in the lower modes can be computed using
Ref. [223]. We find that the probability of a collision happening between the
atoms in different states is less than 0.4% and can thus be neglected.

In the 3D reservoirs it is useful to consider the mean free path ℓ = 1/n̄σ,
where σ is the scattering cross-section and n̄ is the peak density, to estimate
the secondary interactions of the highly energetic atoms. For an interaction
strength of a = 91 a0 the mean free path is ℓ = 3.26(5)mm which is much
larger than the reservoir size 0.25mm. Furthermore, the potential depth in
the reservoirs is Vd = kB · 0.55µK which is smaller than the recoil energy
meaning that the atoms will leave the reservoirs.

8.5.1 Transport with Losses

Figure 8.6 shows the atom-number imbalance ∆N/N and the total atom
number N as a function of time, recorded for the conditions in Fig. 8.1(c).
The numerical simulations shown in Fig. 8.6(c)-(d) reproduce the observa-
tion only using experimental parameters like initial atom-number, imbal-
ance and temperature as well as the near-resonant beams intensity. This
result shows that for weak intensities our approximations regarding the
fluctuations in the Lindblad master equation are sound and on the long
time-scales we can predict our experimental observations. Though we find
theoretically that the reduction of transport for the blocked spin-state |↑⟩
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Figure 8.6: Measured and simulated particle and particle-imbalance evolution.
The measured atom-number imbalance (a) and total atom-number (b) indicate the
spin polarization of the current and the concurrent losses. The measurement were
obtained for Vg + µres = kB · 0.61(2)µK and a near-resonant beam intensity of
Is/Isat = 0.13(4). The simulation results (c) calculated via the Euler integration
previously introduced reproduce the transported atom-number and the atom-loss.
The spin-dependence of the atom-loss observed in the theory is not found in the
experiment due to the overall atom-number instability.

concurrently reduces its losses, we cannot observe this effect in the experi-
ment.

We have previously seen that the particles which are effectively not trans-
ported, i.e. the “non-contributing” fraction, are affected by dissipation in the
same way the particle current is. The majority amount of losses is thus from
atoms not in the transport window, as can be seen in Fig. 8.1(b). This expec-
tation is verified here by integrating the losses observed in the measurement
in Fig. 8.4(b). The number of atoms contributing and not-contributing as
well as transmitted and lost is given by

N
trans/lost
c/nc =

ˆ t

0
Ṅ

trans/lost
c/nc dt ′′ (8.19)

The total atom number contributing to transport is then given by Nc =

Nlost
c +Ntrans

c while the non-contributing atom number is Nnc = Nlost
nc +

Ntrans
nc . Figure 8.7(a) shows their value and their sum for |↓⟩. We find that

33% of atoms present in the QPC region are lost, while only 21% of atoms
in the transport window are lost due to their higher momentum.

The conductance plateau in Fig. 8.7(c) shows that the lossy QPC still pre-
serves the conductance plateau which can be fitted with our model given by

Gσ(x) = AG
th
σ (x− µ0, T , δ̄,Vs) , (8.20)

where Gth
σ is the theoretically obtained conductance value via the Landauer-

Büttiker formula. Temperature T and detuning δ̄ from the mean resonance
frequency are fixed to the measured values. The chemical potential offset µ0
and the scaling factor A accounting for the decrease of conductance below
1/h are fitted. The chemical potential offset is found to be kB · 0.06(2)µK
while the scaling parameter is A = 0.78(3). The resulting spin-dependent



8.5 Dissipation Effects in the Non-Interacting QPC | 141

Nnc + Nc Nnc Nc

0

5

10

15

20

25

N
 (1

03 )

33%

37%

21%

transmitted
lost

4 0 4
y (µm)

0.1

0.4

0.7

1.0

V
 (k

B
K)

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Local chemical potential Vg + res (kB K)

0

1

2

G 
(1

/h
)

Vs/kB = 248(15) nK

|
|

(a) (b)

(c)

Figure 8.7: Conductance through a lossy QPC. The total atom-number contribu-
tions to transport and loss (a) indicate that more atoms are lost from below the
transport window, i.e. Nnc, compared to the loss from the particle current Nc, due
to the higher velocity of the latter. This explains the robustness of the conductance
plateau to the losses. (b) The quasi-1D potential in transport direction indicate the
spin-dependent shift of the onset of conductance due to the repulsive peak. The con-
ductance curve (c) is fitted (solid lines) with the Landauer model Vs = kB ·0.25(2)µK
which agrees well with the ab initio calculated potential kB · 0.29(11)µK.
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Figure 8.8: Landauer model validity for different dissipation strengths. The con-
ductance G is measured at a = 91(7) a0 for both spins |↑⟩ (blue, open symbols) and
|↓⟩ (orange, closed symbols) as a function of local chemical potential for different
detunings δ̄. The solid line shows a Landauer model prediction calculated solely
using fit parameters from Fig. 8.7 and the varying detuning. We find that the model
describes the data throughout the explored parameter regime.

potential value is Vs = kB · 0.25(2)µK which is consistent with the theo-
retical value of kB · 0.29(11)µK. The loss probability calculated from the
Landauer model is 21% for the loss rate Γ = 3 kHz present here. This value
is consistent with the plateau reduction from G0 = 0.84(1) 1/h to 0.72(3) 1/h.

The loss rate is varied to determine the validity of our Landauer model
for different dissipation strengths. For this purpose the detuning δ̄ is var-
ied while the intensity of the near-resonant beam is kept fixed at Is/Isat =

0.13(4). Figure 8.7 displays the resulting conductance curves when vary-
ing the detuning from δ̄ = −81.2MHz, i.e. the resonance of state |↑⟩, to
δ̄ = 81.2MHz, i.e. the resonance of state |↓⟩. In the resonance condition
of either state (see Fig. 8.8(a) and (d)) the atoms in that spin-state are com-
pletely lost within the transport time of 4 s. The remaining spin-state on
the other hand still shows a plateau of quantized conductance. Shifting the
detuning asymmetrically towards one of the spin-states (see Fig. 8.8(b)-(c))
leads not only to an increase of losses but also increases the optical poten-
tial which is particularly clear in the case of an additional repulsive shift
in Fig. 8.8(b). Moving the frequency closer to the attracted state |↓⟩ as in
Fig. 8.8(c) leads to both spins having a nearer onset of conductance, since
the attractive shift is compensated by the QPC. Conversely, the conductance
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is clearly different in this limit due to the increased losses in the state closer
in detuning. We find that our theory (solid lines in Fig. 8.8(a)-(d)) describes
the conductance curves well, independent of the detuning. Notably, there
are no additional fit parameters for the theory curves, only the detuning δ̄
is varied underscoring the validity of this model in a broad range of dissi-
pation strengths.

8.5.2 Dissipative Scanning Microscope

Here, we use the dissipative beam as a density sensitive probe. The aberra-
tion correction provided by the DMD creating the beam also allows using
aberrations, such as a tilt aberration, to move the beam in the atomic plane.
This movement can be very small and thus allows resolutions on the sub-
micron level [63].

The density is assumed to be two-dimensional and time independent
which holds as long as density variations are small compared to the lon-
gitudinal extent of the beam, i.e. the Rayleigh range zR = 4.9(3)µm and the
total loss is small. The integrated atom loss is then given by

N(0) −N(t) = ∆t

ˆ
dxdyΓ(x,y)n2D(x,y)dxdy (8.21)

with Γ(x,y) = Γse−2[(x−xs)
2+(y−ys)

2]/w2
s , (8.22)

where ∆t is the time over which the loss takes place. We find that the
losses are given by a convolution of the intensity profile with the atomic
density. Thus keeping the Gaussian waist ws of the lossy beam small it is
approximated by a delta function such that

n2D(xs,ys) =
2

πw2
s

N(0) −N(t)

Γs∆t
. (8.23)

The slight attractive shift from the near-resonant beam on the off-resonant
spin state will decrease the local chemical potential.

Since this shift and the Gaussian waist is small we can repeatedly mea-
sure the density for different positions of the near-resonant beam to obtain
a 2D map of the atomic density. Figure 8.8 shows such a map taken around
the QPC, indicating the high density regions close to the channel and the
reduced density inside the QPC. This technique is analogous to a scanning
probe microscopy in condensed matter systems and provides an alternative
to absorption imaging normally used in cold atom systems. Comparable
techniques use a conservative potential [63] or an electron beam [213] to
probe the local properties of a quantum gas. In comparison to absorp-
tion imaging the dissipative scanning gate technique has a higher resolution
0.3µm which is only limited by the minimal displacement allowed by the
DMD.

8.6 CONCLUSION AND OUTLOOK

Here we have shown how transport through a QPC can be engineered via
near-resonant light to generate spin-polarized currents, demonstrating that
the system is robust to single particle losses. The spin-filtering effects can
be used to manipulate the spin conductance and to study interaction effects.
We find that our transport measurements are sensitive to weak interaction
effects occurring on the scale of the Fermi wavelength. The near-resonant
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Figure 8.9: Dissipative scanning gate microscopy. The 2D map shows the total atom
loss in state |↓⟩ after 4 s of integration time. The position is given by the position of
the beam in the atom plane. The two-dimensional density n

2D can be obtained from
this picture by deconvolving the Gaussian shape of the near-resonant beam with the
measured density distribution. For this measurement a detuning of δ̄ = 40MHz and
a beam waist of ws = 1.02(5)µm. The beam intensity was Is = 24(8)W/m2 which
produces a large photon scattering rate of Γ↓ = 90(30) kHz.

beam implies a spin-dependent optical potential and scattering rate which
both can be calculated from the atomic polarizability. We are able to model
the energy dependent transmission and loss with an imaginary potential
approach which, in conjunction with the Landauer-Büttiker formalism, re-
produces the observed dispersive and dissipative effects on the conductance.
In addition, integrating the model enables us to express the time evolution
of particle number, particle imbalance and energy in the reservoirs. Finally,
the dissipation can be used to locally remove atoms from the system which
gives insight into the local density of the transport geometry.

In future experiments this scheme can be extended to more complex [61]
spin-dependent structures and opens avenues to study the coupling be-
tween spin-, particle- and heat-transport [224], possibly in interacting sys-
tems. The increased understanding of the atom-light interactions at high
magnetic laid the groundwork for studies of dissipation with strong interac-
tions [101].
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Parts of the contents of this chapter are currently being prepared for pub-
lication.

9.1 MOTIVATION

The previously used spin-manipulation and dissipation scheme is particular
interesting when the involved spins are strongly interacting. In the super-
fluid phase the effective Zeeman shift would compete with the gap which
could lead to pair breaking effects in the channel. The role of coherence in
the non-linear transport characteristics and its interplay with dissipation of
the superfluid QPC is of equal interest and has been explored in our sys-
tem [101]. Here, we would like to give an overview over the limitations
that hindered the implementation of some schemes proposed in Ref. [147]
and our new ideas using three-level atom-light interactions, where we al-
ready found that the electromagnetically induced transparency (EIT) can be
used to mitigate dissipation. The three-level atom light interaction is the
cornerstone of a plethora of possible directions of exploration such as nar-
row Raman spectroscopy to determine the local superfluid gap [111, 225],
Raman coupling to induce spin-orbit coupling [54, 205] and subwavelength
potentials [102, 226].

9.2 THE THINGS THAT DIDN’T WORK IN THE STRONGLY INTERACTING
REGIME

Figure 9.1 shows the dipole potential and the photon scattering rate of the
lowest and third-lowest hyperfine state, here called |↓⟩ and |↑⟩, respectively.
The magnetic field is B = 568G and the intensity is chosen to be low with
respect to the saturation intensity. We can identify three different ways of
imposing a spin-dependent potential on the atoms.

The first shown in Fig. 9.1(a)-(b) is the one used in Ref. [146]. Here the
differential Stark shift between the closed D2 transition at high magnetic
fields is used to obtain a spin-dependent potential. The downside of this
scheme is that the atoms will naturally decay back to their original state,
but at a much higher kinetic energy ∼ ER. In the strongly interacting regime
the mean free path in the reservoirs is no longer larger than the system
size and thus this energy will be deposited via atom-atom interactions. We

145
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Figure 9.1: Scattering rates and dipole potentials creating spin-dependent poten-
tials. The scattering rates and potentials are calculated using the formulas intro-
duced in Ch. 3. The magnetic field is chosen to be B = 568G and the frequency is
provided in terms of a detuning from the D2 line at zero magnetic field. The inten-
sities are chosen such that the differential light shift is equivalent in the three panels
Vs = kB · 0.6µK. (a)-(b) Using σ− polarized light and an intensity of I = 3W/m2

produces the spin-filter used in Ref. [146]. (c)-(d) With σ+ light a spin-dependent po-
tential can be obtained for a spin-dependent transition away from the D2 line, with
I = 136W/m2. (e)-(f) At the zero-crossing between the D1 and D2 manifold σ+
polarized light with I = 1.2× 104 W/m2 can be used to create a spin-filter. Adapted
from Ref. [147].

found that implementing a spin-filter with this scheme leads to a quick loss
of all atoms in the system.

The second possible scheme is displayed in Fig. 9.1(c)-(d). The original
misconception was that this transition |1⟩ − |e17⟩ is “narrow” due to the
small dipole-matrix element d1,e17. The reality is that the excited state has a
short lifetime τ = Γ−1 = 31.7µs−1 which implies a broad transition, though
the spontaneous scattering leads to optical pumping into a different ground-
state |5⟩. This optical pumping scheme is used in Ref. [101] to dissipate
atoms. Figure 9.1(c)-(d) shows that the ratio of spin-dependent potential Vs
to dissipation strength Γs is worse for this scheme compared to the previous
which also makes this scheme not usable.

The final scheme relies on the zero-crossing of the dipole potentials of the
hyperfine states between the D2 and D1 manifold, presented in Fig. 9.1(e)-
(f). The zero-crossing will lead to a differential light-shift, though it requires
much higher intensities due to the detuning from the resonances. We found
that in the interacting regime this scheme is not usable due to a plethora
of molecular transitions which lead to losses. Figure 9.2 shows a spectrum
taken starting from the zero-crossing up to the beginning of theD1manifold.
It is possible to identify several molecular transitions, where the losses are
in pairs of spins. Importantly, we find that increasing the power at the zero-
crossing does not lead to the wanted spin-polarization but to losses which
prevent us from using this scheme as well.
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Figure 9.2: Spectrum between D1 and D2 manifold. The atom-number is shown as
a function of the detuning from the D2 line at zero magnetic field for the spin states
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9.3 RESTORING FAST TRANSPORT WITH ELECTROMAGNETICALLY IN-
DUCED TRANSPARENCY

The previous section illustrated how difficult the use of near-resonant light
in the strongly interacting Fermi gas is. Here we want to demonstrate that
it is possible to create and harness three-level atom light interactions in
this regime. To this end we employ the lambda-system |1⟩− |e17⟩− |5⟩ intro-
duced in Ch. 3 and displayed in Fig. 9.3(b). The lambda system is formed by
two laser-beams driving the weak |1⟩− |e17⟩ and strong |5⟩− |e17⟩-transition
called probe and control beam, respectively. Figure 9.3(a) shows a schematic
of the optical setup, the probe and control beam are σ+ polarized and co-
propagating, intersecting the quantum point contact (QPC) at its center. The
intensity of the beams can be controlled via their power and their waist
w0 = 1.9µm is chosen to be smaller than the length of the QPC 6.8µm. We
use a digital micro-mirror device to correct the aberrations of the optical
projection system such that there is no stray light in the reservoirs. The opti-
cal setup used to control the power and create the frequency offset between
the beams is described in Sec. 6.4.

The ultracold gas of 6Li atoms is prepared in a balanced mixture of the
lowest and third-lowest hyperfine state, here called |↓⟩ and |↑⟩. The mag-
netic field is B = 689.7G which corresponds to the Feshbach resonance of
the spin mixture. After evaporation the total atom-number in the reser-
voirs is N = 138(13)× 103 at a temperature of T = 94(2)nK which corre-
sponds to a degeneracy of T/TF = 0.29(1) which is above the superfluid
transition. The transport geometry is imposed by intersecting two repulsive
TEM01 like beams at the center of the cloud which confines the system in
x and z direction. The confinement in x direction is provided by the wire
beam with νx = 12.4(2) kHz and a Gaussian waist in transport direction of
wy,W = 6.8µm. In z direction the confinement is νz = 9.42(6) kHz with a
waist of wy,LS = 30.2µm given by the lightsheet beam. The gate potential
Vg is created by an attractive Gaussian beam with a waist of wg = 30µm
shifting the zero-point energy of the QPC by Vg = 2.2µK. In order to ob-
serve transport a chemical potential bias is imposed via an atom-number im-
balance which is recorded relaxing as a function of time. The atom-number
and temperature of the clouds is measured via a spin-resolved absorption
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Figure 9.3: Electromagnetically induced transparency in a strongly interacting
QPC. The co-propagating probe and control beam (a) are projected in the cen-
ter of the quantum point contact (QPC). The legs of the lambda scheme (b) are
formed by σ+ polarized light where the two-photon resonance frequency is given
by ν15 = 2014MHz. The lambda scheme is made up by the three states |1⟩, |e17⟩
and |5⟩. We find the EIT spectrum (c) by scanning the probe beam frequency and
recording the relative magnetization M/N. At the EIT resonance δ = ∆ = 0 the
spin-dependent dissipation is suppressed which makes the magnetization a sensi-
tive measure. The Rabi frequency of the control beam is calibrated by varying the
control beam intensity and fitting the EIT spectrum to extract Ωc. We find a linear
relation between the Rabi frequency and the square-root of the intensity (inset of
(c)) with a slope of Ωc/

√
Ic = 0.80(7)MHz/

√
W/m2 which is consistent with the

theoretical value Ωc/
√
Ic = 0.82MHz/

√
W/m2 which assumes a uniform peak in-

tensity.
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image and our standard thermometry technique employing the second mo-
ment of the density distribution, see Ch. 2.

The control and probe beam stem from the same laser, thereby suppress-
ing any frequency fluctuations which become common-mode. The light
is frequency split using two acousto-optic modulators (AOMs) in double
pass configuration to reach the necessary energy splitting between the two
ground-states ν1 − ν5 = 2014MHz. The detunings of the individual transi-
tions are defined as ∆1 = ν1−νp and ∆5 = ν5−νc, while the single photon
detuning is given by ∆ = ∆1 and the two-photon detuning is δ = ∆1 −∆5.
In a first experiment both beams are illuminating the channel for 2 s after
which the atom-number in each spin-state is measured. This measurement
is repeated for varying single photon detunings ∆ and control Rabi frequen-
cies Ωc. Figure 9.3(c) shows the recorded spectrum which displays a dip
in the resonance peak typical for EIT. The spectrum is measured via the
relative magnetization M/N = (N↑ −N↓)/(N↑ +N↓) since the probe laser
is resonant with the |↓⟩− |e17⟩ transition such that atom losses will occur
spin-dependently. In addition, we find that molecular losses induced by the
control beam are less pronounced by measuring the relative magnetization.

The theoretical model used underlying the absorption spectrum is ob-
tained in a weak probe approximation Ωp ≪ Ωc of the three-level system,
where the absorption is the imaginary part of the susceptibility χ(1) given
by [53]

χ(1) ∼
4δ
(
Ω2

c − 4δ∆
)
− 4Γ215∆∣∣Ω2

c + (Γ15 + 2iδ)(Γe + 2i∆)
∣∣2 +

i
(
2Γ15

(
Γ15Γe +Ω2

c

)
+ 8Γeδ

2
)∣∣Ω2

c + (Γ15 + 2iδ)(Γe + 2i∆)
∣∣2 , (9.1)

where Γe is the inverse lifetime of the excited state and Γ15 is the decoher-
ence rate between the two ground-states, e.g. due to magnetic field noise.
The splitting of the peaks in the EIT spectra is given by Ω and in the limit
Ωc > Γe [53] the spectrum becomes the Autler-Townes doublet [227]. We
fit the spectra shown in Fig. 9.3(c) with the absorption function given by
Im[χ(1)](∆) for varying control Rabi frequency in order to obtain a cali-
bration of the Rabi frequencies on the atoms. We find that the calibrated
control Rabi frequency follows the expected linear behavior as a function of
the square-root of the intensity, see inset of Fig. 9.3(c). The calibration gives
a Rabi frequency of Ωc/

√
Ic = 0.80(7)MHz/

√
W/m2 is consistent with the

theoretically expected value Ω̃c = 0.82MHz/
√

W/m2. The probe Rabi fre-
quency is related to the control Rabi frequency via their dipole-matrix el-
ements Ωp/Ωc = dp/dc

√
Ip/Ic. In our system the intensities of control

and probe field are equivalent such that the calibration of the control field
is just multiplied by the factor dp/dc ≈ 0.054 to obtain the probe Rabi
frequency calibration Ωp/

√
Ip = 43.2(4) kHz/

√
W/m2. This validates the

weak probe approximation since Ωp ≪ Ωc and Ωp ≪ Γe. We note that the
height and perceived width of the EIT dip depends on the control Rabi fre-
quency which stems from the dephasing Γ15 reducing the transparency [53],
while the transparency is unchanged for Ω2

c ≫ ΓeΓ15. From the fit we find
ΓeΓ15 = (2π)24.6(5)MHz.

In a second experiment we apply EIT, i.e. δ = ∆ = 0, during a transport
experiment. The system is prepared with a chemical potential imbalance
which is relaxed over 2 s as can be seen in Fig. 9.4(a). Without any near-
resonant light present in the QPC (blue circles in Fig. 9.4(a)) the particle
transport exhibits a non-linear current bias characteristic [38, 101]. The ex-
tracted particle current IN = −0.5 d∆N/dt is displayed in Fig. 9.4(b) as
a function of the chemical potential difference. We explore three different
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Figure 9.4: Restoring fast, non-linear current via EIT. The particle number imbal-
ance is shown as a function of transport time for different configurations of the probe
and control beam. Undisturbed (blue circles) particle-current IN = −0.5 dN/dt (b)
displays a non-linear current-bias characteristic. With only the probe beam present
(orange circles) dissipation suppresses the non-linearity and the overall current.
With both beams present (green circles) the initial current approaches its original
value and displays a non-linear shoulder. The relative magnetization (c) indicates
the same trend, where EIT leads to a suppression of dissipation and the evolution of
the coupled system (green circles) approaches the non-coupled (blue circles). Atom
number (e) and total magnetization (d) show that though many atoms are lost even
in the EIT condition the current seems to be robust to those losses.
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cases of either control or probe beam being on as well as both being present
in the channel. The spin-dependent dissipation limit is reached when only
the probe beam is present, leading to photon scattering of state |↓⟩ [101].
This dissipation reduces the particle current and makes the current-bias
characteristic linear (green circles in Fig. 9.4(a)-(b)). In the case where only
the control beam is on, no dissipation is observed since this beam is far
detuned ∆1c = 2014MHz from the optical transitions of the transported
spin-states. In the EIT condition, i.e. both probe beam and control beam
are recovering the particle current almost back to its original value at large
chemical potential imbalances. Around the “kink” in the nonlinear response
the current becomes more linear but still shows a nonlinear shoulder in
Fig. 9.4(b), implying that the sharp change of the current at low biases is
more sensitive to the remaining dissipation.

In the same experiment we can extract the relative magnetization imbal-
ance ∆M/N, see Fig. 9.4(c) and the relative magnetization M/N Fig. 9.4(d)
which provide insight into the spin-dependence of our scheme. We find that
the spin-dependent dissipation provided by only having the probe beam
present has the largest effect on the magnetization. In the EIT condition
the magnetization-imbalance and total magnetization (Fig. 9.4(c)-(d)) both
evolve differently than without dissipation confirming that the EIT does
not fully suppress dissipative loss from the probe beam. The control beam
seems to have no effect on the magnetization, likely due to its large detun-
ing, but still creates an overall atom loss, see Fig. 9.4(e), which seems to have
little effect on the particle current.

We further explore the effects of the three level system by varying the
intensity of the probe and control laser. Figures 9.5(a)-(b) show the initial
particle current and the change of magnetization Ṁ as a function of both
intensities. We find that the contours in Figure 9.5(a) lie on a diagonal, indi-
cating that for a given ratio of the two Rabi frequencies the particle current
stays constant. In the limit ofΩp ≫ Ωc we find that the previously observed
losses suppress the current, while in the other limit whereΩp ≪ Ωc the EIT
condition is better fulfilled and the current survives. From the slope of the
magnetization change shown in Figures 9.5(b) we find that the magnetiza-
tion depends on the precise ratio between the Rabi frequencies, indicating
again EIT. Without we would expect the spin-loss to purely depend on Ωp

and not on the ratio between the Rabi frequencies.

Another interesting feature we can extract from the data are the magneti-
zation and particle-imbalance during a transport experiment as a function
of the single photon detuning ∆. The QPC is illuminated by the probe
and control beam with Ωp = 0.12(1) kHz and Ωc = 2.9(2)MHz and the
control frequency νc is varied. Figure 9.5(c)-(d) shows the imbalances for
different transport times t = 0.12 . . . 0.4 s. The average of the spectra is
shown in Fig. 9.5(d)-(e). Notably, the magnetization imbalance displays a
symmetric spectrum while the particle imbalance has an asymmetric spec-
trum. We fit the symmetric spectrum with a Lorentzian line profile to
determine its width, black line in Fig. 9.5(e). The linewidth is found to
be Γfit = 2π · 0.88(6)MHz which is indicative of the response not being a
single-photon effect where Γe = 2π · 5.87MHz. The asymmetric spectrum
of the particle imbalance implies that particle transport is susceptible to off-
resonant dispersive effects of the lambda system. The dark-state in which
|↓⟩ is transported in the EIT condition is not only immune to photon scat-
tering but also has zero energy, i.e. it does not see an optical potential due
to either beam. Here we observe that detuning from the EIT condition will
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Figure 9.5: Effect of EIT on transport through a strongly interacting QPC. The ini-
tial particle current IN(0), i.e. the excess current Iexc, is extracted for varying control
and probe Rabi frequencies at the EIT resonance δ = ∆ = 0. The current is strongly
suppressed when only a probe beam is present, dissipating state |↓⟩. The state can be
rendered transparent when the control Rabi frequency is increased. We observe clear
diagonal contour lines indicating the interplay between the probe and control transi-
tion. (b) The magnetization rate Ṁ displays a similar trend where the EIT condition
is reached in the upper diagonal of the panel. The EIT spectra is extracted via trans-
port (c)-(d) by recording the frequency dependent particle and magnetization imbal-
ance after different transport times for fixed Rabi frequencies of Ωp = 0.12(1)MHz
and Ωc = 2.9(2)MHz. The average spectra (e)-(f) are clearly different in that the
magnetization-imbalance spectrum is symmetric while the particle-imbalance spec-
trum is asymmetric. We attribute the asymmetry of the transport spectrum to the
dispersive effect of the three-level atom-light interaction.
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introduce a potential. The transport is hindered for ∆ < 0 indicated by a
larger particle imbalance, while for ∆ > 0 transport is faster. This is consis-
tent with the dispersive response of the lambda-system, i.e. the real part of
the susceptibility χ(1).

In summary, we have shown that it is possible to create a three-level sys-
tem in strongly interacting 6Li via the combination of a weak and a strong
transition. We find that EIT can be observed in this system and can be
used to revive transport by suppressing dissipation at the two-photon reso-
nance. Finally, transport is used as a sensitive measurement to observe the
dispersive response of the three-level atom-light interaction. These obser-
vations are the starting point for future research on three-level atom-light
interactions in strongly interacting 6Li gases, some possible schemes will be
presented in the following sections.

9.4 TOWARDS A SUBWAVELENGTH QUANTUM DOT

The idea to generate subwavelength potentials via a dark state in a lambda-
scheme was proposed theoretically [102] and implemented experimentally [226].
The experimental realization was in the form of an optical lattice and al-
lowed substantial lifetimes compared to the lifetime subject to photon-scattering.
In our experiment, a realization of a subwavelength potential would allow
a true tunneling barrier inside the QPC which enables the realization of a
quantum dot within our transport geometry.

The subwavelength potential relies on non-adiabatic corrections to the
dark-state energy in the limit where the population of the dark-state, i.e.
the mixing angle α is changing quickly. In our experiment the dark state
would be given by

|D⟩ = cosα |1⟩− sinα |5⟩ , (9.2)

with the mixing angle α = arctan(Ωp/Ωc). The subwavelength potential
acting on the atom in the dark state is then given by [102]

VDS(y) =
 h2

2m

(
∂α(y)

∂y

)
. (9.3)

Technically, this scheme requires a spatially varying mixing angle α(y)
which in the current beam configuration – co-propagating beams – is con-
stant. Thus, this scheme would require a technical upgrade to impose the
probe and control beam spatially separate on the transport channel. We aim
to realize this using a deformable mirror to produce a single well-defined
beam while the DMD will be used to spatially shape more complex patterns
around this.

Figure 9.6 shows a possible scheme where a subwavelength potential is
used to create a quantum-dot for spin |↓⟩. Two control beams with a waist
of wc = 1µm displaced by 7µm are surrounding a probe beam with the
same waist in their center, see Fig. 9.6(a). The atom, initially in state |↓⟩,
propagating from left- to- right will see a STIRAP-like [228] counterintuitive
pulse sequence which leads to a rotation, normally adiabatic [228], of the
mixing angle α (blue line in Fig. 9.6(b)). The beams are resonant with the
single-photon ∆ = 0 and the two-photon detuning δ = 0 and have a peak
Rabi frequency of Ωp = 2π · 3MHz and Ωc = 2π · 6MHz. The mixing angle
was calculated via a numerical solution of the atom-light interaction of the
lambda-system as a function of space, using QuTip. The resulting subwave-
length potential VDS is displayed in Fig. 9.6(b). The ultimate limit on the
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Figure 9.6: Scheme for a quantum dot created by subwavelength potentials. The
probe and control beam (a) as a function of space lead to two subsequent STIRAP
transitions of |↓⟩ to |5⟩ and back. The fast change of the mixing angle of the dark-
state leads to a subwavelength potential [102]. The atom-light interaction for an
atom initially in |↓⟩ is simulated numerically as function of space. The detunings are
chosen to be resonant in single-photon detuning ∆ = 0 and two-photon detuning
δ = 0. (b) The mixing angle (blue line) displays the expected behavior of the dark-
state. The subwavelength potential is calculated using the formula from Ref. [102].
(c) The photon-scattering rate is estimated from the excited state population ρee.
The numerical simulation is numerically unstable when higher Rabi frequencies are
used which lead to a lower excited state population, i.e. photon scattering rate.
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Figure 9.7: Conductance through a subwavelength quantum dot. (a) Transport po-
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potential landscape using the Landauer-Büttiker formalism. At zero temperature
the resonant tunneling through the QD can be seen, while at finite temperature the
signature is not as clear. Decreasing the length of the QD would lead to a bigger
spacing of its energy levels which could allow to resolve them even at finite temper-
ature.

width of the potential peaks is given by the magnitude of ∂α(y)/∂y which
depends on the waist of the beams, their relative position and their ampli-
tude Ω. Here, we chose a moderate Rabi frequency to estimate the popu-
lation of the excited state ρee (see Fig. 9.6(c)) which becomes numerically
unstable when large Rabi frequencies lead to smaller excited state popula-
tion ρee. The main challenge of the scheme is on the one hand the Rabi
frequency which has to be large Ω2

c ≫ ΓeΓ15 [53] to suppress the bright
state population and on the other hand the width of the beams. The cal-
culated photon-scattering rate (see Fig. 9.6(c)) is as locally confined as the
subwavelength potential which could introduce additional effects, i.e. the
Zeno effect [222, 229], and might not limit the QD transmission significantly.

In addition to the potential we can also calculate its transmission and the
conductance via the Landauer-Bütikker formalism. Figure 9.7 shows the
total quantum dot potential including the transversal confinement of the
wire and the lightsheet. We find that for zero-temperature the quantum
dot (QD) energy levels are clearly resolved corresponding to the tunneling-
peaks in the conductance. In the finite temperature limit the QD features
are washed out, though optimizing the spacing of the beams could lead to
a more optimal energy spectrum. Finally, implementing the scheme with
strong interactions could lead to interesting spin-dependent effects due to
the QD only being visible to state |↓⟩.
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9.5 TOWARDS SPIN-ORBIT COUPLING IN A TRANSPORT EXPERIMENT

Spin-Orbit coupling as realized in cold-atom systems [54, 205] relies on the
spin-dependent momentum kick an atom experiences when a two-photon
Raman transition takes place, driven by angled probe and control beams [230].
In our experiment the lambda scheme would be formed by the |1⟩− |e1⟩− |2⟩
three-level system, see Ch. 3 for details. The spin states in this system are
|↓⟩ = |1⟩ and |↑⟩ = |2⟩. The probe beam is propagating in the z− y plane
with k̂p = kR(ẑ− ŷ)/

√
2 where ẑ, ŷ are unit vectors. The control beam is at

90◦ angle such that k̂c = kR(ẑ+ ŷ)/
√
2. In a Raman transition from |↓⟩ to

|↑⟩ the atom would first absorb a photon from kp and subsequently emit a
photon into the control field with kc such that the net momentum imparted
on the atom is given by

q̂↓→↑ ∼ k̂c − k̂p = +ŷ , (9.4)

q̂↑→↓ ∼ k̂p − k̂c = −ŷ . (9.5)

(9.6)

This means that depending on the spin of the atom it would experience
a momentum kick in different directions. In the experiment this scheme
could be implemented using the envisioned deformable mirror for one of
the beams and the DMD for the other beam. The numerical aperture of
the microscope would allow a beam angle of up to ∼ 60◦ which would
reduce the magnitude of the momentum kick, though this could be used to
adjust the wave-vector to be close to the Fermi wave-vector. The effective
momentum kick is given by

 h|q| =  h2kR sin (θ/2) , (9.7)

where  hkR is the recoil momentum where ER/kB = 3.5µK. We can find the
angle where the momentum kick is around the Fermi energy from

θ = 2 arcsin
(
λL
2λF

)
. (9.8)

In our experiment a usual Fermi wave vector kF = 2π/2µm would then give
a beam angle of θ = 19◦.

In a first experiment we show that it is possible to introduce the required
spin-rotation in the reservoir of the system. The reservoirs are prepared
without transport geometry in a fully spin-polarized cloud with N↓ ≈ 85×
103 atoms. The probe and control beam are σ− and π polarized and co-
propagating in the vertical direction. The single photon detuning is set to
∆ = ν1,e2 − νp = 355MHz while the two photon detuning is close to zero,
i.e. we fulfill the two-photon condition off-resonantly. Figure 9.8 shows the
magnetization M/N = (N↑ −N↓)/(N↑ +N↓) and atom-number N = (N↑ +
N↓) as a function of the single-photon detuning ∆p = ∆ − 355MHz. We
observe a clear Raman resonance where the two-photon condition is fulfilled
with limited atom-losses. The energy difference of the two spin states is
found to be νcp = 76.009(6)MHz which is close to the theoretical value of
ν12 = 76.029MHz. The spectrum is fitted with a Lorentzian function which
we use to extract the fidelity of the spin-rotation and the linewidth. We
extract an efficiency of 90(2)% and a full-width-half-max of 646(24)Hz.
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(+ŷ). (b) The lambda system at high magnetic fields in 6Li couples the lowest and
second-lowest hyperfine state, called |↓⟩ and |↑⟩, respectively. The control beam cou-
ples the |1⟩− |e2⟩ transition while the probe mean drives |2⟩− |e2⟩, where |e2⟩ is in the
D1 manifold. (c) Measured relative magnetization as a function of the two-photon
detuning (νp − νc = 76.009(6)MHz) shows the narrow two-photon resonance and
concurrent spin-rotation. The atom-number (d) displays limited losses due to the
detuning from the single photon resonance ∆p = 355MHz. We fit the spectrum and
extract a linewidth of Γ = 646(24)Hz and rotation efficiency of 90(2)%.
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9.6 CONCLUSION AND OUTLOOK

In summary, we have found that it is difficult to harness near-resonant light
in a strongly interacting system, due to molecular losses and secondary loss
events from particle collisions. We show experimentally that it is still pos-
sible to introduce three-level atom-light interaction at high magnetic fields
and that we can observe EIT even with strong interactions. The transparency
is used to restore the non-linear transport characteristic in the strongly in-
teracting QPC. We find that transport is sensitive to the dissipative and
the dispersive effects of EIT. This demonstrates that it is feasible to create
lambda systems even at high magnetic fields where it is normally expected
that the quantum number mI is responsible for only having magnetic tran-
sitions between the hyperfine states. The lambda-system is the cornerstone
for two more schemes we propose to use in a transport experiment. Firstly,
the dark-state formed in the EIT condition can be used to create subwave-
length potentials which we calculate numerically and propose to use for
the creation of a quantum dot. The quantum dot transmission and conduc-
tance is calculated to demonstrate that the subwavelength potential allows
to observe resonant tunneling features. Secondly, another lambda scheme is
proposed to observe spin-orbit coupling in the strongly interacting system
which can be used to affect spin transport inside the QPC. We find exper-
imentally that the proposed lambda system can be used to drive Raman
transitions between the lowest and second-lowest hyperfine states which
are also states that do support strong interactions around their Feshbach
resonance.

In the future the three-level atom light interaction can be used to study
spin-orbit coupling in the QPC which combined with a pairing gap is the
starting point for the creation of Majorana fermions [11]. The implementa-
tion of a quantum dot would allow us to study the Kondo effect [199] in
quantum dots as well as effects of a spin-dependent quantum dot.
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10.1 MOTIVATION

Superfluid flow is the underlying mechanism for many intriguing phenom-
ena in condensed matter physics, liquid helium and cold atoms systems.
The macroscopic nature of the superfluids wavefunction [41] is the reason
for the observation of effects like the Josephson oscillations [8, 106] in su-
perconductors, the superfluid fountain effect [134, 231] in liquid helium and
persistent currents in cold atom rings [232]. Allowing a finite normal current
in addition to the supercurrent considerably increases the complexity [7] of
the transport process and leads to new, less understood situations [233].

The transport geometry created by our setup is an ideal system to study
the fundamental properties of superfluid transport. Fermionic lithium al-
lows us to reach low temperatures at strong attractive interactions which
leads to a superfluid state [40, 111, 234]. Cold atom systems are natu-
rally closed, well-understood and easy to manipulate permitting the direct

161



162 | Irreversible Entropy Transport between two Superfluids

measurement of entropy and configurable transport geometries decoupled
from their environment. These systems have been used to study transport
and equilibrium properties of the superfluid system extensively [16, 232,
235, 236]. In the two-terminal transport geometry both subgap superfluid
transport [38, 101] through a quantum point contact and Josephson oscilla-
tions have been observed [33, 34]. The exploration of entropy transport in
these systems up to now has been restricted to an intermediate temperature
regime [69, 87] where the non-linear features of superfluid transport have
not been observed.

Here, we impose a chemical potential bias, equivalent to a voltage bias
in superconductors, or temperature bias between two superfluid reservoirs
which is found to result in a non-linear particle current response, concurrent
with a non-linear entropy current response. The overall entropy is simultane-
ously increasing indicating the irreversible nature of the observed transport
process. The two different initial states prepared here correspond either to
a pure entropy bias or to a combination of particle and entropy bias. For
the initial state with a pure entropy bias the system is found to approach
a non-equilibrium steady-state in the one-dimensional limit, while opening
the channel does allow for relaxation of this state and generally decreases
the transport timescales. Notably the transported entropy per particle is
constant across the change of channel geometry and its value is far above
the value for the superfluid in and around the channel. Implying that the
observed current is not a supercurrent and that superfluidity itself increases
the entropy transport via the non-linearity. The discrepancy between trans-
ported and local entropy per particle also implies that a hydrodynamic de-
scription of the transport within a two-fluid model is not possible, indicat-
ing that the observed behavior is a non-equilibrium effect. The observed
current-bias characteristic is found to be described by a phenomenological
model derived using the generalized gradient dynamics method [237] which
is a generalization of Onsager’s linear description of irreversible processes
including non-linear, irreversible processes. Applying the phenomenologi-
cal model we can extract the transport coefficients governing the transport
which enables comparisons with microscopic theories.

At the writing of this thesis we are still working on determining the opti-
mal thermometry technique used to extract entropy and atom-number. An-
harmonicities from the dipole trap and fringes in the absorption imaging
system lead to systematic differences between fitting the equation of state
directly or applying the previously used second-moment method. The sys-
tematic differences mainly affect the overall degeneracy, i.e. the reservoir
superfluidity, while qualitatively the observed transport measurements are
consistent between all techniques. In the following the thermometry ob-
tained from fitting the equation of state is used.

10.2 EXPERIMENTAL SETUP

The preparation and measurement process is equivalent for the data pre-
sented here and in the following Ch. 11. More details can be found in
the technical section of this thesis (see Pt. I and Ch. 2). We prepare a
cold cloud of 6Li in the lowest and third lower hyperfine state in a hy-
brid optical-magnetic trap. We operate at a magnetic field of B = 689.7G
which is the location of the Feshbach resonance for our mixture. After
evaporative cooling we typically end up with total atom numbers of about
N = 342(36)× 103 atoms, temperatures of T = 90(6)nK and entropy per par-
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Figure 10.1: Potential landscape in transversal and in transport direction. The
lowest transversal mode (a) as function of x is shown for different confinement fre-
quencies used in the experiment at a fixed gate potential of Vg = −2.2µK and
vertical confinement νz = 9.4 kHz. When reducing the transversal confinement be-
low νx ∼ 6.8 kHz (black line) atoms can flow above the channel constriction. For
lower confinements the system becomes quasi-2D where the confinement originates
mainly from the trapping in z-direction. (b) shows the mode structure along the
transport direction for modes which can be transmitted through the channel (blue
lines) and modes which are blocked by the channel or by the reservoir connection
(gray lines). The propagating modes shown here were calculated assuming a finite
temperature T = 90nK. The individual occupation of the propagating modes is indi-
cated by their transparency. The modes in light blue would not be able to enter the
channel at zero temperature.

ticle of S/NkB = 1.49(10) below the superfluid transition Sc/NkB = 1.69 [40,
110]. The originally cigar shaped trap is separated into two half-harmonic
traps by applying a repulsive, elliptical “wall” beam in transversal direction
with a waist of wy = 8.6µm in transport direction. This trap configuration
is the end point of the experimental sequence, before the transport geome-
try is imposed. For the imaging of the atoms we take two in-situ absorption
images of the atomic clouds in half-harmonic reservoirs for each spin, in
quick succession (details in Sec. 6.3), such that in one experimental run both
spin-states are imaged.

Transport Geometry

The transport configuration, i.e. the quasi-one-dimensional (1D) channel
or quasi-two-dimensional (quasi-2D) constriction, is created by two TEM01-
like repulsive beams intersecting the cloud along the x- and z-direction. In
the z-direction the cloud is compressed by a TEM01 beam with a longi-
tudinal waist of wy = 30.2µm, a transversal waist of wz = 9.5µm and
a transversal confinement of νz = 9.42(6) kHz, this results in a quasi-2D
(hνz/kBT ≈ 4) region between the two reservoirs, independent of the con-
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finement in x-direction. In the x-direction a second TEM01-like beam is
projected through the microscope with a waist of wy = 6.8µm in transport
direction and a narrow notch in transversal direction wnotch = 1.5µm, al-
lowing atoms to flow through. This wire beam creates a transverse confine-
ment of up to νx = 12.4(2) kHz which is the experimental parameter varied
throughout this chapter to change the transport geometry. Figure 10.1(a)
shows the transversal confinement of the lowest mode along the x-direction,
including the constriction beams and the gate beam. Details on how to cal-
culate the energies of these modes can be found in Ch. 2. The gate beam
is a Gaussian, attractive beam projected through the microscope onto the
quasi-2D region around the channel. It has a waist of wxy = 31.1µm and
a peak potential of Vg = −2.2µK. For strong confinements (green line in
Fig. 10.1(a)) atoms have to pass through the notch of the x-confining beam
since the chemical potential µ is far below the zero-point energy of the con-
fining beams, therefore we call this regime the 1D regime. When the power
of the channel beam is reduced its confinement and peak potential is de-
creasing such that below a confinement frequency of νx ≈ 6 8kHz atoms
can pass the channel beam overhead, hence for lower confinements we call
this the quasi-2D regime. Figure 10.1(b) displays the modes which can prop-
agate through the channel (blue lines) and the modes which are blocked due
to the potential landscape (gray lines) along the transport direction. We find
that at a finite temperature of T = 90nK the lowest modes can propagate,
though with reduced occupation (transparency of the blue lines). Neverthe-
less, not all modes which have in principle a low enough energy in the center
of our system (y = 0) are able to propagate from the reservoirs (|y| ⩾ 60µm)
to the transport region [69].

Thermometry

In contrast to the previously used (see Sec. 2.2) thermometry method based
on the second-moment of the clouds” column density we use a direct fit
of the equation of state (EoS) here. The spin-resolved absorption imaging
system (see Ch. 6) allows us to extract the in-situ column density ni,m(y, z)
(i = L,R, m =↑, ↓) for each spin and each reservoir. The raw images are
taken 225µs apart and referenced to an optimal bright image [83]. The
atom numbers are then obtained from integrating the column density in
each direction for the two spin states and reservoirs, respectively.

The density distribution of each reservoir is fitted with the equation of
state of a harmonically trapped unitary Fermi gas given by

ncol
iσ(y, z) = λ−3

Tiσ

ˆ ∞
−∞ dx fn

[
qiσ −

(
x

Rxiσ

)2

−

(
y− y0
Ryiσ

)2

−

(
z− z0σ
Rziσ

)2
]

,

(10.1)

where the temperature Ti,m and the degeneracy qi,m are varied. The tem-
perature determines both the thermal de Broglie wavelength via λT =

√
2π h2/mkBT

and the clouds Gaussian thermal length R2j,i,m = 2kBTi.m/m6Li(2πνj)
2. fn

is the density EoS of the unitary Fermi gas [40]. For this fit the central
region of the cloud ∼ 60µm which includes the wall is excluded. The com-
mon center of the reservoirs y0 is fixed from an independent fit to the dip
in the density due to the wall beam, while the vertical cloud center z0 is
fitted for each spin-state as well as an angle of 0.45◦. The advantage of this
method compared to the thermometry via the second-moment is that it al-
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lows extraction of the degeneracy qi independently of the calibrations of
magnification and absorption cross-section.

Since the spin-resolved absorption imaging leads to a slight heating of the
secondly imaged state we use only the thermometry of the firstly imaged
state in the following. The atom-numbers in each spin-state are equal. The
absorption cross-section of the imaging system is calibrated by matching the
atom-number obtained via the cross-section to the atom-number calculated
from the degeneracy and temperature obtained from the fit detailed here.
The cross-section measured this way is 2.24 times smaller than the ideal
value, similar to the value obtained by other groups [81, 238].

10.3 IRREVERSIBLE ENTROPY FLOW BETWEEN TWO SUPERFLUIDS

Superfluidity and its signatures have been studied in great detail in the
equilibrium system [40, 65, 235] which we use here to gain a better under-
standing of our system in equilibrium. We can extract the trap-averaged en-
tropy per particle S/N = 1.49(10)kB which is below the critical value of the
normal to superfluid transition Sc/N ≈ 1.69kB [40, 110]. Figure 10.2(a)-(b)
shows the local degeneracy T/TF(r) for T/TF < 1. These local quantities can
be calculated from the 3D EoS of the homogeneous gas in the local density
approximation. We find that in equilibrium the central region of the cloud
where the channel is located is superfluid (blue contours in Fig. 10.2(a)-(b)).
In case of a weak channel there are normal “sidemodes” entering the trans-
port region as can be seen in Fig. 10.2(b). For the most degenerate regions in
Fig. 10.2(a) we find a local entropy per particle of s = 6.7(4)× 10−4kB and
degeneracy of T/TF = 0.026(2), resulting in a deeply superfluid gas around
the channel with ∆/kBT = 18(1), where ∆ is the unitary superfluid gap.

Figure 10.2(c) shows the state-space ∆S,∆N and the entropy per particle
S/NkB as a color contour in which we can almost arbitrarily prepare our
system. For transport to occur we prepare an initial state in the state-space
of extensive quantities ∆S and ∆N, resulting in thermodynamic biases in
the intensive quantities ∆µ and ∆T driving respective currents of the exten-
sive properties IN, IS. Even though the initial state could in principle be
arbitrary we restrict ourselves to small biases |∆µ/∆| < 0.5|, |kB∆T/∆| < 0.2,
which in the non-interacting regime result in linear current-bias character-
istics. The currents, driven by the imposed biases propagate the system
through the state-space according to their initial states and respective equa-
tions of motion, given by

IN(∆N,∆S) = −
1

2

d∆N
dt

, (10.2)

IS(∆N,∆S) = −
1

2

d∆S
dt

.

In Fig. 10.2(c) some paths explored in our experiment are shown. The un-
derlying entropy landscape – calculated from the EoS – shows that each
path has a strictly positive entropy production rate Ṡ > 0, meaning they
are all irreversible. Experimentally we can verify that the overall system
can be considered closed due to an absence of heating dS/NkB

dt < 0.02 s−1

(without transport) and particle loss dN/dt = 0. The observed increase
of entropy in the closed system is possible to a buildup of entanglement
entropy [39, 239–241]. Interestingly, depending on the initial conditions we
can have strikingly different transport scenarios. In the case of an initial
state, exhibiting a pure entropy imbalance (square in Fig. 10.2(c)) the sys-
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Figure 10.2: Irreversible transport of particles, energy, and entropy between super-
fluids. Local degeneracy T/TF(r) at equilibrium in the quasi-1D (a) and quasi-2D
(b) channels. The blue contours T/TF < 0.167 (the local normal to superfluid transi-
tion [40]) indicate the superfluid while red contours the normal regions T/TF > 0.167.
Away from equilibrium, differences in Ni, and Si between the reservoirs (i = L, R)
induce biases of the chemical potential and temperature that drive currents of the
extensive quantities. The channel region (green) is not in equilibrium during trans-
port, while the reservoirs remain in equilibrium, respectively. (c) Depending on the
initial conditions (circle or square) and microscopically allowed processes, the reser-
voirs can exchange atoms, energy, and entropy advectively and diffusively, tracing
out various paths through state space with the constraints that atom number and
energy are conserved dN/dt = dU/dt = 0 and the entropy production is positive
definite dS/dt ⩾ 0 until evolution halts at a steady state (stars) by reaching either a
non-equilibrium steady state or equilibrium (∆µ = ∆T = ∆N = ∆S = 0) where the
total entropy S = SL + SR at fixed total particle number N = NL +NR and energy
U = UL +UR has a global maximum.
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tem can reach a non-equilibrium-steady-state (star in Fig. 10.2(c)) which,
within our experimental time-scales, does not relax. A second possibility
for this initial state is an initial build-up of entropy and particle imbalance
due to advective transport IS ∝ IN, followed by a relaxation via diffusive
transport IS ̸= 0, IN = 0. To be precise, the processes of advection and
diffusion are present at all times during the evolution but the due to their
different timescales and different thermodynamic forces it is possible to dis-
tinguish them. For the other case of an initial state, with a well-prepared
entropy- and particle-imbalance (circle in Fig. 10.2(c)) only an advective re-
laxation takes place and reaches equilibrium independently on whether dif-
fusion takes place or not. Notably, the initial conditions are not the only
reason these processes take place, but the systems microscopic properties
determine the exact evolution in the state-space.

10.3.1 Advective Transport

For the measurements presented in the following we repeatedly prepare the
system with the same initial state and vary the time during which transport
is possible, via the wall beam. For each transport time the measurement
preparation and process is repeated 3 − 5 times to obtain the respective
statistic uncertainty. Due to the varying dimensionality in the transport
configuration it is not possible to apply the three-dimensional (3D) EoS in
this geometry. Thus, the transport beams are adiabatically ramped down,
except the wall, and the cloud is imaged in a half-harmonic trap. In terms
of thermometry the internal energy Ui and atom number Ni, for both reser-
voirs i = L,R, are obtained directly. The entropy Si(Ni,Ui) is a universal
function of both and is used as an observable for the presented data. Due
to the increase of entropy in the open reservoir system during transport
the entropy current IS is only an apparent current. Unequal heating in one
of the reservoirs would appear as a current in our measurement, but also
in the total entropy which means we can place a bound on such a current
Icons
S ∈ [IS − (1/2)dS/dt, IS + (1/2)dS/dt] [101], where IS is the measured

current.
In the first measurement presented here an initial state with both entropy

and particle imbalance is imposed ∆N(0), ∆S(0) ̸= 0. The transport geome-
try, in particular transversal confinement νx and gate potential Vg, is chosen
such that the imbalance relaxes to equilibrium within 0.5 s. Figure 10.3(a)
shows the evolution of the particle imbalance for different transport ge-
ometries. For the strongest confinement νx = 12.3(1) kHz (red circles in
Fig. 10.3) we observe a strong deviation from exponential decay indicated
by the visible “kink” in the particle relaxation ∆N(t) close to equilibrium.
Comparing this to the non-interacting quantum point contact (QPC) which
displays an exponential relaxation due to its linear current-bias characteris-
tic IN ∝ ∆µ/h, we not only find that the current IN = −(1/2) d∆N/dt we
observe is much larger but also that the current-bias characteristic is non-
linear. This behavior has been already observed in our group on multiple
occasions [38, 101] and has been modeled theoretically [242]. The surprising
feature in the particle current IN is its large sub-gap (∆µ < ∆ in equilibrium)
magnitude and the resulting non-linearity. Both the enhancement of the cur-
rent, far beyond the non-interacting value and the nonlinear (non-Ohmic)
I− ∆µ characteristic suggest that the system is superfluid. The nonlinear
behavior persists when the 1D channel is opened (green points in Fig. 10.3)
and it is still visible in the 2D regime (blue and orange points in Fig. 10.3).
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Figure 10.3: Observing the non-linear advective entropy transport. The particle (a)
and entropy (b) imbalance evolution indicate a non-linear relaxation of the prepared
initial state. Decreasing the transversal confinement the system relaxes faster, and
the non-linearity becomes less sharp. The total entropy per particle (c) increases
slightly compared to ∆S, indicating that entropy is indeed being transported. (d)
The entropy imbalance plotted versus particle imbalance directly indicates a non-
zero transported entropy per particle and reflects the direct proportionality which
means the entropy is transported advectively. The solid lines are fits with a phe-
nomenological model. The error bars correspond to the standard deviation of the
mean of 3-5 measurements.
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The current IN is initially increasing due to the additional transport modes
when opening the channel, though in the 2D regime this trend does not
continue. We attribute this behavior to additional resistances in series with
the 1D region of the channel. Firstly, the reservoir to 2D connection [69]
(see Sec. 10.2), where not all modes coming from the reservoir can enter
the quasi-2D region. Secondly, the resistance at the normal to superfluid
interface [243]. In addition, we find that the kink of the non-linearity seem-
ingly becomes less pronounced in the 2D limit. This can be explained by
a larger linear contribution to the total current, e.g. due to normal modes
entering the transport region (see Fig. 10.2(b)), and by the additional series
resistances.

Figure 10.3(b) shows the entropy relaxation ∆S(t), strikingly resembling
the particle relaxation ∆N(t) in Fig. 10.3(a). We can verify the resemblance
by plotting the two imbalances against each other as can be seen in Fig. 10.3(d),
showing that all paths are not only linear but also parallel to each other. The
paths collapse on each other when accounting for the different initial states.
The fact that the paths are linear shows a direct proportionality between
particle and entropy current IS = s∗IN, with the proportionality constant
being the advectively transported entropy per particle s∗. The fact that all
paths collapse on one line shows that the transported entropy per particle s∗

is almost independent of the transversal confinement νx. We can extract the
transported entropy per particle from a linear fit s∗ = 1.03(2) kB. The value
we find is surprisingly large for superfluid transport and close to the average
entropy per particle in the reservoirs S/N = 1.49(7) kB, while being much
larger than the local equilibrium entropy per particle s/kB = 6.7(4)× 10−4

in the channel region.

Breakdown of Hydrodynamics

Here, we want to show that our observation that the measured transported
entropy per particle s∗ is much larger than the local entropy per particle s is
a result of the breakdown of hydrodynamics in the channel. The two-fluid
model [76, 134, 244, 245] is a hydrodynamic description of superfluid flow,
obeying the thermodynamic equation of state. One of the consequences of
the model is that the fluid is made up of an ideal superfluid part which car-
ries no entropy and a normal part which carries entropy. The fluid density
is given by

ρ = ρs + ρn, (10.3)

where ρs is the superfluid and ρn is the normal density of the fluid. In
our system we find that the fact that the entropy current IS is directly pro-
portional to IN violates the assumption of the system being close to a local
equilibrium and thus hydrodynamics breaks down. The two-fluid model
implies that the current in our system should be the sum of normal and
superfluid currents

IN = InN + IsN, (10.4)

where the entropy is only carried by the normal current IS = s∗nI
n
N. Insert-

ing this into our observation that entropy and particle current are directly
proportional we find

IsN =

(
s∗n
s∗

− 1

)
InN. (10.5)
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The normal current can be calculated from the integrated current density jn
over the cross-section of the channel which for a hydrodynamic current also
determines the entropy current by weighting the current density jn with the
local, equilibrium entropy per particle

InN =

ˆ
dxdz jn(x,y = 0, z), (10.6)

IS =

ˆ
dxdz jn(x,y = 0, z)s(x,y = 0, z),

where we used js = s̄vn = s̄/n vnn = jns, with the entropy per volume
s̄. We can calculate the local entropy per particle s from the EoS of the
homogeneous unitary Fermi gas [40] which is found to be tiny at the con-
tacts to the wire s = 6.7(4) × 10−4kB, due to the large degeneracy (see
Fig. 10.2(a)-(b)). This vastly different local entropy s and transported en-
tropy s∗ = 1.03(2) kB leads to a logical contradiction when applying Eq. 10.5.
The two-fluid model implies that our system would support two large, but
opposite, currents IsN ≈ −InN and their difference would be the current we
observe in the experiment. This is in contradiction with the behavior of
a time-averaged supercurrent in response to a chemical potential bias ∆µ.
In the AC-Josephson limit the time average of the supercurrent vanishes,
while in the limit of nonadiabatic phase slips the supercurrent and normal
current flow in the same direction [246] (see also Ch. 4). Given a weak link,
tunneling geometry the breakdown of hydrodynamics is expected [134] due
to a rapidly varying superfluid order parameter over a short distance. The
breakdown of hydrodynamics furthermore shows that the channel region is
far from equilibrium. In addition, the observation s≪ s∗ implies that there
is an irreversible conversion process from superfluid current in the contacts
to normal currents in the channel and back to superfluid currents in the
opposite contacts. It is interesting to note that a possible process must be
independent of the transport geometry which seemingly has no influence
on s∗. Finally, the observation that s∗ > 0 shows that the observed entropy
carrying, nonlinear current is indeed not a supercurrent. It is remarkable
that the superfluidity in the contacts enhances IN, leaving s∗ seemingly un-
changed, thus effectively increasing the entropy current IS. Regarding the
total entropy per particle, shown in Fig. 10.3(c) we find that the observed
entropy current is flowing between the two reservoirs.

In order to verify these findings we have varied how the system is pre-
pared. To that end the gate beam is switched on for varying times before
the transport is started, for the data presented here the beam is ramped on
over 10ms followed by a wait-time of 5ms before transport is started. Our
observations stay unchanged for waiting times up to 0.5 s, longer than the
overall relaxation time. In the case of waiting times of up to 3.5 s the relax-
ation becomes more exponential and s∗ is reducing by ∼ 10%. In-situ imag-
ing of the gate region around the channel indicates that the filling timescale
of these local miniature reservoirs is on the order of several seconds. It is
not yet clear how these regions affect transport, though our observations
suggest that the non-equilibrium nature of the gas around the channel is
important.

10.3.2 Diffusive and Advective Transport

The second type of initial states and resulting different paths in state-space
∆S, ∆N can be explored by applying a pure entropy imbalance ∆S(0) ̸=
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Figure 10.4: Simultaneous advective and diffusive entropy transport. (a)-(b) The
particle and entropy imbalance evolution show the initial, fast advective response
followed by a slow diffusive relaxation. Towards the quasi-1D limit (red diamonds)
a non-equilibrium steady-state is reached, hardly evolving within our experimental
timescales. The advective response is non-linear for strong confinement and be-
comes more linear in the quasi-2D regime (blue circles). Concurrently the timescales
of advective and diffusive mode are enhanced. The net entropy (c) is initially increas-
ing quickly, while the suppressed evolution in the 1D limit also limits the entropy
growth. The entropy imbalance as a function of particle imbalance (d) illustrates the
competition between diffusive and advective mode, determined by the transversal
confinement. Error bars (data points) indicate the standard deviation (average) of
3− 5 repetitions.

0, ∆N(0) = 0 (open circle in Fig. 10.2(c)). This initial condition corresponds
to the configuration already explored in previous works on the thermoelec-
tric effect [68, 69, 87], where an initial temperature imbalance ∆T results in a
particle response ∆N(t). Figure 10.4 shows the result of the experiments per-
formed in this work where a significantly smaller (factor 2) average temper-
ature was prepared (for the new preparation method see Sec. 2.3) compared
to previous works [69, 87]. For the strongest confinement νx = 12.3(1) kHz
(red diamonds in Fig. 10.4) the initial response of ∆N and ∆S is nonlinear
and quickly reaches a state which hardly evolves within the maximal exper-
imental transport time tmax = 1 s. This limit of non-vanishing imbalances
far from equilibrium is called a non-equilibrium steady-state which seems
to be present in the 1D limit hνx/kBT ≫ 1. The precise non-equilibrium
steady-state approached by the system depends on the initial state and the
path through state space, inherently related to the microscopic properties
of the system. In previous works the steady-state has been observed [87]
in the linear response regime and with larger average temperatures. Our
measurements confirm that it persists even in the non-linear regime, where
the currents responsible for reaching the non-equilibrium steady-state are
∼ 6 times larger and non-Ohmic.
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When reducing the transversal confinement νx the initial response be-
comes faster (green diamonds in Fig. 10.4(a)) while the non-equilibrium
steady-state can relax back to equilibrium. While the initial response stays
nonlinear, even in the 2D limit (orange squares in Fig. 10.4(a)), the secondary
response is linear, manifesting itself in an exponential relaxation to equilib-
rium. The competition between the initial response and the secondary relax-
ation is visible for the dataset with the weakest confinement (blue squares in
Fig. 10.4(c)) where the entropy response ∆S(t) shows almost pure exponen-
tial relaxation. Figure 10.4(d) further supports this picture of competition
between two processes, where for both parts of the path in state space a
linear proportionality is given. However, from the previous transport mea-
surement (see Fig. 10.3) we know that the path in state-space of the advec-
tive dynamics are not changing with confinement, thus only the change of
diffusive dynamics are responsible for the change of paths in state-space.

10.4 PHENOMENOLOGICAL MODEL OF THE NONLINEAR AND IRREVERSIBLE
TRANSPORT PROCESS

In order to quantify our observations we can formulate a phenomenological
model loosely inspired by the two-fluid model as a combination of linear
and non-linear response to the applied biases. Previous models [38, 68, 69,
247], based on linear response are no longer applicable due to the observed
nonlinear behavior. In this context linear response is described by a system
of equations which describe the particle current IN and the entropy current
IS as a linear function of the biases ∆µ and ∆T(

IN

IS

)
= G

(
1 αc

αc L+α2c

)(
∆µ

∆T

)
. (10.7)

This system of equations obeys Onsager reciprocal relations [3, 248] which
imply that the Peltier effect IS = αc∆µ and the Seebeck effect IN = αc∆T

are described by the same transport coefficient αc (see also Sec. 2.4). The
main point here is that Onsager”s theory describes coupled irreversible pro-
cesses which we also observe in the nonlinear system, superfluid in equi-
librium, since IS = s∗IN. Even though the Onsager reciprocal relations are
only valid in linear response. In the following, we will introduce a formal-
ism which generalizes Onsager”s theory to nonlinear irreversible processes,
called generalized gradient dynamics [237].

10.4.1 Generalized Gradient Dynamics

The central framework of the formalism of generalized gradient dynam-
ics [237] is to describe general irreversible processes via a gradient of the dis-
sipation potential Ξ. Here, irreversibility and dissipation are almost equiva-
lent, where dissipative processes refer to evolutions which produce entropy,
while irreversible processes are constructed such that they are dissipative,
and obey the Second law of Thermodynamics. The production of entropy
is the main feature of the irreversible evolution which means in order to
write equations for such an evolution it is necessary to have the entropy be
expressed in terms of the complete state space of the system S(x), where x
is the vector describing the state space. The conjugate variables x∗ are then
derivatives of the entropy S with respect to x

x∗ =
dS
dx

. (10.8)
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Since the entropy is a potential driving the system towards equilibrium, the
entropic conjugate variables x∗ are the driving forces towards such equilib-
rium. The thermodynamic forces X in this framework can then be inter-
preted as linear functions of the entropic conjugate variables

X = F(x∗) , (10.9)

where F is a linear operator. In turn, the currents I are defined as derivatives
of the dissipation potential Ξ with respect to the forces X

I = ΞX . (10.10)

The challenge in finding an appropriate model which describes our obser-
vation is thus to find a dissipation potential Ξwhich fulfills the requirements
given by this framework based on the Second law of Thermodynamics and
the process being irreversible. The formal requirements on the dissipation
potential Ξ can then be written down in terms of the following criteria [237]

1. Positiveness Ξ(x) ⩾ 0 and Ξ(0) = 0. This condition ensures that there
is no evolution in thermodynamic equilibrium.

2. Monotonicity of the derivatives x · ∂Ξ/∂x ⩾ 0. This condition ensures
the Second Law of Thermodynamics Ṡ ⩾ 0.

3. Convexivity near the origin. This condition ensures the local stability
of the thermodynamic equilibrium.

4. Degeneracy with respect to particle number ∂N/∂X · ∂Ξ/∂x = 0. This
condition ensures the conservation of particle number.

5. Degeneracy with respect to energy ∂U/∂X · ∂Ξ/∂x = 0. This condition
ensures the conservation of energy.

6. Evenness with respect to time reversal. This condition ensures that Ξ
describes irreversible and not reversible dynamics.

In addition, the currents also fulfill the Onsager-Maxwell reciprocal relations
which in this context are given by(

∂I1
∂X2

)
X1

=

(
∂I2
∂X1

)
X2

. (10.11)

Entropy Production

One of the central ideas of the formalism we use here is that the entropy
is a potential which drives the evolution towards equilibrium [237]. In our
system the entropy S is a function of the state variables N, U, ∆N, ∆S. This
means that independently of the initial and final point of the evolution the
entropy production is given by

δS =

ˆ ∞
0

dt Ṡ(t) =
ˆ ∞
0

dt
IN(t)∆µ(t) + IS(t)∆T(t)

T(t)

=

ˆ ∞
0

dt Ẋ · x =

ˆ X∞
X0

dX · ∂Ξ
∂X

= S(N,U, 0, 0) − S(N,U,∆N0,∆S0) . (10.12)

We find that the produced entropy is independent of the underlying micro-
scopic processes and of the path of the system in state-space.
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Derivation of the Phenomenological Model

In order to derive the dissipation potential we first start by formulating
the thermodynamic forces and currents within our system. From previous
works [69, 71, 87] we know that the total entropy production rate is given
by

dS
dt

= IN∆
(µ
T

)
− IU∆

(
1

T

)
=
IN∆µ+ IS∆T

T
, (10.13)

where IU is the internal energy current and T = (TL + TR)/2 is the av-
erage temperature. The vector of state space variables is then given by
x = (N,U,∆N,∆S) and the vector of conjugate quantities is x∗ = ∂S/∂x =

(−µ/T , 1/T ,−∆µ/2T ,−∆T/2T). The conservation of atom number and en-
ergy in the closed system ensures that Ṅ = U̇ = 0 and thus the state and con-
jugate vectors can be reduced to x = (∆N,∆S) and x∗ = (−∆µ/2T ,−∆T/2T).
We then find that the currents in our system can be obtained from the dissi-
pation potential using Eq. 10.10

IN = T
∂Ξ

∂∆µ
, (10.14)

IS = T
∂Ξ

∂∆T
.

In addition, Onsager reciprocity is fulfilled for a dissipation potential obey-
ing Eq. 10.11 and thus in our case

∂IN
∂∆T

=
∂IS
∂∆µ

. (10.15)

For the nonlinear model needed to correctly describe our data we can start
by writing the linear model in terms of a dissipation potential

Ξn =
G(∆µ+αc∆T)

2

2T
+
GT

2

(
∆T

T

)2

, (10.16)

with the conductance G, the Seebeck coefficient αc and the thermal conduc-
tance GT . This dissipation potential generates the currents

IN = G(∆µ+αc∆T) , (10.17)

IS = αcIN +GT∆T/T ,

where we can identify a linearly responding advective mode, driven by
(∆µ+ αc∆T), and a linearly responding diffusive mode, driven by ∆T . The
nonlinear model is then derived by replacing the linear advective mode by a
nonlinear advective mode, the functional form is inspired by results on the
nonlinear response in a superfluid QPC [38, 122, 124, 249]. In Ref. [38, 101]
the particle current was obtained from a numerical derivative and showed
a sigmoid-like functional form. We found here that a hyperbolic tangent
describes this behavior well. In addition, we know from our measure-
ments in Fig. 10.3(d) that entropy and particle current are closely related
via IS = s∗IN, the new model should fulfill this relation as well. We make
the Ansatz

Ξas =
σIexc

T
log
[

cosh
(
∆µ+ s∗∆T

σ

)]
, (10.18)

with the sharpness parameter σ, defining the sigmoid’s step size. In anal-
ogy to the linear model, we find (see Sec. 10.4.3) that the minimal model
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which describes our observation is a sum of nonlinear advective and linear
diffusive modes Ξ = Ξas + Ξdn. This dissipation potential then generates the
currents

IN = Iexc tanh
(
∆µ+αc∆T

σ

)
, (10.19)

IS = αcIN +GT∆T/T .

This model fulfills Onsager’s reciprocal relations as well as the previously
stated requirements on a dissipation potential, thus imposing that the trans-
port process is irreversible which in turn implies that αc has to appear in
both IN and IS.

Notably, the phenomenological model has two different modes of entropy
transport. The advective mode is characterized by entropy transport via net
particle transport, i.e. IaS = αcIN. The diffusive mode transports entropy
without net particle transport IdS = GT∆T/T , i.e. Fourier’s law. In previous
works [87] it was already found that in the unitary Fermi gas at higher
temperatures the two modes have quite distinct timescales. In the Fermi
liquid regime the thermal and particle conductance are directly proportional
due to the Wiedemann-Franz law, where the universal value relating the
conductance’s is the Lorenz number L = GT/TG = π2k2B/3.

10.4.2 Coefficients of the Phenomenological Model

The previously derived phenomenological model has four transport coeffi-
cients, the excess current Iexc, the Seebeck coefficient αc, the thermal con-
ductance GT and the step size σ, the values of which is defined by the un-
derlying microscopic processes of the system. Implying the necessity to un-
derstand their effects on the evolution of the system in the state space of our
system ∆S(t), ∆N(t). We solve the coupled differential equations obtained
from Eq. 10.19 by inserting IN = −(1/2) d∆N/dt and IS = −(1/2) d∆S/dt
and solving the resulting initial value problem. In order to express the
biases in terms of the state-space variables we have used the reservoir re-
sponse given by(

∆µ(t)

∆T(t)

)
=

1

κℓr

(
ℓr +α

2
r −αr

−αr 1

)(
∆N(t)

∆S(t)

)
, (10.20)

with the dilatation coefficient αr = −(∂µ/∂T )N, the compressibility κ =

1/4(∂N/∂µ )T and the reservoir Lorenz number ℓr = CN/T̄κ.

Advective Response

In order to illustrate the behavior of the model we can analytically integrate
Eq. 10.19 in the limit of no diffusive response GT → 0

IN = Iexc tanh
(
∆µ+αc∆T

σ

)
, (10.21)

IS = αcIN .

After integration we arrive at the solution of the differential equation

∆N(t) =

κℓrσ sinh−1

(
exp

{
(α2+l)(C2−2Iexct)

κℓrσ

})
−αC1

α2 + ℓr
, (10.22)

∆S(t) = αc∆N(t) +C1,



176 | Irreversible Entropy Transport between two Superfluids

where C1 and C2 are the integration constants and the effective Seebeck
coefficient α was introduced, where α = αc − αr. Solving the initial value
problem using the initial conditions ∆N(0) = ∆N0 and ∆S(0) = ∆S0 we find

∆N(t) =−α(∆S0 −αc∆N0)/(α
2 + ℓr)

+

κℓrσ sinh−1

(
e−

2Iexc(α2+ℓr)
κℓrσ

t sinh
(
α(∆S0−αr∆N0)+∆N0ℓr

κℓrσ

))
α2 + ℓr

,

(10.23)

∆S(t) =αc∆N(t) + (∆S0 −αc∆N0) .

From this functional form of the imbalances we can calculate the initial
thermoelectric response of the system in the limit of an initially pure entropy
imbalance (equivalently pure temperature imbalance) ∆S0 ̸= 0, ∆N0 = 0

IN(0) = −(1/2)
d∆N(t)

dt

∣∣∣∣
t→0

= Iexc tanh
(
α∆S0
κℓrσ

)
, (10.24)

IS(0) = −(1/2)
d∆S(t)

dt

∣∣∣∣
t→0

= αcIN(0) .

Since the hyperbolic tangent is an odd function the direction of the response
is determined by the sign of α and ∆S0, similarly to the linear model [71].
In addition, we find that the excess current Iexc and the initial current IN(0)

are closely related, and the latter is a good initial condition for a fit of the
former.

Moreover, we can determine the peak response of the system in the limit
GT = 0 by taking the limit of infinite time

∆N(t→ ∞) = −
α(∆S0 −αc∆N0)

ℓr +α2
, (10.25)

∆S(t→ ∞) = −
(ℓr −ααr)(∆S0 −αc∆N0)

ℓr +α2
.

This confirms that the magnitude of α determines the peak of the thermo-
electric particle response as well as its sign for the purely advective response,
when initially a pure entropy imbalance is prepared ∆S ̸= 0, ∆N0 = 0. We
find that ℓr is the most important coefficient of the reservoir response deter-
mining the peak response of the system, the other begin αr.

Figure 10.5(a)-(b) shows the evolution in the limit of a purely advective
response with an imperfectly prepared initial state. The evolution of particle
and entropy imbalance is calculated for different values of the Seebeck coef-
ficient αc. In the case of no thermoelectric response, i.e. α = 0, (green line in
Fig. 10.5(a)-(b)) the particle imbalance ∆N reaches equilibrium while the en-
tropy imbalance ∆S “overshoots” its equilibrium value. The reason for this
behavior is an imperfectly prepared initial state, with an initial particle and
temperature imbalance. Since there is no diffusive relaxation and the ther-
moelectric response is minimal, the advective mode (∆µ + αc∆T) relaxes,
but the entropy imbalance is still non-zero due to a remaining temperature
and chemical potential bias. Experimentally we observe this behavior in
Fig. 10.3(b) where the final entropy imbalance is slightly negative, indicat-
ing a suppressed thermal conductance. In the second row of Fig. 10.5 the
evolution with a diffusive mode and varying σ is shown. The linear diffu-
sive mode can be quantified in terms of its characteristic timescale τT , which
is given by

τT =
ℓrκ

2GT/T
, (10.26)
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Figure 10.5: Advective evolution of the phenomenological model for different
model coefficients. The panels display the relative particle and entropy imbalance as
a function of time for different transport coefficients. The particle imbalance (a) and
the entropy imbalance (b) are decreasing non-exponentially as a function of time
indicating the non-linearity of the phenomenological model. The linear diffusive
mode is suppressed GT → 0, while the nonlinear advective mode is quantified by
Iexc = 23∆/h, where ∆ is the superfluid gap, and σ/kB = 6nK. When the Seebeck
coefficient αc = αr + α is decreased both imbalances overshoot equilibrium, since
less entropy per particle is transported. The effect of α on the initial slope of ∆S(t)
is minute due to the change of α being small. (c)-(d) the diffusive mode is slow, but
nonzero τT = 0.25 s, the thermoelectric response is small α→ 0 while the excess cur-
rent stays unchanged. Varying the non-linearity coefficient σ shows how increasing
the coefficient brings the functional form closer to an exponential behavior indica-
tive of linear response. The influence of σ on the slope of the particle response (see
Fig. 10.5(c)) predicts some correlation between Iexc and σ for later fits.
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in analogy to the particle conductance in the linear model, where G =

κ/2τN. Interestingly, when σ is increased the nonlinear advective response
resembles a linearly responding mode

IN|σ→∞ ≈ Iexc(∆µ+αc∆T)/σ . (10.27)

In terms of microscopic interpretation of σ we can compare it to the super-
fluid quantum point contact [124] where a similar current-bias characteristic
is observed. There the quantitative size of the non-linearity is interpreted
as the number of allowed Andreev reflections m to overcome the superfluid
gap, before the current is decreasing. Hence, the applied voltage eV (or
equivalently chemical potential bias) is compared to ∆/m. In our system
σ = 6(2)× 10−3∆ is quite small, meaning when comparing it to the super-
fluid gap ∆ we find m = ∆/σ = 167(56). Thus, ∼ 167 Andreev reflections
would occur before the current IN is appreciably reduced, though it is not
clear whether this is the microscopic mechanism leading to our observa-
tions.

Diffusive and Advective Response

Whenever a linear diffusive mode is present in the model, i.e. GT ̸= 0, the
system of differential equations could not be integrated analytically which
means in the following the results will be from a numerical integration of
Eq. 10.19, given a set of initial conditions ∆N0, ∆S0. Figure 10.6 shows
the particle ∆N(t) and entropy ∆S(t) imbalance evolution for the second
type of initial conditions explored in the experiment (see Fig. 10.4), where
a pure entropy imbalance ∆N0 = 0, ∆S0 ̸= 0 is prepared. The fixed trans-
port coefficients of the model are equivalent to the ones in Fig. 10.5. When
the excess current Iexc is varied (see Fig. 10.6(a)-(b)) the initial response is
changing, similarly to Eq. 10.24, while in contrast to a purely advective re-
sponse the competition between the two transport modes leads to a reduced
peak response when the nonlinear advective mode becomes slower (Iexc de-
creases). Figure 10.6(c)-(d) display the purely nonlinear advective response
for a varying thermoelectric response coefficient α. We have calculated the
peak response value in Eq. 10.25 which showed that α determines the sign
and the magnitude of the response which we find to be confirmed here by
the numerical integration. Finally, the magnitude of the diffusive response
is varied, displayed in Fig. 10.6(e)-(f), via its timescale τT (see Eq. 10.26)
which quantifies the exponential relaxation of the mode. The exponential
decay is shown in Fig. 10.6(e) (black dashed line), slightly offset from the
numerically obtained evolution, indicating that the timescale τT used in the
phenomenological model corresponds to the exponential timescale.

Competition between Diffusive and Advective Transport Modes

We have already discussed the competition between the two transport modes
in our system in the distinct particle ∆N(t) and entropy ∆S(t) imbalance
evolution. Here, we focus on the state space ∆S(t), ∆N(t) and the change
in shape whenever the two modes are modified via one of the phenomeno-
logical model coefficients. Figure 10.7 shows the state-space evolution for
varying excess current Iexc (a), effective Seebeck coefficient α (b), diffusive
timescale τT (c) and nonlinear sharpness coefficient σ (d). For the different
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Figure 10.6: Diffusive and advective evolution of the phenomenological model.
The left column of plots (a), (c), (e) display the particle imbalance evolution, while
the right column (b), (d), (f) shows the entropy imbalance evolution. (a)-(b) display
the systems” response for different values of the excess current Iexc. For decreasing
excess current the initial response is becoming slower, the non-linearity gets less
pronounced and the peak response decreases. The latter two effects appear due to
the competition between the nonlinear advective and the linear diffusive response.
The initial slope of the entropy relaxation hardly varies since the change of α is small.
(c)-(d) The thermoelectric response coefficient α is varied for a purely advective
evolution. There is no response for α = 0 while increasing α leads to a larger peak
response. In addition, the sign of α determines the direction of the response, thus
confirming our findings from Eq. 10.24 and Eq. 10.25. (e)-(f) Effect of the linear
diffusive mode on the transport process. The faster diffusive response leads to a
suppression of the peak response and is followed by an exponential relaxation (black
dashed line in (e)) of both imbalances. Both the α and GT have little influence on
the initial particle response.
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Figure 10.7: Competition between advective and diffusive modes in the state-space
∆S(t), ∆N(t). In state space the first slope up to the turning point quantifies the ad-
vective mode, while the second slope gives the diffusive mode. (a) Evolution in
state-space for different values of the excess current Iexc. Decreasing Iexc changes
the advective mode slope while the diffusive mode stays almost unchanged, up to
the limit where the excess current is small (blue line). The thermoelectric response
coefficient α (b) is varied which modifies both the first slope and the second slope,
indicating the coupling of advective and diffusive response responsible for the re-
laxation of both particle and entropy imbalance. (c) Effect of the diffusive timescale
τT on the state-space. The initial slope is decreased for a faster diffusive response
due to the stronger competition between the modes, while the second slope stays
unchanged. (d) The nonlinear sharpness coefficient has an effect similar to τT on
the system. We find that making the advective mode less nonlinear, by increasing σ,
effectively reduces its importance compared to the diffusive mode.
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panels the following coefficients were chosen; Iexc = 23.5∆/h, α = −0.1 kB,
τT = 0.25 s and σ/kB = 5nK. We can calculate the ratios of imbalances via

IS
IN

=
d∆S(t)
d∆N(t)

= αc +
GT∆T/T

Iexc tanh ((∆µ+αc∆T)/σ)
. (10.28)

We find that the evolution in state-space is determined by the transported
entropy per particle αc and by the ratio between timescales of the diffusive
and advective mode. The excess current Iexc is varied in Fig. 10.7(a), de-
creasing it leads to the diffusive evolution becoming more dominant and
thus the equilibrium is approached on a more direct path (blue line in (a)).
In Fig. 10.7(b) α is varied by changing αc, thus affecting the initial as well
as the final slope of the evolution in state-space. Importantly, αc affects
the competition between advective and diffusive mode, since diffusion it-
self cannot relax the particle imbalance but the diffusive relaxation of the
temperature bias ∆T is accompanied by an advective response, thus relax-
ing ∆N. Reducing the timescale of diffusion τT (see Fig. 10.7(c)) makes the
diffusion faster and thus again leads to a path in state-space which is more
direct and less pointed indicating a seemingly more linear response. This
can also be seen when the nonlinear sharpness coefficient σ is increased (see
Fig. 10.7(d)) which reduces the overall scale of the advective response (the
argument of the hyperbolic tangent), hence leading to a more rounded and
direct path in state-space. Notably, we found that three of the model coeffi-
cients Iexc, τT and σ have a similar influence on the evolution thus already
indicating the challenges of fitting this model to our data.

Entropy Response

Up to now only the evolution of the imbalances was discussed. Another
important feature of the model is its dissipative and therefore irreversible
nature implying the increase of entropy in order to reach equilibrium. The
entropy production rate can be directly calculated from the particle and
entropy current via

dS
dt

=
IN∆µ+ IS∆T

T
. (10.29)

This entropy production rate Ṡ can be integrated given an initial value and
the result can be compared to the measured entropy. We use this in our fit
to improve the estimation of the reservoir response coefficients.

10.4.3 Fitting Method

The complete phenomenological model is defined by the sum of the linear
and nonlinear dissipation potentials Ξ = Ξs +Ξn where Ξs is the superfluid,
nonlinear transport model and Ξn is the normal, linear transport model.
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Given the dissipation potentials in Eq. 10.18 and Eq. 10.16 as well as the
equations of motion for the imbalances in Eq. 10.2 we find

d∆N(t)

dt
= −2

{
Iexc tanh

[
∆µ(t) +αc∆T(t)

σ

]
+G[∆µ(t) +αc∆T(t)]

}
,

(10.30)
d∆S(t)

dt
= −2{αcIN[∆µ(t),∆T(t)] +GT∆T(t)/T },(

∆µ(t)

∆T(t)

)
=

1

κℓr

(
ℓr +α

2
r −αr

−αr 1

)(
∆N(t)

∆S(t)

)
.

The transport coefficients of the model are the linear particle conductance
G, the transported entropy per particle αc, the excess current Iexc, the lin-
ear thermal conductance GT and the nonlinear sharpness σ. The reservoir
response is quantified by the compressibility κ, the dilatation coefficient αr
and the reservoir Lorenz number ℓr.

Entropy Production

In order to integrate the entropy production rate Ṡ we calculate the total
amount of entropy produced during the evolution which, subtracted from
the final entropy, gives the initial value of the integration. We have previ-
ously seen that the entropy produced does not depend on the underlying
evolution Eq. 10.12, which we can use to calculate δS. Given the linearized
reservoir response and the relation between energy, particle and entropy
imbalance ∆U ≈ µ∆N+ T∆S we find

δS ≈
∆N2

0

4Tκ
+

(∆S0 −αr∆N0)
2

4Tℓrκ
. (10.31)

Subtracting δS(t) from the equilibrium value of S we find

S(t) = Seq −
∆N2(t)

4Tκ
+

[∆S(t) −αr∆N(t)]2

4Tℓrκ
, (10.32)

where Seq(µ, T) is the equilibrium entropy.

Fit Procedure

The phenomenological model is fitted using a simultaneous least-squares fit
of the relative particle imbalances ∆Ni/Ni, the relative entropy imbalance
∆Si/NikB and the total entropy per particle Si/NikB at different points in
time ti. The chi-squared statistic χ2 to be minimized is given by

χ2 =
∑
i

(
∆Ni/Ni −∆N(ti)/N

σ∆N/N

)2

(10.33)

+

(
∆Si/NikB −∆S(ti)/NkB

σ∆S/NkB

)2

+

(
Si/NikB − S(ti)/NkB

σS/NkB

)2

.

The stability of the fit is improved by using the average uncertainty of the
respective dataset as the weight of individual points σx =

∑
i σx,i/npoints,
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Figure 10.8: Fitted reservoir response coefficients for each configuration of the sec-
ond experiment.

where x = ∆N/N, ∆S/NkB, S/NkB. This means that less weight is put on
individual data points which can have underestimated uncertainties since
the number of repetitions 3− 5 is restricted by the total time an experiment
takes. The normalization by the total atom number, i.e. the usage of rela-
tive imbalances, improves our overall uncertainty since it reduces common-
mode fluctuations due to atom number variations.

For all fits we neglect any linear particle conductance G = 0 as we have
found that allowing G to vary underconstrains the fit, resulting in corre-
lations with Iexc/σ. Another approach where G is estimated from the cal-
culated number of modes G = nm/h increases χ2 by ∼ 20%. In addition,
the compressibility κ is fixed to its value during transport κ = κtr(µtr, Ttr)
calculated from the equation of state in the transport trap geometry.

For the fit of the first experiment (see Fig. 10.3) we fit Iexc, σ, αc and ℓr.
For the second experiment, (see Fig. 10.4) σ, αc, ∆N(0), ∆S(0), GT , αr and
ℓr are fitted, while Iexc is fixed to the initial current IN(0) (see Eq. 10.24).
The initial current was obtained from a linear fit to the particle imbalance
within the window ∆N/N ⩽ 0.07. This method reduces correlation between
fit parameters and produces reduced chi-squared χ2red ≈ 1 which indicates
a good fit.

Fig. 10.3(b) and Fig. 10.4(b) show that the fitted entropy production under-
estimates the measured values. Fitting the final entropy value Seq instead
of calculating it from the average µ and T is increasing the final entropy by
less than 2% while not affecting the other fit parameters.

Fit Results – Reservoir Response

Figure 10.8 shows the fitted values of the reservoir response coefficients
used to fit the data in the second experiment. The first row of panels shows
the bare values of αr and ℓr, while the second row shows the fitted values
relative to the values calculated from the equation of state. We find that
αr is fairly close to its value in the transport trap, while the fitted reservoir
Lorenz number ℓr is much smaller than the calculated value ℓtrr . It’s im-
portant to note that the reason these reservoir response coefficients have to
be fitted is the magnitude of the response in the second experiment. From
previous calculations we know that the maximal advective response is given
by ∆Nmax = −α∆S0/(ℓr + α

2), in the case of a pure initial entropy imbal-
ance. Since the transported entropy per particle is only slightly smaller than
the dilatation coefficient, this means that ℓr had to be small to describe our
data. We find that fitting these parameters has little effect on the transport
coefficient Iexc, while αc is correlated to αr. In addition, the overall form of
the model, i.e. the nonlinear response or irreversible nature, is not affected
by the fit of the reservoir response which we have confirmed by the linear
fits of IS = s∗IN for the first experiment. Figure 10.9 shows a comparison
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Figure 10.9: Comparison of the phenomenological nonlinear model with a linear
model. The linear model is given by a biexponential function (orange line) and is
fitted to the dataset with advective and diffusive response at the strongest confine-
ment νx = 12.3 kHz. The evolution given by the nonlinear phenomenological model
(black line) is equivalent to the one shown in Fig. 10.4.

of a fit with the phenomenological model and a biexponential linear model
previously used in [69, 87].

There are several possible explanations of the deviations between the
measured and fitted reservoir response coefficients. The transport geom-
etry is non-trivial, meaning there are transitions from normal to superfluid,
changes of dimensionality 1D-2D and 2D-3D as well as possible series re-
sistances. These interfaces can lead to thermodynamically distinct micro
reservoirs within our overall system thus implying a local thermodynamic
response which modifies the overall transport process.

Bootstrapping

Figure 10.10 displays a lower triangular matrix of plot panels where the
circles correspond to the fitted values of the respective transport coefficient
indicated in the rows and columns of the matrix where the fit parameters
were obtained from repeated fitting of resampled data points of the second
experiment with strong confinement νx = 10.9 kHz. This so-called boot-
strapping allows to generate the probability distribution of the fit param-
eters (histograms on diagonal of Fig. 10.10) and to obtain the correlations
between fit parameters (scatter plots on lower triangle of Fig. 10.10). The fit-
ted parameters in the bootstrapping process were the excess current Iexc, the
dilatation coefficient αrs = αr/α

tr
r , the nonlinear sharpness σ, the reservoir

Lorenz number ℓrs = ℓr/ℓ
tr
r , the thermoelectric response coefficient α and

the diffusive timescale τT . For these fits αrs, ℓrs and σ were varied globally
for all datasets, while all available datasets were fitted simultaneously. The
remaining coefficients were varied for each dataset individually. For 100 rep-
etitions we find that all parameters are close to normally distributed, where
the main deviations stem from the correlations between certain parameters.
Firstly, the excess current Iexc is correlated with the sharpness coefficient
σ which is expected from the functional form of the model where an in-
creasing σ leads to a slower response (see Fig. 10.5(c) and Fig. 10.7(d)) due
to the slope of the tanh changing. Secondly, the reservoir Lorenz number
ℓr is correlated with the transported entropy per particle αc which we can
understand from Eq. 10.25 which implies that in order to match the maxi-
mal response of the system either |α| can be increased or ℓr can be reduced.
All other sets of fitted coefficients of the phenomenological model are un-
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correlated. In addition, we find that the fit is stable, i.e. all parameters
have reasonable uncertainties, probability distributions and there are few
outliers.

Paths in State Space

We have already found that the path of the evolution in state space depends
on the competition between advective and diffusive response (see Fig. 10.7
and Eq. 10.28). This competition or coupling can be quantified using the
slopes of the paths in state space. Inserting the reservoir response into
Eq. 10.28 we find the path Π

Π =
d∆S
d∆N

= αc +
2GT (αr∆N−∆S)

Tκℓr d∆N/dt
, (10.34)

where the particle current IN has been replaced by IN = −(1/2) d∆N/dt .
We observe (see Fig. 10.3(d) and Fig. 10.4(d)) that the path becomes linear in
the limits where either of the entropy transport modes dominates, i.e. away
from the turning point, such that ∆S(t) ≈ Π(∆N(t) −∆N0), where M is the
slope in state space. Inserting this into the previous equation gives

M ≈ 2GTαr∆N+ Tκℓrαc d∆N/dt
2GT (∆N−∆N0) + Tκℓr d∆N/dt

. (10.35)

Firstly, when the advective mode is dominating transport the particle cur-
rent is large meaning d∆N/dt dominates in the previous equation which
simplifies to

Ma = αc , (10.36)

which is the slope we observe in Fig. 10.3(d). Secondly, whenever the advec-
tive mode has relaxed (∆µ+ αc∆T) → 0 the diffusive mode will dominate
the transport away from the turning point. In this limit we have already
seen that the system is relaxing exponentially (see Fig. 10.6(e))

d∆N/dt = −∆N/τT (10.37)

due to the diffusion accompanying linear response of the nonlinear advec-
tive mode

Iexc tanh
(
∆µ+αc∆T

σ

)∣∣∣∣
∆µ→−αc∆T

=
Iexc

σ
(∆µ+αc∆T) = G̃(∆µ+αc∆T) .

(10.38)

Moreover, the system reaches equilibrium in this limit such that the formula
for the slope can be simplified to ∆S(t) ≈M∆N(t), since ∆N0 = ∆Neq = 0.
Inserting this into Eq. 10.35 we find the linear diffusive slope Md

Md ≈ 2GTτTαr − Tκℓrαc
2GTτT − Tκℓr

≈ αr+
ℓr

αr −αc

[
1−

GT/TG̃

ℓr + (αr −αc)2

]
. (10.39)

Both Ma and Md as well as τT can be extracted well from our data using
linear as well as exponential fits in the right limits.



10.4 Phenomenological Model of the Nonlinear and Irreversible Transport Process | 187

0 1 2
Time [s]

0.06

0.08

0.10

0.12

M
/N

0 1 2
Time [s]

0.02

0.00

0.02

0.04

N/
N

a b
x [kHz] 3.0 5.1 7.3 12.3

Figure 10.11: Spin transport in the unitary Fermi gas. (a) The relative magnetiza-
tion imbalance is displayed as a function of time, indicating a slow, exponential re-
laxation. Decreasing the transversal confinement νx makes the spin-transport faster.
(b) The relative particle imbalance indicates a bi-exponential behavior with a non-
equilibrium steady-state in the quasi-1D limit (red circles). The solid line is a fit
with an exponential decay function. Error-bars are standard deviations of the mean
of 3 repetitions.

10.4.4 Spin Conductance

In superfluid transport, excitations are responsible for resistive behavior,
one kind of excitations is a pair breaking process which creates a spin exci-
tation. Pair breaking is the only possible excitation leading to a spin conduc-
tance in the superfluid transport experiment, since pairing leads to perfect
spin-drag [67]. Thermal diffusion has a similar origin, where quasi particles
can transport heat without net particle current, while the superfluid conden-
sate does not carry any entropy. Importantly, the superfluid has collective
excitations [23] which are gapless – in case of the Goldstone mode – and can
carry entropy diffusively. It is thus interesting to compare the linear thermal
conductance GT to the linear spin conductance Gσ since they are somewhat
related but due to the collective excitations not present in the spin-sector
also distinct.

Figure 10.11(a) shows the relaxation of the magnetization imbalance ∆M =

ML −MR for different confinement frequencies νx in a transport geometry
equivalent to the ones used for the data in Fig. 10.3 and Fig. 10.4. The re-
laxation is exponential indicating a linear response d∆M/dt = −∆M/τσ,
with the timescale τσ. This timescale is extracted using an exponential fit
(solid lines in Fig. 10.11). Similarly to the particle conductance G the spin
conductance is related to its characteristic timescale via

Gσ =
χ

4τσ
, (10.40)

where χ = ∂(N↑ −N↓)
/
∂(µ↑ − µ↓) is the spin-susceptibility of the unitary

Fermi gas, measured previously [27].
Interestingly, the evolution in state space ∆M(t), ∆N(t) (see Fig. 10.11(b))

follows a trend, similar to the evolution in previous experiments [69, 87]
where the thermoelectric effect was studied in ∆N, ∆T state space, as well
as in this work, where in the respective state space the evolution would
look similarly. In the 1D limit of strong confinement νx (red points in
Fig. 10.11(b)) we find that the initial magnetization imbalance ∆M0 leads to
a nonlinear-like increase of the particle imbalance, followed again, by a non-
equilibrium steady-state. In the open channel (blue points in Fig. 10.11(b))
the particle imbalance first increases exponentially and subsequently relaxes
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Figure 10.12: Transport coefficients of the linear and nonlinear transport modes
across the 1D-2D crossover extracted from fits with the phenomenological model.
The coefficients extracted from the first (second) experiment are plotted with filled
(open) markers as function of transversal confinement. (a) The excess current nor-
malized by the unitary superfluid gap and the number of modes nm. (b) Normal-
ized thermal conductance GT /G

0
T and spin conductance Gσ/G

0
σ. The normaliza-

tion factors are given by the non-interacting, single mode values G0
T = π2k2BT/3h,

G0
σ = 1/h. (c) Fitted Seebeck coefficient – transported entropy per particle – for both

experiments. (d) Linear slopes of the paths in state-space for the limits of advective
(□) and diffusive (⋄) evolution.

exponentially again following a biexponential behavior also seen in previ-
ous works in the ∆N, ∆T state space [87].

10.5 COEFFICIENTS OF THE PHENOMENOLOGICAL MODEL

In this section the transport coefficients of the previously introduced fits
with the phenomenological model are discussed and their implications for
the microscopic processes in our system are described. Figure 10.12(a)-(c)
displays the results of the fits with the phenomenological model as functions
of the transversal confinement νx, while in Fig. 10.12(d) shows the fits of the
slopes of the paths in state space as a function of νx.

Nonlinear Sharpness Coefficient σ

Regarding the sharpness of the nonlinear advective response we fit σ =

8(1)× 10−3∆which indicates the significantly nonlinear nature of the advec-
tive response since it is far below the transport energy scales in our system.
As previously introduced (see Ch. 4), the nearest interpretation of ∆/σ is
the number of Andreev reflections processes within a superconducting SNS
junction or superconducting QPC [122, 124, 250], i.e. the number of pairs
transported during an Andreev process. The small uncertainty in σ and
the possibility of fitting it globally for all datasets (see Fig. 10.10), shows
that within the range of confinements we have explored experimentally, i.e.
νx = 0.6 kHz to νx = 12.4 kHz, the non-linearity of the advective mode is
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persistent according to the phenomenological model. This observation in-
dicates the existence of a weak link type interface throughout the explored
transport geometry.

Excess Current Iexc

Figure 10.12(a) shows the fitted value of the excess current Iexc which charac-
terizes the nonlinear advective response, though it was originally introduced
to characterize superconducting tunnel junctions [124, 126]. The excess cur-
rent is normalized by ∆/h – the unitary superfluid gap in the channel re-
gion in equilibrium – and closely follows the number of transversal channel
modes nm (black line in Fig. 10.12(a)) which increases with decreasing νx.
For weak confinements in the quasi-2D regime Iexc is saturating to a value
below nm∆/h, indicating the existence of additional series resistances in our
system. The values of Iexc extracted from the first experiment in Fig. 10.3
are indicated as blue circles while the values from the second experiment
in Fig. 10.4 are indicated as open orange circles. The systematic difference
between the excess current extracted from either experiment is due to the
fitting method, where for the second experiment the initial current IN(0)

was used as a fixed coefficient of the phenomenological model. This initial
current is a lower bound to the excess current (see Eq. 10.24) and in this
case is likely suppressed compared to the real value of Iexc due to the linear
diffusive mode (see Fig. 10.7(c)).

Thermal Conductance GT and Spin Conductance Gσ

The linear diffusive mode is characterized by the thermal conductance GT

which is displayed as open orange circles in Fig. 10.12(b) normalized by its
single mode non-interacting QPC value, i.e. G0

T = π2k2BT/3h. For compari-
son, the spin conductance Gσ is shown in the same panel as red diamonds,
similarly normalized by its single mode QPC value G0

σ = 1/h. The spin
conductance is extracted from an experiment where a pure magnetization
imbalance ∆M(0) ̸= 0 ,∆N(0) = 0 was prepared (see Sec. 10.4.4). We find
that both the thermal and the spin conductance increase when the confine-
ment is reduced below the quasi-1D limit νx ≲ 7.8 kHz (see Fig. 10.1). In the
quasi-1D limit the spin conductance Gσ is constant, around an order of mag-
nitude below the value of a non-interacting QPC (black line in Fig. 10.12(b)).
The thermal conductance, though following a similar trend, is consistently
larger than Gσ and even approaches the non-interacting value in the 2D
limit. In the low confinement limit both conductances saturate, again indi-
cating additional series resistances discussed earlier. The difference between
the two conductances is of particular interest since a tunneling of Goldstone
modes [136] could contribute to the diffusive thermal conductance, thus
reaching the non-interacting value. Notably, there are no gapless excitations
in the spin sector, thus its transport cannot be enhanced by this kind of
phonon tunneling. In the open channel less degenerate edge modes open
(see Fig. 10.2(b)) which could allow quasi particles to traverse the channel
thus enhancing both conductances. In the 1D limit the conductances are
less distinct where the spin conductance is strongly suppressed below the
non-interacting value, either due to the contacts [67] or the wire acting as
filters with a large gap, thus preventing quasi particle excitations from en-
tering the 1D channel. The thermal conductance is also suppressed below
the non-interacting value, while the large error bar indicates a significant
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uncertainty, due to the difficulty for the fit to distinguish the advective and
diffusive mode.

Advectively Transported Entropy per Particle αc

Figure 10.12(c) shows the Seebeck coefficient αc – or average advectively
transported entropy per particle – which was extracted from the fits with
the phenomenological model, from either the first (blue circles) or the sec-
ond experiment (open orange circles). For comparison, the slope of the
paths in state space is presented in Fig. 10.12(d), again extracted from the
first (filled blue circles) and second (open symbols) experiment. We find
that in the case of a purely nonlinear advective response the extracted pa-
rameters agree well, showing a remarkable insensitivity to the geometry
of the system, in stark contrast to the previously discussed coefficients. In
the case of a coupling between advective and diffusive response (open sym-
bols) we find that αc is again consistently above 0, the value one would
expect for a supercurrent, but a trend with changing geometry is visible
indicative of the difficulty for the fit to distinguish the two entropy trans-
port modes. The trend of the advective mode slope (open green diamonds)
and of the diffusive mode slope (open orange squares), illustrate the previ-
ously discussed competition, resembling the shape of an avoided crossing
where the contribution of the respective mode is varied via the confinement
νx. This hybridizing of the transport modes makes it inherently difficult to
distinguish the diffusive fit coefficient GT from the advective fit coefficient
αc, leading to a seemingly decreasing αc for small νx. Notably, the seem-
ingly exponential relaxation at small confinements in the first experiment
(blue circle in Fig. 10.3(a)) is not indicative of a reduced non-linearity but
can equally well be explained by an enhanced diffusive relaxation, given
the enhancement of GT obtained from the second experiment (open orange
squares Fig. 10.12(b)).

10.6 ADVECTIVE TRANSPORT IN THE QUASI-3D REGIME - ENGINEER-
ING αc

In this section we like to put our current observations into context with
our previous work where the transported entropy per particle αc was var-
ied [69]. We will mainly focus on the results in the strongly interacting
regime, since an extensive discussion of the details is already provided in
the thesis of S. Häusler [71]. Importantly, in we previously used the term
advective entropy response which is the equivalent of the thermoelectric re-
sponse in the state space ∆T , ∆N, where temperature can evolve via a net
particle current, i.e. thermoelectrically, or without net particle current, i.e.
diffusively.

Figure 10.13(a) shows the experimental configuration studied, where the
3D reservoirs are connected by a channel in the 2D-3D dimensional crossover
(kBT/hνz = 0.81). Applying a variable – magnitude and sign – gate po-
tential Vg in the channel allows us to tune the magnitude and sign of
the thermoelectric response to an applied initial temperature imbalance
∆T0 ̸= 0, ∆N0 = 0. In the non-interacting regime this change of sign can
be understood from the change of particle-hole asymmetry, i.e. the energy
dependent transmission, inside the channel when the gate potential is var-
ied. In Fig. 10.13(b) the Fermi distribution on the hot (left panel) and cold
(right panel) side of the channel as well as the mode structure Φ(E) (central
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Figure 10.13: Concept and experimental setup. (a) Schematic view of a quasi-three-
dimensional channel connected to a hot (red) and a cold (blue) reservoir of fermionic
atoms. Their unequal temperatures TL and TR induce a net particle current that
changes the initially equal atom numbers NL and NR over time. The thermoelectric
response is tuned by a gate potential Vg inside the channel that is either attractive
(red) or repulsive (green). (b) Roles of the reservoirs and channel in thermoelectric
transport. The reservoirs inject particles into the channel according to their occupa-
tions described by the Fermi-Dirac distributions fL(E) and fR(E). As the hot (cold)
side contains more particles at high (low) energies compared to the other side (dotted
regions), two counter-propagating currents at different energies emerge (horizontal
arrows). At equal atom numbers the chemical potential µL in the hot reservoir is
lower than µR on the cold side introducing an asymmetry between them. A particle
at energy E crosses the channel in one of the Φ(E) transverse modes. The energy
dependence of their number (shaded regions) introduces an asymmetry in the chan-
nel. The gate potential energetically shifts the modes up (Vg > 0) or down (Vg < 0)
allowing us to tune the response. The picture is valid for weak interactions as it also
applies to Landau quasi-particles.

panel) of the channel are presented. Tuning the system from a heat engine
to a heat pump, can be understood on this level from the shift in zero point
energy E0, where Φ(E > E0) > 0, shown in the central panel of Fig. 10.13(b).
Firstly, when the zero-point energy is large (green line) only hot particle can
be transmitted thus the entropy transported per particle is increased, αc in-
creases. Secondly, for a small zero-point energy (red line) both hot and cold
particles can be transmitted through the channel, though the shift of overall
chemical potential due to temperature αr = −(∂µ/∂T )|N leads to a reser-
voir imposed imbalance in the opposite direction, i.e. low entropy particles
are preferentially transported, such that αc decreases.

In the following we will discuss the effects of interactions on this expected
behavior in the non-interacting regime and the differences to our more re-
cent measurements. For clarity, the previously discussed measurements will



192 | Irreversible Entropy Transport between two Superfluids

be called 1D-2D experiment while the measurements here are referred to as
quasi-3D experiment.

10.6.1 Experimental Setup

The experiment is prepared in a balanced mixture of the lowest and second-
lowest hyperfine state of fermionic 6Li at a magnetic field of either B =

528G, i.e. the non-interacting regime, or B = 832G which is the unitary
regime. The originally cigar-shaped cloud is vertically confined at its cen-
ter with a repulsive TEM01 beam propagating transversally. The result-
ing channel is a wy = 60.4µm long region with a peak confinement of
νz = 4.5 kHz (kBT/hνz = 0.96(3)) in its center. The transversal confine-
ment in x-direction is given by the dipole trap and the gate beam with
νx = 232(1)Hz. Evaporating into this geometry we end up with a total
atom number of N = 242(4)× 103, equilibrated between the two reservoirs
∆N0 ≈ 0. The initial temperature bias is imposed by heating one of the
reservoirs via amplitude modulation of an attractive beam inside the reser-
voirs. The wall beam, blocking the channel, is preventing equilibration be-
fore and after transport. The resulting temperature difference is on average
∆T = 90(7)nK while the average temperature is T = 174(2)nK. In order to
tune the gate potential Vg either an attractive Gaussian beam or a repulsive
elliptical beam is used (see Fig. 10.13(a)). The attractive gate has a waist
of wg,xy = 33.9(1)µm, while the repulsive gate has a transversal waist of
wg,x = 53.66(3)µm and a waist of wg,y = 8.58(3)µm in transport direction.

10.6.2 Measurements

Starting from the preparation of the initial state ∆T0 ̸= 0, ∆N0 = 0 the
transport channel is opened and the evolution of the imbalances is measured
by repeated imaging of the cloud for different transport times. The imaging
is done with the wall beam separating the clouds, such that the thermometry
is performed on two half-harmonic reservoirs, see Sec. 2.2.

Thermoelectric Response in the Strongly Interacting Regime

Figure 10.13 shows the thermoelectric response of the strongly interacting
Fermi gas in the quasi-3D geometry. The gate potential Vg is varied from
strongly attractive Vg = −1.06µK to weakly repulsive Vg = 0.37µK, result-
ing in a largely different thermoelectric response. In the weakly repulsive
limit (red circles) the positive temperature imbalance ∆T = TL − TR leads
to a positive initial particle current IN(0) = −(1/2) d∆N/dt |0 > 0 (see in-
set in Fig. 10.13) indicating that the particle current is from the hot to the
cold reservoir. The absolute particle imbalance is increasing slowly due to
the limited number of transport modes in this limit of large zero point en-
ergy. When decreasing the repulsive gate, the magnitude of thermoelectric
response decreases, while the initial evolution becomes faster indicating a
higher conductance. The turning point of the evolution is reached once
the thermoelectric response has relaxed, which is followed by a diffusive
relaxation of the remaining temperature imbalance. Similar to the particle
conductance, determining the initial slope, increasing for smaller zero point
energies, the thermal conductance GT is also increasing as the repulsive gate
becomes smaller. Even though the system does not reach equilibrium in the
repulsive gate regime, the temperature imbalance is relaxing exponentially,
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Figure 10.14: Tuning the thermoelectric response. Temporal evolution of the differ-
ences in atom number ∆N = NL −NR and temperature ∆T = TL − TR between the
reservoirs of a strongly-interacting Fermi gas at different gate potentials Vg. Each
data point represents a mean over ∼ 5 repetitions and error bars show one standard
deviation. Lines indicate fits with a phenomenological model involving the trans-
port parameters conductance G, Seebeck coefficient αc and Lorenz number L. For
all estimations the conductance is fixed by a separate measurement (solid lines), ex-
cept for the dashed line as it failed to converge otherwise. Insets: Initial particle
current IN(0) normalized to the prepared temperature difference ∆T0 versus local
chemical potential µloc at the channel center. In the strongly-interacting regime the
vertical dashed line shows the superfluid transition inside the channel while the
reservoirs remain uncondensed.
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indicating an overall linear response of the transport modes to the imposed
biases. Finally, in the strongly attractive gate limit Vg < 0 (blue circles in
Fig. 10.13) the particle response changes it sign IN(0) < 0 which lets parti-
cles flow from the cold to the hot reservoir. Due to the increased number of
modes the overall evolution is much faster, but still both the advective and
the diffusive modes follow an exponential behavior, i.e. linear response.

Linear Phenomenological Model

The previously introduced linear model (Eq. 10.16) is used to describe the
linear response of the system. From the model we can extract three trans-
port coefficients, i.e. the conductance G, the Seebeck coefficient αc and
the Lorenz number L, which describe the evolution of the system. The
linear model fulfills the Onsager reciprocal relations, hence imposing an ir-
reversible evolution. The model in terms of entropy IS and particle current
IN is given by

IN = G(∆µ+αc∆T), (10.41)

IS = αcIN +GT∆T/T .

Given the equations of motion IN(t) = −(1/2) d∆N/dt , IS(t) = −(1/2) d∆S/dt
and the linearized reservoir response(

∆µ(t)

∆T(t)

)
=

1

κℓr

(
ℓr +α

2
r −αr

−αr 1

)(
∆N(t)

∆S(t)

)
, (10.42)

we obtain the coupled differential equations for the particle and temperature
imbalance evolution

d

dt

(
∆N(t)

∆T(t)

)
= −

2

Gκ

(
1 κα

α/ℓrκ (L+α2)/ℓr

)(
∆N(t)

∆T(t)

)
, (10.43)

with the thermoelectric response coefficient α = αc − αr. In contrast to the
full nonlinear phenomenological model these differential equations can be
integrated analytically. Imposing the initial conditions ∆N(0) = ∆N0, ∆T(0) =
∆T0 we find [251] a biexponential function

∆N(t) = {e+(t) +Ae−(t)}∆N0 +Be−(t)∆T0, (10.44)

∆T(t) = {e+(t) −Ae−(t)}∆T0 +Ce−(t)∆N0,

with e±(t) = (e−t/τ+ ± e−t/τ−)/2 and two exponential timescale τ±. The
general coefficients A, B, C and the exponential timescales are functions
of the transport coefficients and the reservoir response coefficients. The
timescales are the determined by the overall timescale τ0 = κ/2G scaled
by the eigenvalues λ± of the transport matrix in Eq. 10.43, such that τ± =

τ0/λ±. The eigenvalues are found to be

λ± =
1

2

(
1+

L+α2

l

)
±

√
1

4

(
1+

L+α2

l

)2

−
L

l
. (10.45)

The coefficients of the biexponential function in Eq. 10.44 are given by

A =
1− (L+α2)/l

λ+ − λ−
, (10.46)

B =
2κα

λ+ − λ−
, (10.47)

C =
2α

κl(λ+ − λ−)
. (10.48)
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Fitting Method

The data presented in Fig. 10.13 and an equivalent dataset measured in the
non-interacting regime are fitted using the proposed linear model, via the
obtained biexponential function Eq. 10.44. The reservoir response coeffi-
cients αr, ℓr and κ are calculated from the EoS of the unitary Fermi gas
and fixed for the fit. In addition, the conductance G is fixed to a separately
measured value, i.e. via pure particle transport. For the fit with the biexpo-
nential function, both the particle and temperature imbalance evolution are
fitted at the same time via minimization of χ2 given by

χ2 =
∑
i

[(
∆Ñ(ti) −∆Ñi

σN

)2

+

(
∆T̃(ti) −∆T̃i

σT

)2
]

. (10.49)

The weighting of the residuals is done by the respective uncertainties σN
and σT of the averaged points at each time ti. The imbalances measured
in the experiment ∆Ñi and ∆T̃i have offsets from equilibrium due to the
imperfect preparation. The offset ∆Noff is either given by the relaxed, final
values of the evolution, i.e. whenever the evolution has reached equilibrium,
or if this is not the case by the initial value. The offset in temperature
imbalance ∆Toff is fitted. The initial values ∆N0 and ∆T0 are fixed by the
measured imbalances at ti = 0. The remaining free, fit parameters are α, L
and ∆Toff.

We compare the fit parameters from a least-squares minimization to the
results obtained from a rank-order based method of minimization [252].
As the estimation of the parameters of an exponential model is generally
challenging this comparison allows us to be confident in the least-squares
method since the two approaches give comparable results. The fitted model
is displayed in Fig. 10.13 (black lines) and shows that our fit works and that
the model describes the data well.

10.6.3 Discussion and Comparison

Here we like to discuss the results of the fit, in particular the transported
entropy per particle αc and put it in context with our new measurements in
the superfluid regime, see Fig. 10.12(c)-(d).

Table 10.1 contains the experimental parameters of the two different trans-
port geometries and preparations. For the measurements in the first 1D-2D
experiments, the reservoirs q = µ/kBT = 2.9 are above the critical de-
generacy qc = 2.5 and the contacts to the channel are deeply superfluid
T/TF|loc = 0.026 in equilibrium. In the quasi-3D experiment [69] the reser-
voirs are less degenerate q = 1.2 and the contacts have a varying degeneracy,
due to the change of Vg. For the strongest gate explored here the contacts
are superfluid T/TF|loc = 0.06 in equilibrium. The confinement in vertical
direction is quite different, in the 1D-2D experiment the central region of the
channel is always quasi-2D, while in the quasi-3D experiment the confine-
ment νz is barely larger than the temperature νz/kBT = 1.2. The transver-
sal confinement νx is varied in the 1D-2D experiment to study the 1D-2D
crossover. In the quasi-3D experiment nux is constant and close to the
smallest value of νx used for the 1D-2D experiments. Notably, the number
of occupied transversal modes nm is distinct in the two experiments. In the
1D-2D experiment the number of modes is always non-zero nm > 0, even in
the quasi-1D limit, while in the quasi-3D experiment there are no occupied
modes (in the zero temperature limit) for the repulsive gates Vg > 0.05µK,
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Superfluid 1D-2D Strongly-interacting quasi-3D

T 90nK 174nK

µ/kBT 2.9 1.2

νz 9.4 kHz 4.5 kHz

νz/kBT 4 1.2

νx 0.6. . . 12.4 kHz 0.23 kHz

Vg −2.2µK -1.06. . . 0.37µK

T/TF|loc 0.026 0.06. . . 3

nm|T=0 1· · · ∼ 60 0· · · ≳ 100

Table 10.1: Overview of the experimental parameters for the measurements in the
1D-2D crossover explored in Ch. 10 and in the quasi-3D limit in Ref. [69].

i.e. the transport modes are all thermally occupied. With a strong attrac-
tive gate there are many 100”s of modes occupied in the central region. In
conclusion, the two experiments differ in that in the 1D-2D experiment the
contacts are superfluid in equilibrium and at all times at least quasi two-
dimensional, which is varied up to the quasi-1D limit, while in the quasi-3D
experiment, the contacts” degeneracy is varied from non-degenerate to su-
perfluid and the channel is always quasi-3D confined.

Advective Response

Figure 10.15(a)-(b) show the measured particle conductance G in the non-
interacting (a) and strongly interacting regime (b). We find that G obtained
in the non-interacting regime agrees well with the expectation from the cal-
culated number of modes (black line in Fig. 10.15(a)). In the strongly inter-
acting limit the conductance shows a similar behavior as a function of the
local chemical potential, though each value of G is enhanced with a factor
of 13(1) with respect to its non-interacting counterpart. There is no obvious
increase in conductance when the equilibrium contacts transition from the
normal to the superfluid regime (vertical orange line in Fig. 10.15(b)). This
is in line with our observation that in these measurements there is no direct
signature of superfluidity in this geometry [37]. Nevertheless, in this respect
the different experiments agree in that the total particle current depends on
the number of modes in the channel.

The Seebeck coefficient αc is displayed in Fig. 10.15(c) as a function of the
local chemical potential µloc in the center of the channel, assuming local
equilibrium. The fitted values of αc for the non-interacting measurements
(blue circles) show a decrease with increasing chemical potential in agree-
ment with the Landauer theory expectation (black line) up to µloc = 0.
For more degenerate contacts the Seebeck coefficient no longer follows the
Landauer prediction, but it approaches the reservoir dilatation coefficient
αr, though never decreasing below it. The reason for the thermoelectric
response to not change sign (αc < αr) in the non-interacting regime is not
clear, though it might come from an insufficient characterization of the trans-
port geometry which enters the Landauer model.

In the strongly interacting regime (orange circles in Fig. 10.15(c)) the
transported entropy per particle αc follows a similar trend as in the non-
interacting case, i.e. it decreases for an increasing local degeneracy, ap-
proaching the reservoirs” entropy per particle. In contrast to the non-interacting
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Figure 10.15: Controlling Seebeck coefficient with a gate potential. (ab) Con-
ductance G versus local chemical potential µloc in the (a) non- and (b) strongly-
interacting regimes. Separately measured values are indicated as dark points and
the light blue one shows the fitted conductance corresponding to the dashed curve
in Fig. 10.14. (c) Fitted Seebeck coefficient αc without (blue points) and with strong
(orange points) inter-particle interactions and the corresponding dilatation coeffi-
cients αr of the reservoirs (horizontal lines). Shaded regions indicate one standard
deviation to each side. Solid black lines show an ab initio prediction based on Lan-
dauer theory in the absence of interactions. The vertical dashed line locates the
equilibrium superfluid transition inside the channel while the reservoirs remain un-
condensed. No measurement was taken at µloc ∼ 0.4µK in the non-interacting case.
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Figure 10.16: Lorenz number L versus local chemical potential µloc at the channel
center. Fitted values in the non- and strongly-interacting regimes are shown as
blue and orange points, respectively. The theoretical prediction based on Landauer
theory is indicated by a solid black curve and the Wiedemann-Franz value LWF =

π2/3 ·k2B valid for degenerate Fermi liquids by a blue horizontal line. In the strongly-
interacting case the vertical dashed line locates the superfluid transition inside the
channel while the reservoirs remain uncondensed.

data, for strong interactions the thermoelectric response can change its sign
and αc reduces below αr slightly below the equilibrium normal to super-
fluid transition (dashed orange line in Fig. 10.15(c)). Here, we find that in
agreement with the observations in the superfluid 1D-2D crossover αc is far
above the local entropy per particle s/kB ≈ 7× 10−3 for the largest degen-
eracy. Interestingly, the ability to vary αc does not translate, though in both
experiments the number of transport modes is drastically changed. Here,
we like to address why the variation of αc in Ref. [69] is not in contradiction
to our observations in Fig. 10.12(c):

• The way we engineer the system to increase the transported entropy
per particle, explicitly only letting hot particles transit the channel
leads to a diverging αc in the limit of large zero-point energy. This
means that even in the limit of superfluid reservoirs the transported
particles would not be a correct representation of the state of the gas in
the reservoirs and the divergence of αc would be expected to happen.
Suggesting a linearly responding advective mode whenever VZPE ≫ ∆,
since only normal particles contribute to transport.

• While in both experiments the number of modes nm is varied over a
large range, nm in the superfluid 1D-2D experiments in Ch. 10 is never
smaller than 1 meaning the regime of diverging αc is not reached [87,
251].

• In both experiments, the limit of reservoir dominated response (αc <
αr) is reached for large degeneracy and in both experiments in this
limit αc shows little variation as function of nm.

Diffusive Response

The Lorenz number quantifying the diffusive mode in the linear response
regime is shown in Fig. 10.16 for the non-interacting (blue circles) and
strongly interacting (orange circles) measurements. The value of the Wiedemann-
Franz law is within errorbars of the non-interacting values of L while in
the strongly interacting limit the Lorenz number is an order of magnitude
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smaller than LWF = k2Bπ
2/3. This violation of the Wiedemann-Franz law

was already observed in [87] and in this case is confirmed in a distinct
quasi-3D geometry. Importantly, the main reason for the violation in this
limit is the interaction enhanced value of G. The thermal conductance GT

approaches its non-interacting value, in agreement with our previous mea-
surements presented in Fig. 10.12(b). The Lorenz number itself does hardly
vary with the change of local chemical potential since it is given by the ratio
of particle and thermal conductance L = GT/TG which both vary with µloc.
The constant Lorenz number shows that G and GT vary equivalently with
µloc.

10.7 CONCLUSION AND OUTLOOK

In summary, we have found that the entropy flow in our system between two
connected fermionic superfluids is highly non-intuitive and to our knowl-
edge cannot be explained with existing microscopic theories.

Firstly, we found that equilibrium superfluidity itself enhances the en-
tropy transport. The particle current is directly proportional to the super-
fluid gap in the channel assuming equilibrium, while the entropy current
is directly proportional to the particle current. Thus, the sharp increase
of IN with superfluidity in the reservoirs equivalently enhances IS in our
system. This observation is in contrast to commonly observed superfluid
transport phenomena like Josephson or fountain effects, where the entropy
free supercurrent transports particles. From the transport of entropy and
the production of entropy we can conclude that the irreversible flow itself is
not purely superfluid.

Secondly, the proportionality between entropy and particle current, i.e.
the magnitude αc of the advective transport mode, was found to be inde-
pendent of the geometry of the system and much larger than the entropy
per particle in the channel. This means that a hydrodynamic description of
the superfluid transport in our system does not apply, independent of the
geometry. The aforementioned breakdown of hydrodynamics in the channel
confirms previous observations that our system is indeed a weak link [37,
38], where hydrodynamics is not expected to hold [134].

Thirdly, we derived a phenomenological model based on a non-linearly
responding advective and a linearly responding diffusive entropy transport
mode, supposing irreversible dynamics, in the framework of generalized
gradient dynamics. The model fitted to our data reproduces our observa-
tions well, and we can deduce the transport coefficients determining the
evolution of particle and entropy imbalance. The transport coefficients show
that the timescales of advective and diffusive transport vary considerably
with the geometry. The variation of timescales can also be deduced from
the slope of the paths of the evolution in state-space which show the cou-
pling of the two modes as function of confinement. Moreover, a compar-
ison between spin conductance and thermal conductance shows that the
extracted coefficients are consistent in the 1D limit, further strengthening
the phenomenological model. In the quasi-2D limit the comparison shows
that thermal diffusion is faster than spin transport indicating that gapless,
massless Goldstone modes could contribute to the diffusion [136].

Finally, by comparing our previous results [69] on thermoelectric trans-
port in a strongly-interacting quasi-3D geometry we found that also in that
limit the transported entropy per particle is much bigger than the local en-
tropy per particle. Indicating that also in this limit hydrodynamics fails to
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describe the evolution. We also find that the variation of the transported
entropy per particle in these measurements is not in contradiction to our ob-
servations but can be attributed to the divergence of the Seebeck coefficient
at large zero point energies where only thermally excited particles can enter
the channel.

These observations can help to constrain microscopic theories of entropy
transport in a superfluid unitary Fermi gas and also show the need for a
more complete theoretical understanding of this conceptually simple sys-
tem. Possible avenues of theoretical studies could be the role of topological
excitations of the order parameter [253], i.e. phase slips in 1D and vortices
in 2D, and their role in entropy transport [133, 246, 254, 255]. In addition, it
is an open question in what way the strong correlations of the unitary Fermi
gas influence these measurements and how particle-hole asymmetry which
is often neglected in theory calculations [256], affect the thermoelectric prop-
erties of the system.

On the experimental side, a better understanding of the spectral response
within the channel is necessary, which could be studied via local RF spec-
troscopy [111, 225] or using Raman spectroscopy [257, 258]. In addition,
experiments with a modulated bias, either via a linear ramp [34] or via a
sinusoidal modulation could lead to Shapiro steps [259, 260] which can help
to disentangle the contributions of superfluid and normal transport in this
system. Finally, a complete study of the entropy transport behavior through-
out the BEC-BCS crossover is essential to understand the role of the unitary
Fermi gas and the contribution of the distinct excitations [23] of the different
pairing mechanisms to the transport.
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The contents of this chapter being prepared for publication.

11.1 MOTIVATION

Coupling an initially closed system to its environment [39] via dissipation
produces many intriguing phenomena, like the Zeno effect [222, 261] or
dissipative phase transitions [60]. The interaction between dissipation and
many-body states is particularly interesting since it involves the competition
between coherent Hamiltonian evolution and incoherence dephasing or loss.
To that end the irreversible entropy transport between two superfluids is an
ideal platform to study these effects. The coupling between entropy and par-
ticle transport provides additional insights into the energy dependence of
the transport due to the intrinsic dependence of advective entropy transport
on the particle-hole asymmetry [42, 44]. The entropy transport in the limit of
non-negligible contributions of normal currents to the superfluid transport
(see Ch. 10) is particularly interesting due to its intrinsic non-equilibrium
nature [7, 118]. Adding engineered dissipation to such systems can thus
provide insights into their nature but also be used as a tool to modify their
behavior [262].

Previous studies on engineered dissipation in BECs [59] have shown that
dissipation with an electron beam can be used to suppress losses via the
Zeno effect. While optically induced, spin-dependent particle loss in a trans-
port configuration of two superfluids [101] has been found to be less destruc-
tive than expected. In the non-interacting limit of a QPC it has been shown
that the dissipation can be described by a simple theoretical model which
reproduces the transport properties of the system [147]. Finally, dissipation
has also been used to drive dissipative phase transitions in a Bose-Hubbard
system [60].

Here, the entropy transport between two unitary Fermi gases, superfluid
in equilibrium, under the influence of dissipation in the form of sponta-
neous particle losses is studied. The dissipation is engineered by applying
either an atomic transition [101], optically-pumping from a spin-state to an
auxiliary state, or by a molecular transition [263]. We find subtle differences
between the two different dissipation processes which could be related to
their microscopic nature. In both cases it is found that dissipation reduces
the excess current Iexc, which is the timescale of superfluid transport. The

201
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thermal conductance GT – timescale of diffusive entropy transport – is in-
creased by dissipation. In addition, the dissipation is surprisingly reduc-
ing the transported entropy per particle. Interestingly, the change of the
Seebeck coefficient is minute while the observable effects on the transport
dynamics are considerable. The previously derived non-linear phenomeno-
logical model is describing the observed evolution of particle and entropy
imbalance and is used to extract the transport coefficients with a fit to the
data. The extracted transport coefficients confirm the visible changes in the
transport transients and show that the transported entropy is reducing due
to dissipation independently of the transport geometry.

11.2 ENTROPY TRANSPORT WITH CONTROLLED DISSIPATION

The measurements presented in this section stem from the same experimen-
tal runs as in Ch. 10. We prepare a cold cloud of 6Li in a balanced mixture
of initially N = 3.6(2) · 105 atoms in the lowest and third-lowest hyperfine
states, here referred to as spins ↓ and ↑, respectively. The magnetic field
is tuned to B = 689.7G which is the Feshbach resonance for this mixture.
After evaporation the atoms have a temperature of T = 92(2)nK and Fermi
temperature of TF = 457(7)nK. In these conditions the reservoirs are su-
perfluid S/NkB = s/kB = 1.40(6) (sc = 1.69 [40, 110]) in equilibrium before
transport. The thermometry used is equivalent to the one previously used in
Ch. 10 where we use the thermodynamic quantities of the lowest hyperfine
state for our analysis, e.g. ∆N/N = ∆N1/N1 and S/NkB = S1/N1kB. In
addition to the constriction beams already described in Sec. 10.2 we project
a tightly focused close-to-resonant beam into the channel in order to locally
dissipate atoms, see Sec. 3.2.1 and Ref. [101] for details. The dissipation
beam has a waist w = 1.29(1)µm smaller than the channel and the power
can be tuned up to Pmax = 220(3)pW or Imax = 84(2)W/m2.

In order to dissipate atoms spin-dependently Γ̂ ∝ ĉ↓ we tune the beam’s
frequency to a weak resonance of ↓ which optically pumps atoms to the
fifth-lowest hyperfine state |5⟩ thus allowing to dissipate atoms without sub-
stantial subsequent heating due to the imparted recoil [101, 147]. For the
spin-independent dissipation we tune the frequency to a molecular tran-
sition which optically associates pairs Γ̂ ∝ ĉ↑ĉ↓ to an excited molecular
state [263, 264], subsequently leaving the trap.

11.2.1 Measurements

The measurements presented here can be categorized into a set of two dif-
ferent experiments depending on the initial imbalances. We can prepare
an almost arbitrary set of initial imbalances in the ∆N, ∆S state space. The
prepared conditions are chosen such that on the one hand a clear diffusive
response can be observed, meaning we prepare ∆N(0) = 0, ∆S(0) ̸= 0 and
on the other hand a purely advective response can be observed via prepar-
ing ∆N(0), ∆S(0) ̸= 0. In the latter case the initial conditions are chosen such
that the bias relaxes purely advectively (without diffusion) to equilibrium.
In the following figures the open markers always indicate measurements ob-
tained from an initially pure entropy imbalance. The filled markers indicate
an initially mixed particle and entropy imbalance. Without dissipation the
system is closed and explores the state space equivalently to Ch. 10. With
dissipation the situation changes since effectively a third terminal is added
allowing particle-flow out of the system (but not back) and heat flow into
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and out of the system. In our case the current into the third terminal can-
not be quantified directly but the overall atom number loss and increase in
entropy per particle can be measured. In the measurements presented here
the strongest dissipation has been limited to values where the exponential
lifetime of the system τN, max = 0.612(4) s is on the order of the longest
transport times.

For the first experiment we prepare a nearly pure entropy imbalance
and measure the resulting particle- and entropy-bias response as a func-
tion of time for the two different types of dissipation. Figure 11.1 shows the
response for spin-dependent dissipation (open circles) in the left column
and for molecular dissipation (open squares) in the right column. The two
datasets are taken with a strongly confined channel νx = 10.9(2) kHz result-
ing in a non-linear particle and entropy current response (blue, red points in
Fig. 11.1(a)-(d)) without dissipation and the formation of a non-equilibrium
steady-state, previously observed [87]. The total entropy and particle num-
ber displayed in Fig. 11.1(e)-(f) show that in the measurements without dissi-
pation the atom number is conserved, and the entropy is strictly increasing
(Ṡ > 0). When imparting dissipation (orange, purple points in Fig. 11.1) we
keep the intensity of the spin-dependent and molecular dissipation beam
equivalent. We find an enhancement of the peak thermoelectric response in
the case of spin-dependent dissipation as can be seen in Fig. 11.1(a). The
peak particle bias is increasing beyond the value found without dissipation
while the peak entropy bias stays close to the measurement without dissipa-
tion. This directly shows that the dissipation has decreased the transported
entropy per particle. In addition, we find that the dissipation has a strong in-
fluence on the diffusive transport allowing the non-equilibrium steady-state
to relax. This points to a suppression of the many-body effects inside the
channel which were responsible for the reduced thermal diffusion. When
increasing the dissipation further (green, brown points in Fig. 11.1) the peak
response is below the non-dissipative value while the thermal conductance
GT is even larger, leading to a monotonic decrease of the entropy imbal-
ance. Comparing the effect of spin-dependent and molecular loss on the
transport we find that the increase in peak response due to dissipation is
less pronounced (purple points) for molecular dissipation while at the same
time the speed-up of the diffusive transport is also weaker (brown points).
Generally it seems that the molecular and spin-dependent dissipation have
a similar effect on the total atom loss, but the molecular dissipation has
less effect on the transport dynamics. The spin-dependent loss, acting on
|↓⟩ has been found [101] to produce a secondary loss rate of |↓⟩ which is
∼ 70% of the original. Since we do not calculate the molecular association
rate ab-initio the atom-number loss in state |1⟩ will be used to compare the
magnitude of the dissipation effects.

In the second experiment we probe the effect of spin-dependent dissipa-
tion in a less confined transport geometry νx ≈ 5.1(1) kHz and for both
types of initial conditions also explored in Ch. 10 and partly in Ref. [101]
(here with a weaker confinement). For the data in the left panels of Fig. 11.2
the initial bias is prepared such that the system relaxes purely via the ad-
vective mode. The right panels correspond to the situation where the initial
advective response is followed by a diffusive relaxation. The measurements
were performed at equal beam powers, such that the atom-light scattering
rates is equivalent for the orange/purple circles and green/brown circles in
Fig. 11.2. Figure 11.2(a), (c) show the evolution of the particle and entropy
imbalance, where without dissipation the system reaches a state close to
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Figure 11.1: Effect of dissipation on the thermoelectric response. (a)-(b) The rela-
tive atom-number imbalance ∆N/N as a function of time displays that weak dissipa-
tion enhances the peak thermoelectric response while suppressing the non-linearity
for strong dissipation strength. The left column shows the measurements (open cir-
cles) for spin-dependent dissipation, while the right column shows the data (open
squares) for molecular dissipation. The relative entropy imbalance ∆S/NkB evolu-
tion (c)-(d) displays an increased thermal conductance GT with dissipation. The
solid lines are fits with the phenomenological model. The total entropy per particle
(e)-(f) indicates that the dissipation is heating the system, the solid horizontal line
is the superfluid transition. (g)-(h) Total atom number as a function of time, the
dashed line is a fit with exponential decay constant γN. The errorbars represent the
standard deviation of 3− 5 repetitions.
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Figure 11.2: Effect of dissipation on the advective response at weak confinements.
(a)-(d) Relative atom-number imbalance and entropy imbalance evolution with vary-
ing spin-dependent dissipation. The panels on the left (filled circles) correspond to
an initial entropy and particle imbalance, the right panels (open circles) to an initial
entropy imbalance. The dissipation leads to an advectively driven overshoot of the
thermodynamic equilibrium followed by a diffusive relaxation. The solid line are fits
with the phenomenological model. The evolutions of the total entropy per particle
(e)-(f) display a reduction of degeneracy while the atom-number evolutions (g)-(h)
indicate atom losses. The atom-loss is quantified with an exponential fit (dashed
line).
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equilibrium, due to an imperfect initial state preparation. With the comple-
mentary initial state, the transport dynamics displayed in Fig. 11.2(b), (d)
suggest a stronger reduction of transported entropy per particle compared
to Fig. 11.1, while increasing the dissipation seems to have a limited effect.
The total entropy per particle and atom number displayed in Fig. 11.2(e)-
(h) show that without dissipation the atom number is conserved, and the
entropy is strictly increasing during transport but constant after. The spin-
dependent dissipation imparted on the atoms inside the channel leads to
the advective particle and entropy currents no longer directly reaching equi-
librium but “overshooting” and subsequently relaxing diffusively (exponen-
tially). This is in line with our previous observation in Fig 11.1 of an over-
shoot in the opposite direction where in both cases the origin of the effect
seems to be a decreasing transported-entropy per particle. For the strongest
dissipation (orange points in Fig. 11.2) the overshoot is less visible likely
again due to a much stronger diffusive mode and weaker advective mode,
reducing the peak response. The final state of the system (see Fig. 11.2(e))
with dissipation seems to be consistently indicating that without dissipation
the diffusive mode is suppressed. This leads to a non-equilibrium steady-
state (blue circles in Fig. 11.2(e)) similar to the one in the first experiment
but much closer to equilibrium. In order to provide a quantitative descrip-
tion of the transport parameters we fit the data with the phenomenological
model already described in the previous Ch. 10. The disparity between fit
(red line) and data (red circles) in Fig. 11.2(d) stems from a systematic shift
in the initial data point compared to the rest of the data-set. The fit gen-
erally performs well such that the χ2r statistics are on the order of 1. This
suggests that the previously assumed irreversibility of the transport process,
i.e. Onsager”s reciprocal relations, also holds in the open system explored
here.

11.3 PHENOMENOLOGICAL MODEL AND FITTING PROCEDURE

In this section the fit results from the phenomenological model to the data
shown in Fig. 11.1, Fig. 11.2 as well as from additional datasets is discussed.
The applied phenomenological model is given by

IN = Iexc tanh
∆µ+αc∆T

σ
(11.1)

IS = αcIN +GT∆T/T . (11.2)

The fit was performed separately for the data with strong confinement
(Fig. 11.1) and for the data with weak confinement (11.2). In the case of
the weak confinement a complementary dataset with a different initial state
was fitted simultaneously in order to compare and differentiate effects of
the initial state and reduce the effect of noisy data.

Fitting Procedure and Fit Parameters

In order to have a stable fit the respective datasets are fitted “simultane-
ously” meaning we calculate the residuals of all datasets and minimize the
weighted sum of squared residuals, with the sum including all separate
datasets, i.e. different dissipation strength or dissipation type. This pro-
cedure allows us to have fit parameters which are the same for all datasets
(“globally” varying) and fit parameters which vary for each dataset indepen-
dently (“locally” varying). This kind of procedure is necessary since there
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are parameters which have to be varied to be able to fit the data but are
strongly correlated to other fit parameters, hence having them fitted glob-
ally puts less weight on a correlation stemming from one specific dataset.
The full model we use for the fit is given by

−
1

2

d∆N(t)

dt
= Iexc tanh

(
∆µ+αc∆T

σ

)
, (11.3)

−
1

2

d∆S(t)

dt
= −αc

d∆N(t)

2dt
+GT

∆T

T
,

(11.4)

where the reservoir response is given by

∆µ =
(ℓr +α

2
r)∆N−αr∆S

ℓrκ
, (11.5)

∆T =
−αr∆N+∆S

ℓrκ
. (11.6)

The initial values of this system of first order differential equations is fixed
by the measurements and subsequently the equations are integrated in order
to calculate the residuals using the measured entropy and atom number im-
balances. For the weighting the average errorbars of the respective entropy
and atom number imbalance is used in order to increase the stability of the
fit. Without such averaging we observed that outliers with non-physical er-
rorbars would skew the fit. In addition, using average error bars also allows
more stable fitting of the global parameters which are also skewed by lo-
cal outliers. Furthermore, since there are fluctuations of atom number and
entropy between datasets which change the respective absolute value of αr,
ℓr and κ these parameters are not fitted directly. In order to preserve the
differences between datasets due to fluctuations in preparation we only fit
a scale to the measured reservoir parameters such that

αr = αsαm, (11.7)

ℓr = ℓsℓm,

where the indices stand for scale s and measured m. The fit parameters for
the fits we performed are given in Table 11.1

Scope of parameter Fit Fig. 11.3, Fig. 11.5

locally optimized for each dataset Iexc, αc, GT

globally optimized for all datasets σ, αs, ℓs

Table 11.1: Fit parameters used for fits of thermoelectric response with dissipation.

Initial Values of the Fit

Estimating the initial parameters for these fits is extremely useful since fit-
ting the large datasets would otherwise be slow and would not necessarily
converge. The excess current can be estimated via a fit of the initial atom
number response of the system since in our system

IN(0) ≈ Iexc. (11.8)

For the data in this section there are not always enough measurements close
to the initial state of the system, this is one of the main reasons why the
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fit cannot always determine the excess current as well as we would like. In
addition, we can perform a fit of the exponential relaxation of the imbal-
ances after the advective mode has relaxed. The exponential fit allows us to
extract a timescale τT which is quantifying the diffusive mode, i.e. the lin-
ear thermal conductance. If the advective mode has relaxed, and it is much
faster than the diffusive relaxation we find

−
1

2

d∆S

dt
≈ GT

∆T

T
=
ℓrκ

2τT
∆T . (11.9)

Finally, for the Seebeck coefficient αc we can perform a linear fit in the
state-space ∆S, ∆N. Provided the diffusive mode is slow, or the system is
prepared such that only an advective response is possible αc can be approx-
imated by s∗ using

IS = s∗IN ⇐⇒ d∆S = s∗d∆N . (11.10)

11.4 COMPARISON OF SPIN-DEPENDENT AND SPIN-INDEPENDENT DIS-
SIPATION

Figure 11.3 shows the fit results for the measurements shown in Fig. 11.1.
The exponential decay constant shown in Fig. 11.3(a) shows that either type
of dissipation – spin-dependent (circles in Fig. 11.3) or molecular (squares
in Fig. 11.3) – have a similar effect on the overall atom loss. Interestingly,
the loss due to the molecular dissipation is slower for low beam powers but
shows less saturation behavior for higher powers and reaches a higher loss
rate compared to the spin-dependent dissipation.

Excess Current and Thermal Conductance

Figure 11.3(b) shows the excess current in units of the unitary gap as a func-
tion of the fitted exponential decay constant. The unitary gap was calculated
at the most degenerate point in the contacts to the channel, assuming they
are in local equilibrium. We find that the excess current decreases due to the
dissipation. Though, at stronger dissipation the molecular loss has a lesser
effect on the excess current which seems to saturate to a constant value. The
behavior of the exponential decay constant and the excess current indicate
a conservation of currents in the junction, whenever the loss rate saturates
the excess current doesn”t and vice versa.

Fig. 11.1 already indicated that the diffusive mode got faster due to the
presence of dissipation which is reflected in the fitted value of the thermal
conductance shown in Fig. 11.3(c). Here the thermal conductance has been
normalized to the single mode, non-interacting QPC value G0

T = π2k2BT/3h,
given by the Wiedemann-Franz law. The thermal conductance behaves dif-
ferently for the two dissipation types. The spin-dependent dissipation leads
to a larger thermal conductance compared to the molecular loss. This could
be related to the type of excitation created by the dissipation, where the
spin-dependent dissipation creates spin and density excitations, the molecu-
lar loss can only create density excitations. Notably, the difference in behav-
ior for the two dissipation types in the excess current – which apparently
directly depends on the superfluid order parameter – is less clear. An ex-
planation for the quantitative differences due to the different dissipation
types are beyond the scope of this thesis. The overall increase of the ther-
mal conductance with dissipation may be explained when comparing this
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Figure 11.3: Parameters of the phenomenological model for the thermoelectric re-
sponse. Fit results for spin-dependent (circles) and molecular (squares) dissipation
are shown as a function of the dissipation strength, for strong transversal confine-
ment (see Fig. 11.1). (a) shows the exponential decay constant extracted from a fit
to the total atom number as a function of the beam power. The excess current (b)
decreases as a function of the dissipation, for weak losses both types of dissipation
have the same effect while for stronger losses the excess current seems to be much
less affected by molecular loss. (c) displays the normalized thermal conductance
which is increasing substantially due to dissipation, here the spin-dependent dissi-
pation has a much bigger effect than the molecular dissipation for any dissipation
strength. The enhanced thermoelectric response is reflected in the extracted Seebeck
coefficient (d), the magnitude of which is increasing with dissipation.

observation to the increase of thermal conductance when reducing the chan-
nel confinement, as has been observed in Fig. 10.12. Here, the dissipation
seems to compete with the many-body state of the strongly interacting sys-
tem which leads to an increase of excitations to be transported diffusively.

Entropy Response – Comparison to Non-Interacting QPC

Figure 11.3(d) shows the Seebeck coefficient αc as function of atom loss
rate which follows the previously (see Fig. 11.1(a)-(d)) observed behavior
that the peak thermoelectric response is increasing due to a reduction of
the transported entropy per particle αc = αr + α. The error bars are dom-
inated by the uncertainty of the reservoir response coefficient αr entering
the calculation of αc = αr + α. Comparing this behavior to the expectation
from the non-interacting system allows us to show the peculiarity of this
observation. Figure 11.4 shows the behavior of the transport coefficients of
the linear transport model, the particle conductance G, the thermal conduc-
tance GT and the Seebeck coefficient αc when dissipation is present inside
the QPC. From Fig. 11.4(c) we find that, independent of the gate potential,
the transported entropy per particle αc is always increasing with dissipa-
tion. This can be explained in a simple picture, where atoms spending
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Figure 11.4: Landauer simulation of the non-interacting QPC with dissipation. In
the non-interacting system particle conductance (a) decreases as a function of dissi-
pation, independently of the applied gate potential. (b) shows the particle conduc-
tance without dissipation G0 as a function of gate potential Vg. The transported
entropy per particle (c) (normalized by its 0−dissipation value α0c) is increased by
the dissipation, while the increase depends on the gate potential due to the energy
dependent transmission. The thermal conductance GT (d) is decreasing as a func-
tion on dissipation. GT is normalized by its single-mode value G0

T = π2k2BT/3h.

longer times in the dissipative beam are more likely to be dissipated and
since in this non-interacting picture the low energy atoms also carry less
entropy the dissipation preferentially removes low entropy currents. Thus,
the transported entropy per particle increases. It is quite remarkable that
the opposite happens in the superfluid regime since one would expect from
the previous observations regarding the excess current and thermal con-
ductance that dissipation reduces pairing which in turn would increase the
transported entropy per particle due to the availability of more excitations.
It is possible that the energy dependence of the dissipation changes due to
interactions such that high entropy currents are more likely to be dissipated.

Moreover, we find that for dissipation in the non-interacting QPC the
thermal conductance is strictly decreasing, contrary to what we have seen
in the strongly interacting regime. The relation between GT and the dis-
sipation in the non-interacting QPC can be explained by the reduction of
overall transmission with dissipation. In the strongly interacting system the
excess current follows qualitatively the same behavior as the conductance
in the non-interacting case. The thermal conductance on the other hand is
strongly enhanced suggesting that the dissipation has a non-trivial effect on
the many-body state,
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Figure 11.5: Correlations of the transport coefficients with dissipation strength.
(a) The loss-rate γN extracted from an exponential fit to the total atom-number is
presented as a function of confinement and dissipation beam power. The weighted
Pearson correlation coefficient of γN with PΓ is shown in the inset. (b)-(d) The
weighted Pearson correlation coefficients are displayed as a function of transversal
confinement. Open symbols correspond to data-sets where the initial state was a
pure entropy imbalance. The closed symbol corresponds to the dataset presented in
the left column of Fig. 11.2.

11.5 ENTROPY TRANSPORT WITH DISSIPATION IN THE 1D-2D CROSSOVER

In order to get a better picture of the effect of dissipation on our system we
probe the system for varying transversal confinement νx. For the explored
confinements the system is crossing over from the quasi-2D regime (hνx <
kBT ) to the quasi-1D regime. The measurement with an initially purely ad-
vective transport mode is called advective (filled circles in Fig. 11.5). The
complementary measurement with an initially pure entropy imbalance is
called diffusive (open symbols in Fig. 11.5). An exemplary measurement
showing the advective response at an intermediate confinement is displayed
in Figure 11.2. We fit the measured transport transients for both the molec-
ular (square symbols in Fig. 11.5) and the spin-dependent (circle symbols in
Fig. 11.5) dissipation and extract the transport coefficients. For each confine-
ment frequency one dataset without dissipation and at least three data-sets
with varying dissipation strength exist. In total 76 datasets are fitted using
the previously described procedure. The datasets with molecular dissipa-
tion are all fitted simultaneously, the datasets with spin-dependent dissipa-
tion and the initial pure entropy bias are also fitted simultaneously, while
the dataset shown in Fig. 11.2 is fitted separately. For this last dataset the
diffusive response of the originally purely advective response is only visi-
ble with dissipation which made it not possible to correctly determine the
thermal conductance.
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Transport Coefficients

Figure 11.5 shows the result of the exponential fit to the total atom num-
ber and the weighted Pearson correlation coefficients C(γN, Y) between the
transport coefficients and the loss rate γN. Each transport coefficient Y used
to calculate a correlation coefficient is weighed w = 1/∆Y by its standard
deviations ∆Y. The loss-rate is displayed in a contour plot in Fig. 11.5(a)
as a function of confinement νx and beam power PΓ . We find that decreas-
ing the confinement which increases the particle current in the system, even
without dissipation (see Ch. 10), concurrently increases the atom loss rate
γN. The same dependence is found for the beam power which increases γN
as well.

Panels 11.5(b)-(d) display the different weighted Pearson correlation co-
efficient as a function of the confinement. These coefficients C(X, Y) quan-
tify the linear correlation between two variables X, Y and range from −1

to 1 where −1 corresponds to anti-correlated, 1 to correlated and 0 to un-
correlated variables, respectively. The markers in Fig. 11.5 correspond to
correlation coefficients for different confinements, dissipation types and ini-
tial conditions. Moreover, we calculate the overall weighted correlation co-
efficient which provides the correlation between variables independent of
the aforementioned measurement conditions. The overall correlation coef-
ficient between the dissipation beam intensity PΓ and the loss-rate γN is
C(γN,PΓ ) = 0.74(8) indicating an expected significant correlation. Due to
the loss-rate γN not being linear (see Fig. 11.3(a)) as a function of PΓ the
correlation coefficient is not closer to 1.

The correlation between excess current Iexc and dissipation as a function
of confinement presented in Fig. 11.5(b) suggests a transition from an anti-
correlated behavior to a correlated behavior. This means for strong confine-
ments the dissipation decreases the excess current while for the weakest
confinements the opposite seems to be the case. The anti-correlation be-
tween dissipation and excess current has been previously observed [101]
though only at strong confinements. In the limit of weak confinement there
is a size miss-match between the dissipation beam and the channel width.
Atoms can enter side-modes which propagate at the edge of the confinement
potential thus circumventing the dissipation which reduces the absolute cor-
relation coefficient between current and dissipation strength. The increase
in excess current could then be a result of the decreased transported entropy
per particle αc, see Fig. 11.2. Reducing the transported entropy per particle
will increase the overshoot thus effectively also increasing the initial current.
The fit has difficulty to distinguish between the initial current and the excess
current such that an apparent increase of the excess current is observed. On
a technical level the estimation of the excess current for weak confinements
is less trustworthy since the number of data-points in the initial response is
smaller than for strong confinements. From Fig. 11.4(a) a decrease of Iexc
would be expected from a reduction of the single-particle transmission of
the channel. Further analysis is required to determine if the reduction of
single-particle transmission is the only reason Iexc is decreasing or whether
many-body effects are necessary to describe the decrease.

The diffusive response was already observed to be accelerated by the dissi-
pation in Fig. 11.3. Calculating the correlation coefficient as function of con-
finement shown in Fig. 11.5(c) we find that this behavior is consistently ob-
served in the quasi-1D and quasi-2D limit. The overall correlation coefficient
between loss rate γN and thermal conductance GT is C(γN,GT ) = 0.75(8).
Notably, in the non-interacting limit the thermal conductance is strictly de-
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Figure 11.6: Measured Seebeck coefficient and reduced χ2 statistic. (a) The trans-
ported entropy per particle αc is displayed as function of the dissipation rate γN.
The normalized αc,n is calculated by dividing αc by its value without dissipation.
Both quantities show a clear trend, though the correlation coefficient of αc would
be dominated by the scale difference of the extracted value from the datasets with
different initial states. (b) The reduced chi-square goodness of fit parameter is dis-
played in a histogram for the 76 different fits, which indicates that most of the fits
have a reduced chi-square value close to 1. Excluding results of fits with χ2r ≫ 1

does not change our observations.

creasing as function of dissipation, see Fig. 11.4(d), due to a decrease of
the overall transmission, see Fig. 11.4(b). Here, the thermal conductance is
strongly correlated with the atom-loss rate indicating that the dissipation
affects which type of excitations contribute to transport. Moreover, this di-
rectly shows that strong interactions are responsible for the suppression of
GT and it indicates that dissipation affects the many-body state. Gener-
ally we expect quasi-particles and Goldstone modes [136] to be responsible
for entropy diffusion. Due to dissipation in the channel increasing GT , we
can conclude that the channel itself prevented these excitations from being
transported in the quasi-1D limit without dissipation.

Figure 11.5(d) shows the correlation between the Seebeck coefficient αc
and the loss-rate. We determine that the two quantities are mostly anti-
correlated or close to being uncorrelated. The overall correlation coeffi-
cient for all datasets C(γN,αc,n) = −0.55(10) confirms a significant anti-
correlation, as can be seen in Fig. 11.6(a). Implying that dissipation reduces
the transported entropy per particle. For the overall correlation coefficient
the datasets were scaled by αc without dissipation in order to remove scale
differences affecting the correlation coefficient. Figure 11.6(b) shows αc,n
and αc as a function of the dissipation rate γN. The decrease in transported
entropy per particle and the connection to the overshoot can be understood
from the initial state which drives an advective response until it has relaxed.
With an initial state with a pure entropy imbalance the number of parti-
cles needed to be transported to relax the advective mode is then directly
proportional to αc. We observe that this behavior is independent of the
confinement.

We previously found that extracting the transport coefficient αc is chal-
lenging in the presence of fast diffusion where the two transport modes
compete, see Ch. 10 and Fig. 11.3(c). Here, we find that the overshoot ob-
served at weak dissipation strengths – directly indicating αc is decreasing –
is suppressed by fast diffusion due to strong dissipation, see Fig. 11.1. The
positive correlations found in Fig. 11.5(d) are biased by this behavior for
strong dissipation strengths. Excluding the datasets with the strongest dis-
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sipation all datasets have a correlation coefficient C(αc,γN) < 0.3, where
only one dataset has a positive correlation coefficient. In this limit the anti-
correlation increases C(αc,n,γN) = −0.61(11).

11.6 CONCLUSION AND OUTLOOK

In conclusion, we have found that spin-dependent and spin-independent
dissipation has a clear effect on entropy transport between two superfluid
gases. The main effects can be categorized into two behaviors. Firstly, the
dissipation has shown to strongly affect transport parameters correlated to
a decrease of the many-body enhancements generally associated with su-
perfluidity. The excess current is suppressed with dissipation as previously
observed [101], independent of initial state or geometry. Moreover, we find
that the thermal conductance is enhanced when local dissipation is present.
The locality of dissipation affecting the thermal conductance strongly sug-
gests that the channel is responsible for filtering out excitations, which are
able to diffusively transport entropy. This would also imply that the ex-
citations have to be present in the channel region, contrary to previous
interpretations [67]. A different explanation cloud be that the dissipation
non-locally affects the many-body state in the regions around the channel.
Secondly, the dissipation has shown to have an unexpected effect on the
transported entropy per particle. We expect from the non-interacting sys-
tem that dissipation increases the transported entropy per particle, since
slow – low entropy – particles are more likely to be dissipated compared to
fast – high entropy – particles. We find for the strongly interacting system
that dissipation counterintuitively decreases αc. Interestingly, assuming the
low entropy superfluid contributes to transport we would expect that for
strong dissipation αc should increase by destroying the superfluidity. Since
the observed heating is slow compared to the transport dynamics this effect
could be another reason why αc is non-monotonic for strong-confinements,
where transport is generally also slower.

In order to shed light on these effects and understand our system bet-
ter it is pertinent to understand the local spectral response of the system
which could be measured via Raman- or Bragg spectroscopy [23], though
both would require technical upgrades to the experiment. In addition, prob-
ing the effects of dissipation on spin conductance could give insights into
the role of quasi-particles for the increased thermal conductance. Finally,
a microscopic model beyond particle-hole symmetric systems, which has
been studied in [38, 101], could sharpen our understanding of the entropy
transport in our system.



12CONCLUS ION AND OUTLOOK

In this work we studied transport through different mesoscopic geometries
observing entropy, spin and particle transport and their interplay. Our ob-
servations and theoretical models give valuable insight exemplified by the
following results:

• Robustness of conductance quantization to dissipation. We found
that quantized conductance through a ballistic channel affected by lo-
cal particle dissipation retains its step of conductance at a reduced con-
ductance value. Comparing our measurements to a simple extended
Landauer-Büttiker model we find that this theoretical approach keeps
its validity in the open system.

• Spin-filtering in a weakly interacting QPC. Employing a tightly fo-
cused beam inside the QPC we create a local effective Zeeman shift.
The measurements show that fully polarized spin currents can be
obtained and that the strength of the effective Zeeman shift can be
larger than the Fermi energy. Varying the interactions we find that
weakly interactions provide a measurable renormalization of the spin-
dependent potential.

• EIT in a strongly interacting Fermi gas. We theoretically calculate
that multiple three-level systems exist in the Paschen-Back regime.
Upgrading the experiment to engineer atom-light interactions of three-
levels we demonstrate EIT in a transport experiment. Non-linear par-
ticle transport in the unitary Fermi gas, superfluid in equilibrium, is
getting linear under the influence of strong dissipation. We find that
the particle currents can be restored by rendering the transported par-
ticles transparent with a second laser beam. Moreover, transport as
a probe allows us to measure the optical potential of the three-level
system away from the EIT resonance.

• Entropy transport between two superfluids. We measure non-linear
particle currents between two strongly interacting Fermi gases, indica-
tive of superfluidity. The concurrently observed increase of net en-
tropy and the significant transported entropy per particle, show that
the transported current is not a pure supercurrent and the transport
process is irreversible. Comparing the measured transported entropy
per particle to its local equilibrium value in the junction we conclude
that the transport is not hydrodynamic. We find that said transported
entropy per particle is independent of the geometry of the system, re-
maining constant when the channel is varied from quasi-1D to quasi-
2D. In contrast, the variation of geometry has a strong effect on the
transport timescales of the advective and the diffusive mode.

• A phenomenological model describing irreversible, non-linear trans-
port. We derive a phenomenological model based on the non-linear
response and the irreversibility of the observed currents. The model
describes the observed particle imbalance, entropy imbalance and to-
tal entropy evolution. Using the model we can extract the transport
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coefficients from a fit. The coefficients show that both the excess cur-
rent and the thermal conductance vary strongly with the transversal
confinement while the Seebeck coefficient remains constant.

• Dissipation reduces the Seebeck coefficient. We measure the effects
of dissipation on the non-linear entropy transport. The entropy and
particle imbalance evolution show that dissipation enhances the mag-
nitude of the advective response, implying that the transported en-
tropy per particle is reduced. We find that our phenomenological
model fits the observations even with dissipation. The extracted trans-
port coefficients indicate that dissipation reduces the Seebeck coeffi-
cient. Moreover, dissipation reduces the excess current and increases
the thermal conductance.

Based on the observations and technical upgrades outlined in this thesis
possible new experiments are presented as well as some technical improve-
ments.

12.1 ENTROPY TRANSPORT

A long-standing goal which has become feasible only now with the new
temperature bias preparation method is the observation of quantized ther-
mal conductance. We have shown that it is possible to prepare a tempera-
ture bias at low average temperatures which should enable us to study the
quantization of the thermal conductance in the non-interacting QPC. The
main challenge for the observation is the temperature broadening of the
conductance steps by 4kBT . In previous preparation schemes the overall
temperature was limited to ≳ 170nK which easily blurs even the longest
observed conductance plateaus ∼ 700nK. The new preparation method has
been demonstrated to preserve the non-linear transport characteristic in the
strongly interacting limit which makes us confident the same can be done in
the case of quantized conductance in the non-interacting regime. The quan-
tization of thermal conductance has been observed in other systems [265–
267] though not yet in an atom based mesoscopic system.

Another interesting field of study would be the transmission of collective
excitations through different transport geometries. Collective excitations,
only present in the superfluid phase, such as the second sound have been
studied extensively [22, 24, 28] in different geometries. In a transport exper-
iment there are open questions on how an entropy wave would contribute
to transport [136]. The proposed experiment would entail first the excita-
tion of a collective mode in one of the reservoirs and second the observation
of its propagation through the transport region. The signal could possibly
be enhanced by exciting collective modes in both reservoirs in and out-of-
phase in order to observe possible interference effects. These experiments
would not require any change in the experiment, the digital micro mirror
device used in Ref. [61] can produce an elliptical beam in each reservoir and
amplitude modulation is readily available via its amplitude stabilization.

12.2 MICROSCOPIC MANIPULATION

Advances in our understanding of the atom-light interaction at high mag-
netic fields and technical improvements in the projection of arbitrary po-
tentials using spatial light modulation [149, 150] permit us to apply more
complex structures to affect the transport system on a microscopic level.
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12.2.1 Near-Resonant Atom-Light Interaction

We found that three-level systems can be addressed in the strongly interact-
ing regime which opens several possible avenues of studies where transport
is manipulated inside a quantum wire or QPC with light:

• Subwavelength potentials as tunneling barriers. The dark-state, aris-
ing from the three-level atom-light interactions, has non-adiabatic cor-
rections to its energy when being subjected to fast changes of its in-
ternal state structure [102]. The subwavelength potential is given by
the spatial derivative of the mixing angle of the dark-state VDS(y) =
 h2

2m (∂α(y)/∂y ) which can be varied on a subwavelength scale since
tanα = Ωc/Ωp. The subwavelength potential used as an optical lattice
has already been demonstrated [226]. We have theoretically calculated
(see Ch. 9) that this allows for example the creation of a quantum
dot. Importantly, the subwavelength structure enables large tunnel-
ing rates generally needed in the experiment in order to measure the
transported currents. The main challenge in this context is the as-
sociated dissipation rate which can be reduced by large Rabi frequen-
cies, though it is not clear how detrimental losses from molecular lines
would be to this proposal.

• Spin-Orbit coupling. Spin-Orbit coupling in a BEC [54] or Fermi
gas [205, 257] via a Raman transition has been demonstrated and used
to observe the spin Hall effect [55]. Employing a Raman transition
between the lowest- and second-lowest hyperfine state observed at
strong interactions (see Ch. 9) would permit spin-orbit coupling in
a quantum wire. The spin-orbit coupled superconducting quantum
wire is the basis for the experimental realization of the Kitaev [268,
269] model and thus also for Majorana fermions [270]. Any realization
of spin-orbit coupling would require technical upgrades in order to
spatially separate the beams driving the Raman transition, preferably
allowing for an adjustable angle between the beams. Alternatively, lo-
cal rotations of the spins inside a superfluid QPC would provide a
system similar to the Kondo effect [199], where a magnetic impurity is
surrounded by a superconductor.

• Local measurement of atoms. The applicability of EIT as a density
probe [53, 271] is a result of the phase shift of the light in a media. The
slope of the susceptibility at the resonance determines the phase shift
and is already widely used for measuring magnetic fields [272], while
the slope itself is dependent on the density. The possible detection
scheme of atoms in the QPC would be to continuously measure the
slope of the EIT signal with a lock-in technique relying on frequency
modulation. This technique would require technical changes to the
experiment in order to enable a heterodyne detection of the phase.
Another approach would be a single atom imaging technique in free
space pioneered in Ref. [273]. This would require a different wall setup
such that the density in the channel after transport is conserved and
subsequently imaged. Both techniques would enable us to measure
local densities and thus for example effects like the fermionic waiting
time distribution in a QPC [206].
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12.2.2 Two-Dimensional Structures

During this thesis we worked on improving the longitudinal potential land-
scape of the transport geometry to tolerate longer junctions. The main chal-
lenge in this respect is the Gaussian fall-off of the lightsheet which prevents
structures longer than ∼ 20µm [146]. It is planned to remedy this by ap-
plying a lightsheet with “top-hat” shape in longitudinal direction. The flat
region of the top-hat will act as a box trap in transversal and longitudinal di-
rection, while its Gaussian edges would conserve the adiabaticity required
to limit interface resistances [70].

It would then be possible to project large structures in longitudinal and
transversal direction. Interesting applications are triangular lattices exhibit-
ing flat bands [274] which enhance the critical current in the DC Josephson
effect. Moreover, while lattice experiments in the field of quantum gases rely
primarily on microscopic observables the connection between the intrinsic
(e.g. conductivity) and extrinsic (e.g. conductance) observables are less clear.
Performing transport experiments through optical lattices would elucidate
the extrinsic properties of said lattices. Notably, entropy transport is cum-
bersome to study in microscopic systems [239] but could be readily done via
the external reservoirs providing a thermodynamic drain and source. The
band-structure of a non-interacting 1D lattice [61] will invert the advective
response of the entropy transport at the upper band-edge regime due to
the suppression of transport in the gap. The entropy transport through a
Fermi Hubbard model is more difficult to calculate and is subject of recent
theoretical work [275, 276]. Finally, transport through shaken optical lattices
would be an application combining the flexibility of spatial light modulation
and the transport setup. The digital micro mirror device can already project
potential landscapes changing at a rate of ∼ 20× 103 FPS.

12.3 EXPERIMENTAL APPARATUS IMPROVEMENTS

The loading of atoms from the compressed MOT to the resonator dipole trap
is the major limitation of the experiment in terms of atom-number. The rea-
son is the limited depth of the dipole trap compared to the temperature of
the compressed MOT which is above the Doppler temperature limit. There
are two possibilities to resolve this:

• Grey molasses cooling. Gray molasses cooling has been established
in 6Li [277, 278] and provides an all optical way to reach tempera-
tures below the Doppler limit. The implementation of gray molasses
cooling would require a second laser setup addressing the D1 mani-
fold, which would be readily available due to the recent upgrade of
the MOT laser. In addition, since gray-molasses relies on the light
shift of atoms for cooling it requires high intensities. In the current
MOT setup the cooler and repumper beams are too large to reach the
required intensities which would mean reducing their waist. Finding
the correct waist requires finding a sweet spot between MOT loading
and gray-molasses cooling. Importantly, laser cooling techniques re-
duce the phase-space density but usually with a reduction of density
thus possibly worsening the overlap between the resonator mode and
the cold cloud.

• Enhancing the resonator trap. The second possibility would be the ad-
dition of a high-power laser acting as a strong dimple in the resonator
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trap. A 30W laser, already in the lab, could be focused to a 50µm
waist which would create a dimple trap deep enough (U ≈ 470µK) to
load the hot atoms from the compressed MOT.
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