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Preface

Whilst a wide range of actors have publicly identified cyber stability as a key 
policy goal, the meaning of stability in the context of cyber policy remains 
vague and contested: vague because most policymakers and experts do not 
define cyber stability when they use the concept; contested because they pro-
pose measures that  rely –  often  implicitly –  on divergent understandings of 
cyber stability.

This edited volume is a thorough investigation of instability within cyber-
space and of cyberspace itself. Its purpose is to reconceptualize stability and 
instability for cyberspace, highlight their various dimensions, and thereby 
identify relevant policy measures.

We have asked seventeen influential scholars in the field to contribute 
to this edited  volume –  often  jointly –  offering different perspectives on the 
topic. Combined, this book critically examines both ‘classic’ notions asso-
ciated with  stability –  for example, whether cyber operations can lead to 
unwanted escalation between great  powers –  as well as topics that have so far 
not been addressed in the existing cyber literature, such as the application of 
a decolonial lens to investigate Euro- American conceptualizations of stability 
in cyberspace.

We express our thanks to the authors, not only for their time and com-
mitment to writing a chapter for this volume, but also for their willingness to 
engage with each other’s work throughout the project and offer feedback on 
the organization of this volume. The COVID- 19 pandemic unfortunately did 
not allow us to meet in person, but we organized three online workshops to 
discuss the findings of each chapter and share ideas and new paths for thinking 
about cyberspace and instability.

We are indebted to the Hewlett Foundation for funding this project and 
continuing to promote research in the field. Thanks to Doyle Hodges, Texas 
National Security Review devoted a special issue to cyber conflict and competi-
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tion and included earlier versions of several chapters appearing in this edited 
volume. We are truly grateful for this collaboration.

It has been a pleasure to work with Ersev Ersoy, Joannah Duncan and the 
staff at Edinburgh University Press in preparing the book for publication.

An earlier version of Chapter 1 appeared in Texas National Security 
Review 3, no. 4 (Fall 2020), Special Issue on The Dynamics of Cyber Conflict 
and Competition as “The Escalation Inversion and Other Oddities of 
Situational Cyber Stability.”

An earlier version of Chapter 2 appeared in Texas National Security 
Review 3, no. 4 (Fall 2020), Special Issue on The Dynamics of Cyber Conflict 
and Competition, as “Preparing the Cyber Battlefield: Assessing a Novel 
Escalation Risk in a Sino- American Crisis.”

An earlier version of Chapter 5 appeared in Texas National Security 
Review 3, no. 4 (Fall 2020), Special Issue on The Dynamics of Cyber Conflict 
and Competition, as “From Reaction to Action: Adopting a Competitive 
Posture in Cyber Diplomacy.”

An earlier version of Chapter 9 appeared in Texas National Security 
Review 4, no. 1 (Winter 2020/2021), Special Issue on The Dynamics of Cyber 
Conflict and Competition, as “What Is a Cyber Warrior? The Emergence of 
US Military Cyber Expertise, 1967–2018.”





Introduction: Rethinking (In)stability  
in and of Cyberspace

Robert Chesney, James Shires, and Max Smeets

Many governments and intergovernmental organizations have declared sta-
bility to be a central goal of cyber policy. The European Council has called 
for an “open, stable, peaceful and secure cyberspace where human rights and 
fundamental freedoms and the rule of law fully apply.”1 NATO has recognized 
cyberspace as a new operational domain, in which it has pledged to main-
tain stability.2 The United Kingdom has committed to “promote international 
security and stability in cyberspace,”3 while the United States has repeatedly 
stressed the need to promote “greater predictability and stability in cyber-
space.”4

Stability is by no means an objective only promoted across the Atlantic. In 
the first drafting stage of the UN Open Ended Working Group (OEWG) on 
cyber security, China stressed that “the starting point and ultimate goal should 
be to ensure peace and stability in cyberspace.”5 Equally, India has repeatedly 
stated that it is committed to a “stable cyberspace environment.”6 The final 
report of the OEWG, released in March 2021, represents almost 100 states, 
as well as input from global civil society. It repeatedly emphasizes the triad of 
peace, security, and stability, as well as the longer formulation of an “open, 
secure, stable, accessible and peaceful [information and communications tech-
nologies] environment.”7

Some countries have even promoted the establishment of international 
cyber initiatives specifically focused on stability. The Global Commission on 
the Stability of Cyberspace (GCSC) was established mainly through the initia-
tive of the Dutch government, following the Global Conference on Cyberspace 
in The Hague in 2015. The GCSC aims to promote “mutual awareness and 
understanding among the various cyberspace communities working on issues 
related to international cybersecurity.”8 Its final report in 2019 recommended 

Introduction: Rethinking (In)stability in and of 
Cyberspace
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four principles of responsibility, restraint, requirements to act, and respect for 
human rights, to “ensure the stability of cyberspace.”9

Stability is thus central to a cluster of terms used normatively in cyber 
policy to describe those qualities of cyberspace that must be preserved and 
protected against a wide variety of threats now, and expanded and improved 
in the future. This is hard to argue against: who wouldn’t want cyberspace to 
be more stable?

 Unfortunately –  or perhaps intentionally, given the carefully negotiated 
nature of the quotations  above –  the meaning of stability in this context, along 
with its companions in the cluster, remains vague, ambiguous, and contested. 
Should stability be understood as a thin, technical term, describing the reliabil-
ity and continuity of the complex layers of technologies that underpin cyber-
space? Or, as the GCSC suggests, should it be understood in a “thicker,” more 
substantive way, relating to the potential for war, conflict, and the preservation 
of individual rights and freedoms? Cyber norms efforts at the  UN –  and even 
several consensus reports of the UN Group of Governmental  Experts –  have 
highlighted the extent of disagreement between states about what stability 
includes, what are the most concerning threats to stability, and how to counter 
them. 

Stability is thus a contested concept, with ongoing disputes about its proper 
use by different actors.10 Choosing the referent object of  stability –  who or 
what is being  stabilized –  is part of this contest. In some instances, stability is 
about avoiding escalation between great powers. In other instances, it is about 
ensuring (authoritarian) regime survival. The stability of cyberspace is also fre-
quently linked to protecting the “core” functionality of the internet or other 
critical functions of society. The widespread use of the concept of stability in 
relation to cyberspace obscures the fact that actors are often striving for dif-
ferent end- states, that cyber threats are not objectively given, and that actors 
mobilize politically in different ways.

Indeed, once we widen the scope of stability from a narrow focus on tech-
nical aspects of cyberspace, the normative value of stability as an uncontested 
good is less clear. Strategic, political, and economic stability (to take a few 
examples) have all been used historically to justify highly controversial actions, 
from colonial conquest to threats of nuclear weapons and modern armed inter-
ventions, and from repressive authoritarian practices to vastly unequal distri-
bution of resources. In this way, the concept of stability can legitimize power 
imbalances, inequalities, violence, and injustice, meaning that seeking stability 
for some often increases instability for others. In other words, insofar as the 
status quo is problematic, whether from the perspective of those subject to 
reckless and disruptive cyber operations or those who reject the dominance of 
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some states in internet governance, so is the concept of stability. We capture 
this problematic relationship between stability and  instability –  and their fre-
quent  coexistence –  in a combined concept of (in)stability.

The purpose of this edited volume is to provide a thorough investigation of 
cyberspace and (in)stability. It seeks to reconceptualize (in)stability in relation 
to cyberspace, highlight its various dimensions, and, through this, identify rel-
evant policy measures. It recognizes that the concept of stability as normatively 
desirable is baked deeply into cyber policy, and it balances this positive orien-
tation toward stability with efforts to probe more critically at its consequences 
and assumptions. To this end, the volume is guided by a central research ques-
tion: How does the (in)stability of cyberspace interact with other kinds of (in)stability in 
international politics?

This research question connects cyberspace and international politics in 
both directions, recognizing that the (in)stability of cyberspace has important 
consequences for broader strategic, political, economic, and even environ-
mental (in)stability, while these wider (in)stabilities also shape the evolution 
and development of cyberspace as a complex socio- technical system. All the 
chapters in this book engage with this central research question, despite their 
wide range of topics and theoretical approaches. Moreover, while they all 
incorporate an analytically sophisticated approach to stability, there is, in our 
view, a productive tension between chapters that treat it more as an achievable 
goal and those that treat it as an object of critique and revision. This tension 
is central to the volume’s design, and we underline it in this introduction 
through the concept of (in)stability.

The prominence of stability in cyber policy means that this is an impor-
tant undertaking, on which thorough and insightful scholarship is urgently 
required. A quick glance at the news headlines any day underlines the impor-
tance of the stable functioning of cyberspace to the everyday lives of individ-
uals around the  world –  especially during a global  pandemic –  as well as the 
myriad threats to and in cyberspace. Only by understanding (in)stability more 
deeply can we begin to achieve desired forms of (in)stability for cyberspace, 
and, perhaps more importantly, understand the means by which we wish to 
do so.

Thinking About Cyberspace and (In)Stability

Academia has hardly helped to conceptualize stability in relation to cyber-
space. Only thirty journal articles were published in political science men-
tioning the concept “cyber stability” between 2005 and 2020, whilst related 
concepts were more often debated; “cyber resilience” was discussed in 166 
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articles, “cyber deterrence” in 220 articles, “cyber war” in 982 articles, and 
“cyber security” in over 5,000 articles.11 This lack of direct focus on a core 
policy concept is surprising, but understandable. The other concepts above 
are all clearly related to stability, and so conceptualizations of stability draw on 
developments in these other areas. Before detailing the various contributions 
of this book, we first briefly outline how a richer concept of cyber (in)stability 
intersects with key aspects of both academic theories and cyber policy, such 
as resilience, deterrence, conflict, and security, as well as drawing on stability 
literature outside cyber concerns.

An obvious starting point for discussions of stability and cyberspace is 
the potential for cyber war or cyber conflict. While these terms have been 
much  discussed –  and  criticized –  in the last two decades, the potential of a 
cyber “attack” with effects similar to those of conventional arms could clearly 
impact the stability of the international system (otherwise known as “strategic 
stability”).12 Cyber capabilities could arguably trigger conflict between great 
powers, as well as enabling others (for example, smaller states or non- state 
actors) to enhance their capabilities and leverage. In this way, cyber operations 
increase risks of systemic instability, as well as potentially making it harder to 
resolve conflicts through the distorted effects of information operations. The 
cyber strategy literature predominantly addresses such effects on (in)stability 
in the international system through the lens of escalation. We devote the first 
section of the volume to these dynamics (detailed below).

However, systemic (in)stability and cyberspace do not only interact through 
the potential for cyber operations to have war- like effects. An extensive strand 
of literature in international relations (IR) has explored the structural stability 
of different systems, asking for example, whether a “balance” between two 
superpowers is more stable than a system dominated by a single hegemon.13 In 
relation to cyberspace, we are clearly moving from the latter situation (where 
the internet and many digital technologies were developed, operated, and 
managed in the United States), to a multipolar cyberspace with several nodes 
of power: China representing an equal center of gravity to the United States, 
the European Union representing a node from a regulatory perspective, and 
India and many African states in terms of user numbers and information and 
communications technologies (ICT) skills. Thinking about systemic (in)sta-
bility and cyberspace requires us to first acknowledge such shifts, and then to 
parse their consequences for the technical  operation –  and in the extreme case, 
 balkanization –  of the internet, as well as their softer impacts on economic 
attractiveness, standards- setting, and norm development.

While systemic (in)stability is a clear first and expansive frame for our ques-
tion, it is far from the only one. The current academic consensus is that cyber 
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operations are primarily conducted below the threshold of armed conflict,14 
providing new means of covert action and intelligence gathering that collec-
tively help states achieve strategic outcomes.15 Although cyber operations in 
the “grey zone” can affect the stability of the system overall, they have more 
direct consequences for other kinds of stability, such as damaging the political 
stability of individual states through influence operations, or undermining eco-
nomic stability through IP theft, fraud, or extortion. It is uncertain whether 
such cyber operations taking place below the threshold of armed attack can be 
adequately deterred (much has been written on the applicability of deterrence 
to this sphere),16 or whether states should instead engage directly in “persis-
tent” cyber activity, seeking to disrupt activity wherever the adversary maneu-
vers, reaching a form of stable but largely implicit “agreed competition.”17 
What is clear is that here stability and instability are even further intertwined; 
the gains of one state are often the losses of another, and so such sub- system 
interactions can clearly benefit from analyses of (in)stability.

As with systemic (in)stability, there are also issues of (in)stability at a sub- 
system level that are not always related directly to cyber operations. For exam-
ple, the impact of cyberspace on the political stability of states is another topic 
with an extensive literature, especially in relation to the role of social media 
networks in the 2011 Arab Spring protests and many others before and since.18 
For those participating in these protests, the ability to undermine the stability 
of decades- long authoritarian regimes through online connective  action –  and 
extensive offline  confrontation –  provided a rare opportunity to champion 
individual rights and freedoms. Conversely, the “digital authoritarian” reac-
tion of such regimes, first improvising and later embedding extensive infor-
mation controls to subdue and coerce their citizens into compliance, reveals 
the complex relationship between (in)stability and cyberspace at a national and 
regional level.19 The proliferation of advanced targeted surveillance technolo-
gies, for example, maintains authoritarian control but violates individual rights 
and jeopardizes diplomatic relationships. 

Finally, we must consider the relationship between cyberspace and 
(in)stability not just at the level of operations, incidents, and  practices –  state or 
non- state, system or sub- system –  but also in terms of the structural foundations 
of how we perceive our world. Throughout history, particular  worldviews – 
 racist, sexist, imperial,  colonial –  have structured political interactions, and it 
is the (in)stability of these worldviews, their rise and fall, that has shaped the 
contemporary international system. Equally, stability itself is a signifier with 
gendered, racial, and colonial implications, which cannot be forgotten in its 
contemporary application. Cyberspace provides a unique platform for many 
fringe discourses, while also globalizing dominant ideals and practices through 
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multimedia products with almost unfathomable reach to billions worldwide. 
At the most macro level, the stability of human life in an increasingly unstable 
climate, and the potential for digital technologies to both exacerbate and help 
ameliorate the climate emergency, underline the centrality of cyberspace for 
global (in)stability in the most literal sense. We hope that this volume starts a 
conversation that helps to address these vital issues.

Structure of the Book

The chapters of this book are ordered according to four themes, roughly in 
line with the unfolding discussion above: escalation, institutions, and infra-
structures, with a final section on subaltern and decolonial perspectives on (in)
stability in relation to cyberspace. Here, we provide a brief overview of each 
theme and summary of the chapters’ contributions, as well as drawing out 
connections between them.

Part I Escalation

First, we examine cyberspace and (in)stability in terms of the risks of con-
ducting cyber operations, especially around inadvertent escalation. Inadvertent 
escalation in the context of cyber operations has at least two different mean-
ings. The first refers to the risk of cyber operations escalating into a major con-
ventional conflict or war. The second refers to cyber espionage  operations –  or 
operational activity with defensive  aims –  ultimately leading to a more severe 
cyber response from an adversary. This topic has become particularly relevant 
as many states establish military cyber commands, and as the United States has 
shifted to a new military strategy of defending forward against adversaries in 
cyberspace, perceived as more “aggressive” by some observers.

Existing articles considering cyber operations and stability primarily assess 
states’ ability to reduce the risk of inadvertent escalation through deterrence 
and norms- building measures. For example, Borghard and Lonergan explain 
how confidence- building measures can foster stability in cyberspace.20 Geist 
assesses whether nuclear concepts and thinking on deterrence stability should 
be imported to the cyber domain, arguing that the United States should create 
a “strategy of technology”, emphasizing “resilience, denial, and offensive capa-
bilities.”21 Donnelly et al. argue that cyber stability can be achieved through 
a deterrence posture that includes clear communication of credible intention 
and capability.22 Overall, the current academic literature largely conceives of 
cyber stability as a particular condition or state of affairs, whether narrowly as 
the absence of incentives to conduct (military) cyber operations and develop 
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an offensive cyber capability, or more broadly as a peaceful and harmonious 
cyber environment for states to operate in and through.

In Chapter 1, Jason Healey and Robert Jervis introduce the concept of 
situational cyber stability, suggesting the key question is not “whether” cyber 
capabilities are escalatory per se, but rather how they are escalatory under 
certain geopolitical conditions. Their approach to stability is dynamic, rather 
than static. Healey and Jervis identify four key mechanisms: Pressure Release, 
Spark, Bring Out the Big Guns, and Escalation Inversion. They note that 
both  optimists –  arguing that cyber conflict is not  escalatory –  and  pessimists 
–  arguing that cyber conflict is  escalatory –  have each touched on parts of 
these mechanisms. This chapter integrates insights from both perspectives to 
better understand crisis stability in cyberspace across the range of geopolitical 
contexts from relative peace to impending war. The chapter also examines the 
role of surprise in cyber conflict and offers several policy recommendations to 
reduce the chances of crises escalating.

Healey and Jervis emphasize that certain features of cyber capabilities 
can create new pathways through which a great- power crisis could escalate 
into a larger conventional conflict. In Chapter 2, Ben Buchanan and Fiona 
Cunningham assess one particular pathway for interstate crisis escalation: the 
use of force in response to adversary hacking operations that are designed 
to enable high- end cyber attacks. Known as operational preparation of the 
environment, these kind of hacking operations lay the groundwork for future 
attacks but are difficult to distinguish from espionage. While some scholars 
argue that states might respond to the discovery of an intruder with the use of 
force, others have found little empirical evidence that cyber operations affect 
interstate conflict dynamics. To assess these competing claims, the authors go 
further than most in conducting a comparative examination of Chinese and US 
leadership views, organizational and operational practices for cyber conflict, 
and the bilateral cyber relationship, drawing on government and policy sources 
from both countries. Buchanan and Cunningham conclude that the risk of 
inadvertent escalation due to cyber capabilities in a future Sino- American crisis 
cannot be dismissed.

In Chapter 3, Jaclyn Kerr explains why the United States was surprised 
by Russian use of cyber- enabled information operations during the 2016 
US presidential elections. She argues that the United States was poorly pre-
pared to anticipate, defend against, or respond to these operations because 
of a long- developing security dilemma rooted in “domain concept misalign-
ment” – that is, superficially overlapping but significantly different domain 
 conceptualizations –  resulting from a distinction in how democratic and 
non- democratic states conceptualize the scope and nature of the emerging 
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 digital and informational domain of military action. Kerr’s findings reveal the 
importance of conceptual clarity and historical awareness in ensuring effective 
response and preventing escalation in the future.

Together, these three chapters address different aspects of escalation relat-
ing to cyber capabilities. They emphasize how strategic concepts affect the 
likelihood of escalation, whether in terms of specific doctrine on the risks of 
cyber operations (Buchanan and Cunningham), or broader ideas about the 
appropriate boundaries of the cyber domain overall (Kerr). They also high-
light the contingency of escalation, teasing apart different mechanisms that 
lead to opposite outcomes (Healey and Jervis), addressing the consequences 
of the new US strategy, and exploring the complex relationship between 
internal bureaucratic divisions and international cyber strategy (Buchanan and 
Cunningham, Kerr). While these chapters largely focus on the dyadic dynam-
ics of great power escalation, the next section investigates how institutions 
affect cyber (in)stability in more detail.

Part II Institutions

The accounts of systemic (in)stability above speak directly to long- standing 
realist traditions of IR thought. However, the more constructivist literature 
on cyber norms has an equally central relationship with the concept of sta-
bility.23 There is little agreement over what a cyber norm should be (rang-
ing from prescriptive norm lists to more diffuse ideas of tacit bargaining), let 
alone what norms are appropriate for cyberspace and how such norms can be 
implemented and enforced. For this reason, we approach this topic from the 
direction of institutions, noting that IR draws a firm connection between the 
two concepts, defining institutions as collections of principles, norms, rules, 
and decision- making procedures. The three chapters in this section exam-
ine institutions in both the IR and more vernacular senses: NATO, the US 
Department of State and the US Department of Defense. All three chapters 
ask how these institutions incorporate cyberspace into their pre- existing prac-
tices, how they adjust or reshape their norms and practices in response,  and 
–  crucially – how this re- orientation affects the possibility for cyber norms 
development more broadly. As Jon Lindsay has observed, cyberspace does not 
only have institutions, but in a much more fundamental sense cyberspace is 
itself an institution.24

We acknowledge that the choice of institutions in this section is highly 
skewed: namely, two US government organizations and a transatlantic mili-
tary alliance dominated by the US. This in part reflects the scholarly networks 
and production process of the edited volume, with nearly all contributors and 
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editors working in the US and  Europe –  sometimes as scholar/practitioners as 
well as academic “observers.” It also reflects our access to and the availability of 
detailed information about institutional processes in these states, compared to 
other world regions.25 Such US- and Euro- centricity is nonetheless an impor-
tant limitation of this section. We seek to address this limitation in part later in 
the volume, especially in the section on subaltern and decolonial perspectives, 
but also recommend readers to see this section as an invitation to engage in 
wider comparative institutional analyses of (in)stability and cyberspace.

In Chapter 4, Joe Burton and Tim Stevens investigate the implications for 
strategic stability of NATO’s operationalization of the cyber domain. Building 
upon an historical and theoretical understanding of alliances as stability mech-
anisms, they determine how NATO’s evolving cyber  posture –  and associated 
discourses of  stability –  has been interpreted by its key adversaries, allies, and 
partners. The scholars thus not only analyze the classic elements of strate-
gic interaction but also NATO’s role as a normative actor in global cyber 
affairs. Overall, this chapter poses questions about how NATO’s pursuit of 
political relevance and operational dominance in the cyber domain shapes and 
influences strategic stability. In an insightful comment highly pertinent to the 
devastating war in Ukraine that began toward the end of the writing of this 
volume, Burton and Stevens note that, for NATO, “Russian actions may have 
demonstrated [a] sort of stability paradox, wherein efforts to cause instability 
engender cohesion and collective responses.” Such unintended consequences 
underline the complexity that alliance relationships bring to questions of (in)
stability.

In Chapter 5, Emily Goldman examines the role of the US State Department 
in cyber diplomacy. Goldman begins by noting that American cyber diplo-
macy has improved but still leaves the United States vulnerable to continuous, 
state- sponsored cyber aggression that is having strategic effects, even though 
that aggression never rises to a “significant” level that would elicit an armed 
response. Goldman argues that the State Department can  pivot –  without risk-
ing armed  conflict –  from a “reaction- after- the- fact” posture to seizing the 
initiative from adversaries whose cyberspace campaigns erode US economic 
competitiveness, reduce military advantages, and weaken political cohesion. 
Goldman recommends that the US State Department re- examine assumptions 
about cyber conflict and norm emergence, adopt a competitive mindset, and 
prioritize efforts tailored for great- power competition. Ultimately, Goldman’s 
conclusion that “restraint in the face of continuous aggression is destabilis-
ing because it emboldens aggressors” reveals another paradox of unintended 
consequences; this time, a reluctance to act diplomatically when faced with a 
rapidly shifting and institutionally divided policy landscape.
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In Chapter 6, Rebecca Slayton observes that cyber competition is about 
more than  technology –  it is about the knowledge, skills, and capabilities of 
a relatively new kind of expert, the cyber warrior. However, the fundamen-
tal knowledge, skills, and capabilities needed to defend and attack computer 
networks are not new. They have been under continual development by 
computer scientists, in both classified and non- classified contexts, since the 
late 1960s. Consequently, the question this chapter explores is: how, when, 
and why did this expertise come to be institutionalized as a kind of warfight-
ing, meriting the authority and resources reserved for a combatant command? 
Slayton argues that both the process by which military leaders came to appreci-
ate the risks associated with vulnerable computer networks, and the dominant 
response to those risks, were shaped by military culture as much as they were 
shaped by technological imperatives. Slayton thus shows that that the role of 
cyber warriors in influencing the stability of the international order depends as 
much on how they are imbedded within their national (military) institutions, 
as their technical prowess. 

Together, these chapters tackle the thorny question of how far institutional 
state or alliance objectives regarding stability contribute to the technical and 
normative stability of cyberspace more broadly. From Burton and Stevens’ 
analysis of NATO’s semi- successful efforts to advocate for improved cyber 
security defenses across and beyond its membership, to Goldman’s dissec-
tion of the US State Department’s sometimes uncomfortable commitment to 
norms of openness and interoperability, the relationship between institutions 
and their broader environment is neither simple nor straightforward. This 
comes to the fore clearly in Slayton’s plea to consider the wider  implications 
–  and institutional  prestige –  of “defensive cyber operations, which stabilize 
technology for friendly operators.” As Slayton argues, “if kinetic operations 
contribute to international instability, the cyber defenses that enable those 
operations enable that instability,” thereby turning on their head standard 
assumptions of how offense and defense relate to stability. Such concerns lead 
us into the third section of the volume, which addresses global infrastructural 
issues more directly.

Part III Infrastructures

Cyberspace is dependent on multiple overlapping infrastructures, both in 
Edwards’ definition of infrastructures as accumulated relational properties 
stretching across sectors, and in Starr and Ruhleder’s observation that infra-
structures are “intended not to be seen.”26 As Ensmenger notes, “technologies 
become infrastructure only after they are perfected to the point of being rou-
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tine . . . we notice them only when they fail.”27  Despite –  or, perhaps, due  to – 
 this near- invisibility, infrastructures are highly political. What does it mean to 
“perfect” a technology or a set of technologies? Whose routines do they enable 
and constrain? And how do they “fail”? These questions all speak to the (in)
stability of the infrastructures that underpin cyberspace, and their implications 
for (in)stability of other kinds of infrastructures.

More specifically, an infrastructural lens connects (in)stability to its close 
cognate, the concept of resilience. It is widely accepted that cyber security, 
understood as the defense and protection of digital networks from intrusion 
and disruption, must be accompanied by cyber resilience in the form of post- 
incident detection and recovery, enabling targeted entities to return to normal 
functioning as quickly as possible. A stable infrastructure is a resilient infra-
structure, possessing the ability to respond quickly to change, as well as the 
ability to manage unexpected events in a controlled manner. The two chapters 
in this section both address infrastructural aspects of (in)stability, highlighting 
how new technologies and the unexpected or problematic use of these tech-
nologies undermines the stability of various infrastructures supporting cyber-
space. In the other direction of the  relationship –  examined throughout this 
 volume –  they address how cyberspace as an infrastructure raises questions of 
international governance more broadly.

In Chapter 7, Mark Raymond examines the rapid emergence and expan-
sion of the Internet of Things (IoT), as it entangles the internet with an array of 
other issue areas. It thus generates potentially problematic interactions among 
the legacy internet governance regime, a host of other international regimes, 
and domestic governance arrangements in highly networked countries. The 
chapter argues that alongside the rapid diffusion of the internet, we are wit-
nessing the metastasizing of the global cyber regime complex. As a result of 
this ongoing process, the viability of a variety of international regimes and 
domestic governance arrangements (and thus the stability of the international 
system more broadly) will increasingly depend on the efficacy and legitimacy 
of the global cyber regime complex. The chapter concludes by making the 
case for treating this regime complex as “critical governance infrastructure” 
in the international system. Just as electric grids, water systems, and financial 
systems are systemically important components of modern societies, the global 
cyber regime complex is rapidly acquiring a singular importance as a con-
dition of possibility for the remainder of the present system of a rules- based 
global order and global governance; but one that is dangerously fragile. As 
Raymond astutely concludes, whatever our definition of (in)stability, “a world 
in which governance is less effective, less legitimate and more contested should 
be expected to be less stable.”
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In Chapter 8, Siena Anstis et al. advance a complementary argument by 
describing how the central characteristics of our evolving communications 
infrastructure (including devices, protocols, applications, and telecommunica-
tions networks) produce mounting insecurities for global civil society. Global 
civil society depends on a communications infrastructure that is constantly 
mutating, highly insecure, invasive by design, poorly regulated, and prone 
to abuse. This ecosystem was not developed with a single well- thought- out 
design plan, and security has largely been an afterthought. New applications 
have been thrown on top of legacy systems and then patched backwards hap-
hazardly. In short, the dynamics of “surveillance capitalism, the products and 
services of the cyber warfare industry, and increasingly aggressive offensive 
cyber policies yield an insecure structure, contributing to an unstable environ-
ment for civil society.” It is troubling that there is no single policy, technology, 
or application that will resolve this dysfunctional environment, and the authors 
argue that these conditions will almost certainly worsen as the “center of grav-
ity” of cyberspace shifts to China, India, and the Global South.

Together, these two chapters examine the consequences for (in)stability of 
what Kerr, in this volume, calls the “arbitrary complexity of information sys-
tems.” Raymond identifies the assemblage nature of cyberspace as a key source 
of instability, because “the complexity of the global cyber regime complex 
is itself likely to increase the odds of governance failures of various kinds” – 
with echoes of Kerr’s analysis of competing institutional regimes earlier in the 
volume. Anstis et al. focus less on the arbitrariness of cyberspace governance, 
instead seeing unstable complexity as the result of deliberate actions. In doing 
so, they invert common statist notions of stability, arguing that “what state 
actors may consider to be beneficial for ‘stability’ can perversely end up being 
a threat to civil society.” Consequently, for Anstis et al., “stability for civil 
society necessitates different norms  altogether –  affirming the ability to exercise 
human rights without reprisal.” The fourth and final section of this volume 
carries this critique of stability further still.

Part IV Subaltern and Decolonial Perspectives

This section contains two chapters that are central to the project of this book. 
As is often the case for projects like this, several scholars who participated in 
the workshops in preparation for this volume were unable to contribute to 
the final output. However, one particular case stood out, when we asked a 
colleague to write a chapter on feminist approaches to cyberspace and (in)
stability. After much discussion and thought, our colleague pulled out of the 
project because they could not see a fruitful line of argument between feminist 
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analyses of  cyberspace –  of which there are  many –  and the concept of (in)
stability. After initially seeking to argue against the instinctive valorization of 
stability with which we opened this introduction, especially in a status quo 
world where violence against women is frequent and, in many situations, nor-
malized, our colleague rejected the concept altogether. This was an important 
reminder that our choice of analytical frame always has downsides for some-
one. While we continue to believe that gendered investigations of (in)stability 
are urgently  required –  and we invite scholars to contribute their  thoughts – 
 we conclude the volume with two chapters that remind readers in other ways 
to reflect on the assumptions behind their own conceptualization of stability 
and cyberspace.

In Chapter 9, Mailyn Fidler surveys internet infrastructural developments 
of the African Union and African states, which occupy a subaltern position 
in the international system. Her starting point is that analyses of (in)stabil-
ity must focus as much on capacity as intent, because “even if relative peace 
and strong desires exist between states, an imbalance in ability to respond can 
exert a destabilising effect.” The chapter challenges the dominant conception 
that global integration brings stability through technical and regulatory open-
ness, interoperability, and internationality. Instead, the case study analysis in 
this chapter reveals that global integration can also bring instability through 
dependence. As Fidler puts it, “For African countries, global integration can 
bring instability through dependence, and attaining cyber stability can require, 
at least initially, actions that the global community might view as destabiliz-
ing.” Furthermore, Fidler argues that African states pursue stability through 
control of laws and through selectivity in infrastructural investments, both of 
which cut against typical expectations of subaltern states. In this way, Fidler’s 
chapter surfaces a tension between subaltern states’ view of stability and the 
human rights- focused civil society version advocated by Anstis et al. More 
specifically, this tension stems from the co- option of human rights discourses 
for state purposes: “just as Western countries might view an autocracy’s views 
about cyber- openness as a threat to their vision of stability, post- colonial states 
might view a former coloniser’s views of cyber- openness as a threat to theirs.”

Finally, in Chapter 10, Densua Mumford applies a decolonial lens to argue 
that any useful conceptualization of (in)stability in cyberspace will require a 
critical and intersectional investigation of the Euro- American subject implied 
in this project, especially what Mumford terms the “transnational techno- 
elite.” While Mumford underscores the downsides of pursuing state stability 
explored in earlier  chapters –  noting that “when states try to establish stability 
for themselves in cyberspace, various societal groups experience more insta-
bility” – this chapter takes this critique further. In particular, Mumford argues 
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that technical proposals designed to make it easier for users to change services 
or become less reliant on any single platform can usefully “undermine the 
stability of powerful platforms to the benefit of users.” In some cases, the user 
benefit is precisely the introduction of instability; for example, “for LGBTQ 
youth, constructing an unstable online identity can be protective.” In others, 
the presumptions of the transnational techno- elite act as “a destabilizing force 
in the social fabric of [marginalized] communities.” Overall, Mumford shows 
that conceptualizations emerging from a Eurocentric perspective perpetuate 
coloniality by (de)stabilizing cyberspace in ways that are comfortingly familiar 
for dominant communities and further silence subaltern communities. 

The analysis in this chapter raises some urgent critical questions, which 
we believe to be an appropriate note on which to conclude this introduction. 
Whose epistemologies are informing knowledge production and policymaking 
on (in)stability in cyberspace? On whose terms are such conceptualizations 
being made? Which knowledges are systematically privileged in these debates 
and which knowledges are systematically excluded or marginalized? The chap-
ter recognizes that the nascent nature of debates about cyberspace creates an 
unprecedented opportunity to confront self- defeating practices of coloniality 
and to instead redefine traditional concepts such as (in)stability from within the 
epistemologies of subaltern communities across the Global South and North. 
That is, to be a concept that can be applied usefully to diverse lived experi-
ences in cyberspace, (in)stability must itself incorporate diverse meanings.
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The Escalation Inversion and Other Oddities of 
Situational Cyber Stability

Jason Healey and Robert Jervis

Are cyber capabilities escalatory? It is one of the most important and debated 
questions for policymakers and scholars of cyber conflict. The pessimists, in 
whose camp we normally reside, observe a two- decade trend of increasing 
cyber aggression acting like a ratchet, not a pendulum. Adversary groups 
aligned with states have caused physical destruction (starting with the US- 
Israeli Stuxnet attack on Iran); savaged private sector companies (Iran’s 
attacks on US banks or the North Korean dismembering of Sony);1 disrupted 
national healthcare systems (North Korea’s WannaCry which disrupted the 
UK National Health Service),2 electrical grids in wintertime (Russia’s take-
down of the Ukrainian grid),3 and national elections (Russia again);4 and 
recklessly created global havoc (Russia’s NotPetya).5 If “escalation” means 
a meaningful and potentially destabilizing upward spiral in the intensity of 
cyber hostilities, then cyber conflict may be “the most escalatory kind of 
conflict that humanity has ever come across.”6 States are getting closer to 
crossing the threshold of death and major destruction outside of wartime. 
How long until one state, through mistake, miscalculation, or maliciousness, 
crosses that line?

The optimists have equally compelling arguments,  however –  not least 
the contention that, so far, none of these admittedly worrying cyber attacks 
has ever warranted an armed attack with kinetic weapons in response.7 How, 
they argue, can cyber conflict be escalatory when states have never responded 
to cyber attacks with traditional violence? Indeed, there is at least as much 
evidence for cyber capabilities reducing rather than causing or intensifying 
international  crises –  as when US President Donald Trump called off a deadly 
airstrike against Iran in June 2019 but allowed a non- lethal cyber strike as retal-
iation for attacks on oil tankers and the downing of a US drone.8

1. The Escalation Inversion and Other Oddities of 
Situational Cyber Stability
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This chapter will examine this debate. Much of the dispute about the esca-
latory potential of cyber capabilities comes down to scope conditions. The 
question is not “whether” cyber capabilities are stabilizing or destabilizing. 
Rather, the issue is which outcome is more likely under certain geopoliti-
cal circumstances. Current literature often assumes the impact on stability to 
be situation- independent, which we find unlikely. The risks to stability can 
change, perhaps quite rapidly, depending on prevailing conditions between 
states. We analyze these conditions in a framework of “situational cyber sta-
bility” and see four main mechanisms: Pressure Release, Spark, Bring Out the 
Big Guns, and Escalation Inversion.

During periods of relative peace and  stability –  that is, since the end of 
Cold War in  1991 –  several characteristics drive cyber capabilities to act as a 
pressure- release valve. Cyber capabilities provide stabilising, non- lethal options 
for decision- makers, less threatening than traditional weapons with kinetic 
effects. During periods of acute crisis, however, cyber capabilities have other, 
destabilizing characteristics. In these situations, there are greater opportunities 
for provocation, misperception, mistake, and miscalculation. Dangerous pos-
itive feedback loops can amplify cyber conflict so that it takes on a life of its 
own with diminishing room for strategic choice by policymakers. Table 1.1 
summarizes our findings.

These findings are likely to have general applicability, applying to the rela-
tionship between the United States and its major cyber adversaries of Iran, 
North Korea, Russia, and China, and to relationships between rivals such as 
India and Pakistan.

The first section of this article defines key concepts: stability, escalation, 
and the new US cyber strategy of persistent engagement. We then examine 
the strong evidence supporting the argument that the use of cyber capabilities 
has generally not been destabilizing or escalatory (in the sense of leading to 
a larger, traditional conflict), and the theories as to why this is so. Next, we 
explore the circumstances under which this happy situation might change, 
with cyber capabilities inviting war. There are also sections on feedback loops 
in cyber conflict and the poorly understood role of surprise. We conclude with 
implications and recommendations for policymakers.

Concepts Old and New

Situational cyber stability links concepts which are rather  old –  including sta-
bility, escalation, and  intensification –  with concepts that are quite new, such 
as persistent engagement. It is worth explaining each concept in detail. 
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Stability 

The technical definition of stability is negative feedback in the sense that moving 
a system in one direction calls up pressures or forces that move it back toward 
its original position This contrasts with positive feedback, in which movement in 
one direction leads to greater movement in that direction.9

In Cold War security literature, scholars distinguished between arms-race 
or strategic stability and crisis stability.10 These concepts can be used quite suc-
cessfully to analyze cyber conflict. Traditionally, arms- race stability meant that 
building a weapon or a force posture would lead to negative feedback encour-
aging the other side to build fewer or less dangerous weapons. This contrasts 
with a situation of positive feedback, in which more spending or building 
by one side would lead to more spending or building by the other side. The 
research here was highly debated, in part because data on Soviet spending were 
highly unreliable and arms procurement involved long time lags.

Crisis stability in a Cold War context meant that the moves that one side 
took in a crisis reduced the incentives for the other side to do something 
 dangerous –  in the extreme case, to start a war. The standard argument was 
that vulnerable weapons systems or force postures invited an attack, thus 
increasing crisis instability.

Escalation and Intensification

In the Cold War, scholars made the simple distinction between vertical escalation 
(increased intensity of violence) and horizontal escalation (geographic spread). 
The implication was that escalation brought one closer to all- out war. But, as 
with NATO’s then- doctrine of “escalating to de- escalate,” the reverse could 
also be the case.11

In cyber conflict, horizontal escalation has come to mean intensification 
within cyberspace itself and is generally considered less serious compared to 
vertical escalation out of cyberspace to the use of lethal, kinetic weapons. 
Martin Libicki defines escalation as “an increase in the intensity or scope of 
conflict that crosses threshold(s) considered significant by one or more of the 
participants.” Intensity is both “number of troops committed to the fight” 
(measuring inputs, comparable to sending more infantry and Marines to 
Afghanistan) and cyber operations that have a more significant impact (meas-
uring outputs or effects).12 Libicki also adds a third element, determining if one 
incident was in response to another. We fully agree with the first two elements 
though, as we explore further below, we believe the third element may be 
unnecessary.
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Persistent Engagement

Within the US military over the last two decades, the predominant image for 
what defined cyber success was rooted in Cold War traditions of deterrence: 
stability is achieved by having fearsome cyber capabilities and an understood 
willingness to use them if pressed. Since early 2018, thanks in large part to the 
work of several IR scholars, this has shifted to a different assessment: to achieve 
stability, the military must not only possess capabilities, but also routinely use 
them to counter adversaries.

The US Cyber Command vision in 2018 insisted on the need for fewer 
operational constraints. This would allow them to “defend forward,” and 
“pursue attackers across networks and systems.” With this agility, they can take 
the initiative to introduce “tactical  friction . . .  compelling [adversaries] to shift 
resources to defense and reduce attacks.”13 In addition, persistent engagement 
is expected to enable “tacit bargaining,” as each side develops “more stable 
expectations of acceptable and unacceptable behavior,” through repeated 
engagements.14 Deterrence is expected to play a role as well, especially through 
cumulative frustration of adversary operations.15

Though persistent engagement is still in some sense an  escalation –  as it 
involves a more intense US response to cyber  aggression –  proponents argue 
it can “improve security and stability,” because US adversaries will back off 
due to friction, tacit bargaining, and deterrence.16 The argument that persis-
tent engagement leads to stability requires the assumption that a more forward 
defense introduces negative feedback, to bring activity back toward historical 
(or agreed- to) levels. It is also possible, of course, that a more engaged forward 
defense might have the opposite  effect –  creating positive feedback where 
adversaries see the new, more active US position as a challenge to meet, rather 
than back away from.17

Many academics have cast doubt on whether cyber capabilities are effective 
means of coercion,18 are effective on the battlefield,19 or provide asymmetric 
and substantial advantage to attackers over defenders.20 This chapter will argue 
that policymakers and militaries are generally acting as if cyber does give a 
substantial advantage against other states, before and during crises as well as on 
the battlefield.

Pressure Release: Cyber Capabilities Generally Not Escalatory 
During “Peacetime”

Cyber conflict has not escalated into more traditional kinetic conflict. In 2013, 
one of us looked back at the history of cyber conflict and wrote that “nations 
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have not sought to cause massive  damage . . .  outside of larger geo- political 
conflicts” and “have stayed well under the threshold of conducting full- scale 
strategic cyber warfare and have thus created a de facto norm.”21 Newer 
research has significantly expanded such assessments.

During times of general peace and stability, or when all participants strongly 
want to limit their conflict, cyber capabilities have been dampening, providing 
negative feedback to geopolitical crises. States have not responded kinetically 
to cyber attacks from other states. Even the responses to the most provocative 
 incidents –  those which came closest to the level of an armed  attack –  have 
been non- kinetic and mild (or perhaps covert and not yet known). As summa-
rized by Martin Libicki: “rarely do events in  cyberspace –  much less escalation 
in  cyberspace –  lead to serious responses.”22

Perhaps the most comprehensive quantitative analysis on cyber incidents, 
by Brandon Valeriano, Ryan Maness, and Benjamin Jensen, found that “Rivals 
tend to respond only to lower- level incidents and the response tends to check 
the intrusion as opposed to seek escalation  dominance . . .  These incidents are 
usually ‘tit- for- tat’ type responses.”23

Why do cyber capabilities act as a pressure release? Josh Rovner has com-
pellingly argued that states see cyber competition largely as an intelligence 
contest which operates under different rules than a military one: “cyber oper-
ations may provide a non- kinetic option for leaders who feel pressure to act in 
a crisis, but who are wary of using force.”24 There are no clearer examples than 
the US- Iran conflict. President Donald Trump, wanting to punish Iran for 
attacks on oil tankers and downing a US drone in June 2019, canceled punitive 
US airstrikes out of fears of the casualties they would cause but allowed non- 
lethal cyber disruption of Iranian computer systems.25 Likewise, according to 
anonymous US intelligence sources for The New York Times, “Iran’s supreme 
leader has blocked any large, direct retaliation to the United States, at least for 
now, allowing only cyberactivity to flourish.”26

Valeriano and Jensen argue that this is partly because cyber capabilities 
“offer great powers escalatory offramps [and] signaling mechanisms” and can 
“shape an adversary”s behavior without engaging military forces and risking 
escalation.”27 Michael Fischerkeller and Richard Harknett likewise describe 
the “cyber strategic competitive space short of armed conflict” where states 
“design operations to generate a range of  damage . . .  short of internationally 
agreed upon definitions of use of force and armed attack.”28 Adversaries have 
“tacitly agreed on lower and upper bounds” and accordingly “have mutual 
interests in avoiding escalation to violent conflict.”29

Erica Borghard and Shawn Lonergan root their explanation less in the 
motivations of states than in the specific characteristics of cyber capabilities, 
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which render them “imperfect tools of escalation.” Capabilities may not be 
ready in time for a sudden crisis and have uncertain and often limited effects; 
their use creates important trade- offs (such as revealing specific, closable vul-
nerabilities); and there are few appropriate kinetic response options.30

Through survey data, Sarah Kreps and Jacquelyn Schneider found that “for 
the American public, cyberattacks are qualitatively different from those of sim-
ilar magnitude from other domains,” so that “Americans are far more reluctant 
to escalate in the cyber domain than  for . . .  conventional or nuclear attack” 
with the same impact.31 This, they argued, reinforces a  firebreak –  a sharp 
 discontinuity –  between cyber and kinetic conflict.

Situational Cyber Stability: When Cyber Capabilities Can Be 
Destabilizing

To sum up the previous section: cyber conflict has not escalated and there 
are strong, theory- backed reasons why it provides negative feedback, as a 
pressure release defusing geopolitical crises. We agree with these conclusions, 
which explain why cyber conflict has not yet escalated and may not in future. 
However, we believe they hold only if the next few decades generally resem-
ble the past few. This stability is situational, and we see three major, interre-
lated reasons why it may change, which we term Spark, Bring Out the Big 
Guns, and the Escalation Inversion. In short, cyber conflicts and competition 
are intensifying over increasing stakes and might inadvertently or intentionally 
spark a larger conflict; there is a higher likelihood of acute crises, far worse than 
the relatively bland geopolitical conditions of the past decades; and in times 
of acute crisis, the dynamics go through an inversion, encouraging rather than 
suppressing escalation.

Spark: Cyber Conflict can Cause Acute Geopolitical Crises 

As cyberspace becomes increasingly existential for economies and societies, 
states compete more aggressively over the same cyber terrain and treasure. In 
such circumstances, cyber capabilities add positive feedback, intensifying con-
flict within cyberspace. Ben Buchanan has featured some of these dynamics in 
his book, The Cybersecurity Dilemma. If a “potential adversary bolsters its own 
security by increasing its methods of secrecy and ratcheting up intrusive collec-
tion of its  own –  or by shooting back at the  collectors –  the first state will often 
feel a need to respond” with “still more intrusive collection.”32 This situation is 
one which can easily notch upward but only, with great difficulty, be reversed. 
This section will summarize the relevant dynamics of cyber conflict, establish 
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that conflict is escalating in cyberspace, and discuss how this dangerous mix of 
factors can spark war.

Escalation in cyberspace
Cyber conflict and competition are intensifying. A cyber incident might cross 
the threshold into armed conflict either through a sense of impunity or through 
miscalculation or mistake. Alternatively, the cyber attack might be brazen or 
reckless enough to demand a muscular response from the target state. Libicki’s 
framework of cyber escalation requires three elements: an increase in intensity, 
the crossing of significant thresholds, and causal links between cyber incidents 
(that is, “one attack is in response to another”).33

We believe the first two elements are important and it is not necessary to 
balance each incident with its tit- for- tat response. Cyber conflict can be esca-
latory even if there is not a direct retaliation (“you did A so we will do X”) but 
rather a trend over time (“we caught you doing A and B, and suspect you of  C 
. . .  so we”ll do X and Y and for good measure see no reason to further hold 
off on Z”). It is through this larger picture, the series of campaigns and capabil-
ities, that the escalatory mechanics become obvious. Despite no provable chain 
of causation from A to Z, the series can show evidence of intensification and 
ignored thresholds, if the direction and magnitude of the vector are consistent 
over a long period of time. A full analysis of escalation requires its own paper, 
but as an initial analysis we have selected four points over forty years, each 
separated by a decade, in order to illustrate this trend.

First, in 1988, nations did not have major cyber organizations. Within the 
US Department of Defense, there were small groups planning and conducting 
offensive operations, but there was no dedicated civilian defensive team in the 
United States until the creation of the Computer Emergency Response Team, 
funded by the Defense Department, in November 1988. There were signif-
icant incidents, such as the Morris worm and a case known as the Cuckoo’s 
Egg, in which German hackers who searched for information on US ballistic 
missile defense technologies then passed their finds along to the Soviet KGB. 
However shocking at the time, those incidents still had quite modest scope, 
duration, and intensity.34

Second, ten years later, in 1998, the first combat cyber unit, the 609th 
Information Warfare Squadron of the US Air Force, had already been in exist-
ence for three years, with ninety- three officers and enlisted persons.35 The 
first major cyber bank heist had been in 1995 against Citibank, while the US 
military created the first cyber command in 1998 in response to the inter-
nal Eligible Receiver exercise and Solar Sunrise incident.36 This command 
was staffed by about two dozen defenders (including one of the authors) and 
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worked with the larger Computer Emergency Response Team and similar 
teams in the military services to defend against and trace the major Moonlight 
Maze espionage case to Russia.37 Within two years, the command expanded 
and took on responsibilities to coordinate offensive operations, growing to 122 
personnel with a US$26 million budget.38

Third, ten years after that, in 2008, Estonia suffered a debilitating cyber 
attack from Russia. Espionage against the United States from Russia became 
increasingly worrisome, including a case known as Buckshot Yankee, where 
Russian spies breached classified networks. Chinese theft of intellectual prop-
erty would be known as the “greatest transfer of wealth in history” by 2012.39 
In direct response to these incidents, the Department of Defense combined 
their dedicated offensive and defensive task forces into a single US Cyber 
Command in 2010.40 What had been a defensive- only command with twenty- 
five people in 1998 grew to cover both offense and defense with a staff of over 
900 by 2011.41

Finally, in the decade leading up to 2018, the United States launched a 
sophisticated cyber assault on Iranian uranium enrichment facilities; Iran 
conducted sustained denial of service attacks on the US financial system; 
North Korea attacked Sony; and Russia disrupted the Ukrainian power grid 
in winter (twice) and the opening ceremony of the Olympics.42 US Cyber 
Command grew to 6,200 personnel just in the operational element, the Cyber 
Mission Force.43 Iran and China created their own cyber commands as did 
the Netherlands,44 the United Kingdom,45 France,46 Singapore,47 Vietnam,48 
Germany,49 and others. If intensification is measured as worsening levels of 
violence, then cyber conflict has intensified across all periods. By 2018, the 
problems faced in 2008 seemed minor and the organizations small and lim-
ited, while the cyber incidents from 1998 and 1988 appeared positively trivial. 
Operations that had appeared risky twenty years before were now routine.

The intensification trend is also clear according to the measurement of 
Libicki’s “number of troops committed to the fight.” The Defense Department 
expanded the central cyber warfighting force from zero in 1988 to 25 in 1998, 
900 in 2011, and at least 6,200 in 2018. The first commander of US Cyber 
Command noted in 2011 that its creation “garnered a great deal of attention 
from other militaries,” which he hoped was not a sign of militariation but rather 
“a reflection of concern.”50 Nations must indeed be concerned, as there are 
now dozens of copycats. Jensen, Valeriano, and Maness, using more quantified 
methods, had similar findings to this qualitative assessment, tracking a strong 
growth of latent cyber power by Russia and China from 2001 through 2014.51

There is no obvious evidence pointing to a decrease or even a plateau 
in the intensity of cyber conflict, or that fewer thresholds are being passed 
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now than ten, twenty, or thirty years ago. The direction and magnitude of 
the change over four decades has marched in only one direction: a relentless 
increase as nations build their organizations and employ them in more frequent 
and more dangerous incidents.

There are three potential criticisms of this assessment. First, few if any 
of these incidents can be proven to have been direct retaliation. The trend 
line is clear enough, however, and incidents have driven the creation of new 
organizations and more assertive strategies. Three generations of US cyber 
defense organizations were in direct response to incidents while General 
Paul Nakasone of US Cyber Command directly links his strategy of persis-
tent engagement to the intransigence of others. Because adversaries have had 
“strategic impact” with their cyber operations, US Cyber Command evolved 
“from a response force to a persistence force.”52 Likewise, Stuxnet “generated 
[a] reaction” from Iran, according to the four- star general then leading US Air 
Force cyber capabilities, and as a result Iran would be “a force to be reckoned 
with” in cyberspace.53

Second, it is possible to argue that these attacks did not violate explicit 
norms or red lines. Yet, in a fast- moving area like cyber, it is reasonable for 
policymakers to only decide post facto that a transgression has occurred. The 
Iranian government did not, to our knowledge, specifically forbid cyber 
destruction of their uranium- enrichment infrastructure. Nor was the US elec-
toral system, at the time of the Russian interference in 2016, specified as crit-
ical infrastructure and thus off- limits under stated US norms. Surely, it is not 
unreasonable to expect a US reaction nonetheless.

Third, it is possible that these trends may not indicate intensification as 
much as increased digital dependence or technological advancement. As the 
numbers of connected devices and networks skyrocketed over forty years, 
it would be no surprise if attacks and organizations scaled as well. We are 
not convinced by this argument, as the statements of participants in cyber 
incidents repeatedly and specifically denounce the intransigence and audac-
ity of others, ratcheting up their response. Nor do we find the advancement 
of technology to be a satisfactory explanation. Adversaries took progressively 
more risks during the forty- year period under examination. Even technically 
similar attacks increased in intensity over time. The 2016 election interfer-
ence was achieved through the hacking of  emails –  a kind of cyber incident 
that was neither rare nor advanced in 1998. Only the Russian audacity to 
release those emails to influence an election was novel. In 2008, both the 
Obama and McCain presidential campaigns suffered Chinese (and also possibly 
Russian) intrusions, but only as passive intelligence collection. The campaigns 
had apparently little concern that the stolen information would be doctored 
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or released.54 By 2018, conflict had intensified so that none could have such 
assurances.

A dangerous mix
Cyber conflict presents a situation that has no obvious parallels in military his-
tory. States covertly experiment with capabilities below the threshold of armed 
attack and implant them in adversary systems well before hostilities, creating an 
“environment in which multiple actors continue to test their adversaries’ tech-
nical capabilities, political resolve, and thresholds,” as the Director of National 
Intelligence testified in 2015.55 Testing of capabilities and resolve will always 
increase the chances of miscalculation and mistakes.

The major cyber  powers –  and more than a few minor  ones –  behave 
greedily in cyberspace. Unhappy with the cyber status quo, they seek to seize 
as much “territory” (computers and servers in other countries; “grey space” in 
the US euphemism) and “high ground” (such as core internet routers) as they 
can.56 Since no one else seems to be showing much restraint, it may seem a 
sucker bet to do so, especially with the growing sense that the advantage lies 
in seizing the initiative.

As US cyber operations are said to play “nice” and do not spread wildly 
or cause collateral damage,57 many argue “the status quo is deteriorating into 
norms that by default are being set by adversaries.”58 Such conclusions, with 
the United States loudly asserting its victimhood, are based on a selective 
choice of evidence. It is easy when reading US official documents to forget 
that the United States was a predator long before it was prey.

US leaders have no problem recognizing that “autocratic  governments . . . 
 view today’s open Internet as a lethal threat to their regimes.” Yet they have 
more difficulty making connections between cause and effect or seeing the 
situation through the eyes of their rivals.59 Adversaries perceive that the United 
States first broke the status quo (by dominating the early internet, pushing for 
a borderless cyberspace, and building a massive early lead in cyber espionage) 
and are hitting back, not acting first. To such states, calls to act “responsibly” 
may appear indistinguishable from acquiescence to a cyberspace inimical to 
their survival.

Adversaries also believe that the US does not play by its own rules. 
According to the US intelligence community, President Vladimir Putin of 
Russia was convinced that the release of embarrassing financial data from the 
Panama Papers was a US covert action. This was partly the cause for Putin’s 
decision to interfere in the US elections, which in turn was met with disrup-
tive attacks on the main Russian troll- farm by US cyber operators.60 Chinese 
leaders may believe that US confidence building and transparency measures, 
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such as discussing a new cyber strategy, are swaggering moves meant to cow 
Beijing.61 Iran’s cyber operations were almost entirely focused on dissidents 
until they were hit by the US- Israeli Stuxnet attack, after which Iran raced to 
build and use its own capabilities. After the revelations of Edward Snowden, 
European allies were astonished by the scope of US espionage and its lack of 
restraint.62

President Trump in 2018 reportedly approved the CIA to conduct signifi-
cantly more operations under less oversight, including “cyberattacks on Iranian 
infrastructure” and “covert hack- and- dump actions aimed at both Iran and 
Russia.”63 Any Russian or Iranian attacks since then may have been reprisals, 
though this would be unknown to researchers, US citizens, and senior gov-
ernment officials and members of Congress without the need to know. There 
are few who know what punches a country is taking, which it is throwing, and 
the causal relationship between the two.

It is therefore misguided to base any cyber policy, theory, or strategy on 
statements that ignore the role US cyber operations have had in shaping the 
status quo. We do not argue there is any ethical equivalence between the cyber 
operations of the United States and other nations. Rather, there may be an 
escalatory equivalence when no one thinks anyone else is paying attention to 
complaints, redlines (tacit or explicit), or perceived norms.

In sum, cyber- induced crises which escalate into larger geopolitical crises 
are more likely in the coming years, fed by this intensification of operations, 
insensitivity to the perceptions of others and a fear of existential digital risks. 
States will increasingly feel angry, paranoid, trigger- happy, and vengeful, and 
they will turn to their militaries for salvation: a chaotic recipe, ripe for error, 
and potentially overwhelming any dampening effects of cyber capabilities. 
Cyberspace is no longer the preserve of researchers, e- commerce sites, and 
nerds. It is now existential to a growing number of states. Advanced states rely 
on connectivity, including the Internet of Things, not just for communication 
but control of the economy and industry. Cyber may be an intelligence con-
test, as Rovner and others  contend –  but if that is true, it is a contest taking 
place inside a $1.35 trillion digital economy (and that is just the contribution 
to the United States) and across insecure technologies that hold citizens’ most 
intimate secrets.64

Bring Out the Big Guns: Acute Crises Invite More Aggressive Cyber Moves

Our second concern is that acute geopolitical  crises –  having little to do with 
cyber  competition –  will be more likely in coming years. Nationalism and 
populism are on the rise, while the mechanisms of global governance which 
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have helped keep a lid on conflicts are steadily eroding. The intensity of acute 
crises, including the threat of great- power war, will create conditions well 
outside the scope of theories on the dampening effects of cyber capabilities.

As one of us has written with Jack Snyder:

Cyber competition has developed during a period of relative peace and 
stability between major powers. Perhaps cyber competition has been below 
the threshold of armed attack simply because after the Cold War, post- 
1991, adversaries have been (relatively) restrained from armed attack in 
all its forms, not just cyber. The desire to avoid escalation, and cyber- as- 
pressure- release, may not be inherent to cyber competition but merely be 
an inherited characteristic from the global balance of power during the 
entire period under consideration. A decay of that geopolitical stability 
could light a match to significantly different and worsening cyber compe-
tition.65

In such a case, states may be unwilling to keep the tacit agreements of quieter 
times, limiting themselves to the relative restraint of an intelligence contest in 
cyberspace. If not all participants are strongly committed to limiting the con-
flict, then cyber will not be a reliable pressure release.

Harknett and Fischerkeller acknowledge the scope conditions of their own 
work, clarifying their prescriptions only apply to the “competitive space short 
of armed conflict” and not the “competitive space of armed conflict.”66 The 
barrier between the two may be quite thin, and the “grey zone” below the 
level or armed conflict may be narrower than policymakers, practitioners, and 
academics expect. A higher risk of crises also weakens the dampening effects 
cited by Borghard and Lonergan. States will use their stockpiled capabilities, 
accepting the higher risk of using uncertain capabilities and caring less about 
the trade- offs.67 Adversaries on the receiving end of riskier, more dangerous 
attacks during a geopolitical crisis will feel less restraint in choosing harsh, even 
kinetic, responses.

Escalation Inversion: Dynamics Tempt Early Use in Acute Crises 

The third concern of cyber situational stability is that the use (or fear) of cyber 
capabilities will escalate acute geopolitical crises. When major national interests 
are at stake, with the real threat of war, different dynamics of cyber conflict 
come into play. Indeed, for Erik Gartzke and Jon Lindsay, “The same strategic 
logic that leads us to view cyberwar as a limited political instrument in most 
situations also leads us to view it as incredibly destabilizing in rare situations.”68 
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As crises intensify, the perceived advantage of going first will tempt many 
adversaries to conduct cyber attacks they might have withheld otherwise, 
overstressing the normal pressure- release mechanisms and encouraging rather 
than dampening escalation. Cyber capabilities may be to World War Three as 
mobilisation timelines were to World War One.

It is not terribly relevant whether cyber capabilities actually have such a 
strategic, surprise impact. Policymakers and elites seem to believe they can, 
as is made evident by the intensification discussed above, the reinforcing of 
critical infrastructure against cyber attacks, and the nearly thirty- year lifetime 
of the concept of a cyber Pearl  Harbor –  a sudden and major cyber attack that 
is carried out with no warning. If states launch a major cyber attack hoping for 
a surprise, strategic impact, taking such a shot and missing may lead to just as 
severe a backlash as succeeding, unless the successful defenders decide to shrug 
it  off –  unlikely in the middle of a major geopolitical crisis. If the cyber attack 
becomes publicly known, the policymakers may have no choice but to make 
a muscular response.

Because cyber capabilities are seen to favor the attacker or the actor taking 
the initiative, “incentives to strike first could turn crises into wars.”69 This 
effect is exacerbated if a nation simultaneously has ineffective defenses yet 
brags, as the Chairman of the US Joint Chiefs of Staff has done, of “incredible 
offensive capability” to “deter [adversaries] from conducting attacks.”70 As one 
of the authors has written elsewhere:

Sixty years ago, during the Cold War, the preferred plan of Strategic Air 
Command (SAC) was to maximize striking potential by basing nuclear- 
armed bombers as close as possible to the Soviet Union. Albert Wohlstetter 
wrote in a RAND Corp. report that this invited a surprise attack: The bomb-
ers and tankers parked on those bases would be both existentially threaten-
ing to the Soviet Union and themselves vulnerable to a Soviet nuclear  attack 
. . .  The combination of a terrifying offense and weak defense would create 
perverse incentives for the Soviet leadership to launch a disarming strike as 
early as possible in any crisis . . . [S]ome adversaries will choose the surprise 
attack rather than waiting to face off with the deadliest gunfighter around. 
Indeed, the more the gunfighter improves on and boasts about his deadli-
ness, the more he brandishes his pistols, the more incentive there is to get 
the drop on him, especially if a fight seems inevitable anyhow.71

A report on US- Russia crisis stability co- authored by Jim Miller, the former 
third- ranking Pentagon official, notes these larger dynamics of drawing first, 
before the other guy draws on you:
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Cyberspace and outer space offer the attacker a very attractive combina-
tion: the potential for high impact on the other side’s military, with the 
potential for limited, or even no, direct casualties . . . [T]here are likely 
to be strong incentives on each side to use these capabilities in large doses 
early in a major conflict to gain coercive and military  advantage –  and to 
attempt to prevent the other side from gaining such advantage. The incen-
tive to use cyber weapons during a crisis or early in a conflict are therefore 
significant, due to the very nature of the weapons themselves. Combatants 
may worry that an adversary will take measures to reduce its cyber vulner-
ability, providing reason to strike early while the window to do so effec-
tively appears open.72

Miller believes that “The incentives to start any military conflict with a signif-
icant attack in cyberspace and outer space,” and to do so before an adversary, 
“are enormous.” This effect is magnified if an adversary believes that strategic 
weapon systems (especially nuclear weapons or nuclear command and control) 
and space- based intelligence and detection systems may be vulnerable to a 
blinding or disarming cyber strike. Since the United States military may seem 
otherwise unbeatable, an adversary’s “weakness may compel him to compen-
sate with audacity in order to redress the balance.”

In this situation, the sense that cyber is a pressure- release valve becomes 
positively dangerous. Optimism can be a self- denying prophecy. If decision- 
makers believe that the system will be stable regardless of their actions, they 
will act uncaringly, in a way that ultimately destabilizes that system. If a little 
cyber is stabilizing, then a lot more cyber should be even better.

The findings of Kreps and Schneider, based on surveys of the American 
public, suggest a firebreak (a clear delineation, perhaps even associated with a 
taboo) between cyber and kinetic conflict. In their experiment, a cyber attack 
with a given impact (such as destruction of a power plant) was seen as less 
severe than a kinetic effect with the same impact. Americans were “consider-
ably more restrained when it comes to aggressive retaliatory actions involving 
the use of force” to respond to cyber attacks. This finding may tell us less about 
firebreaks than about potshots. If the United States will not take a surprise 
cyber attack too seriously, even if it caused death and destruction, why not 
take such a shot? Rather than seeing this survey as soothing evidence, we fear 
it demonstrates worryingly destabilizing dynamics.

As it was for the Japanese in 1941, the question may become: if not 
now,  when? And if not this way, how? The short shelf life of cyber 
 capabilities may force use- or- lose choices once an adversary expects a con-
flict. If you have secret torpedoes which can be used in shallow harbors 
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like Pearl Harbor, and conflict seems inevitable, why not use these weapons 
in a surprise attack before the adversary can counter your exquisite advan-
tage? 

Answering The Stability Question: Does Cyberspace Encourage 
Positive and Negative Feedback?

The accuracy of any analysis of cyber stability depends on whether cyber-
space and cyber conflict are marked primarily by positive or negative feedback. 
Strategies and theories are often built on an implicit assumption of relative 
 stability –  that since it has been stable in the past it will continue to be so in 
the future.

If the overall system is marked by negative feedback, then it is like a nice, 
solid car, engineered for balance and tolerant of mistakes, such as those made 
by young and inexperienced drivers. If this holds for cyber conflict, the fluc-
tuations caused by aggressive cyber moves by states, even during acute crises, 
will calm over time. The concerns of Spark, Bring Out the Big Guns, and the 
Escalation Inversion mechanisms will remain largely theoretical in the face of 
continued pressure release.

If the system is marked by positive feedback, though, then it is more like a 
clunky jalopy driven on icy roads. Relatively tiny inputs are all it can take to 
induce wild swings, which amplify unless actively and expertly countered by 
an alert driver. At some point, the driver is no longer in control, as the dynam-
ics take on a life of their own with little role for steering input (or strategic 
choices). Cyber attacks, in this model, beget worse cyber attacks, eventually 
throwing the system out of whack, especially through Spark, but also Bring 
Out the Big Guns or an Escalation Inversion.

Our own preliminary conclusion is that cyber conflict induces positive 
feedback. In 1978, one of us wrote that security dilemmas of spiraling esca-
lation between rivals would be “doubly dangerous,” if it is hard to distin-
guish offense from defense and the offense has the overall advantage. Each side 
would see even defensive moves as escalatory and because defense was feckless, 
the “incentives to strike first could turn crises into wars.”73 In our view, cyber 
conflict is more than doubly dangerous, for the following reasons:

1. Offense and taking the initiative are seen to have the  advantage –  certainly 
in perception and perhaps in fact.

2. It is hard to distinguish offense from defense, but also from espionage, sub-
version, sabotage, or contingency preparation for some future attack.

3. There are such low barriers to entry that many states (and non- state groups) 
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are involved, producing a more complex situation than the dyadic US- 
Soviet confrontation of the Cold War.

4. Capabilities are not just kept in arsenal but  used –  covertly and with per-
ceptions of impunity.

5. The complexity of cyberspace means even expert practitioners cannot 
understand it well, leading to a significant chance of cascading effects, 
while its novelty and otherness mean policymakers face greater uncertainty, 
expanding the role of miscalculation and mistake.74

Systems dominated by positive feedback “are characterized by a self- impelled 
‘switch’ or discontinuity between two extreme states.”75 Cyber conflict may be 
relatively stable now only because the tipping point has not yet been reached. 
After that, there may be a new, harsher  reality –  where there are more preda-
tors than  prey –  from which it will be hard to return. 

It is understandable for the US Department of Defense to pursue offense, 
which seems to have the advantage, as the best defense. But the cost of the 
new strategy of persistent engagement to suppress modest operations today 
may be the creation of even more aggressive and brazen adversaries tomor-
row.

The Role of Surprise

Surprise is an important factor in our analysis of situational cyber stability and 
worth exploring in more depth. There are no references to surprise in the 
most- recent US Department of Defense Cyber Strategy, nor in earlier versions 
dating back to 2006.76 Military cyber doctrine has been similarly silent, other 
than unhelpfully saying that surprise is “germane.”77 The term is also lacking 
from UK cyber strategies and key NATO cyber documents.78

Scholars, fortunately, have covered surprise in more depth. Emily Goldman, 
John Surdu, and Michael Weaver were among the first to suggest that “sur-
prise probably plays a larger role in cyberspace than in any other domain.”79 
Erik Gartzke and Jon Lindsay concluded that in cyber conflict one element 
of surprise, that of deception, is more central than in other kinds of warfare: 
“attackers who fail to be deceptive will find that the vulnerabilities on which 
they depend will readily be patched and access vectors will be closed.”80 Ben 
Buchanan, among others, focuses less on the likelihood of surprise than on 
its impact. States hide their operations and capability, so to reduce surprise 
adversaries must use intrusive cyber operations of their own. Such defensive 
espionage operations might be misread as (or, indeed, repurposed for) a future 
surprise attack.81
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James J. Wirtz unpacked the problematic but perennial concept of a cyber 
Pearl Harbor, which conjures “up compelling images of a ‘bolt from the 
blue’ surprise attack in American political and strategic culture,” which might 
induce “catastrophic paralysis rendering [the United States] unable to develop 
a military or politically effective response in wartime.”82 Goldman, Surdu, and 
Warner argue that:

Conditions could entice an adversary to strike a similar, disabling blow 
against the United States in the hope of a quick victory that presents 
America with an undesirable strategic fait accompli with the possibility of 
removing the United States as an active opponent while inflicting minimal 
casualties or damage to US  forces . . .  The burden of escalation would then 
shift to US policymakers, who would have to choose war over political 
compromise.83

Here a surprise cyber attack is not meant to be debilitating, but a sharp jab to 
see if the adversary is actually serious about the geopolitical issue at stake. An 
attacker could also use a sudden cyber raid to “keep the victim reeling when 
his plans dictate he should be reacting”84 or alternatively as a coup de main, 
where the attack is the main effort to settle the military question. Other states 
would of course have a reciprocal fear of such attacks from the United States.

Lawrence Freedman suspects this is overblown: “there is the question of 
what happens after the first blow. How would this turn into a lasting politi-
cal gain?” Cyber troops only occupy virtual territory. Therefore “the victims 
would be expected to respond, even as they struggled to get the lights back on 
and systems working,” even with a “classical military response.”85

Across this literature, “surprise” is often quite a broad and ill- defined term. 
We find five related  meanings –  different ways that “surprise” applies to situ-
ational cyber stability. First, deception, concealment, and trickery are central 
to almost all cyber operations.86 Second, cyber capabilities lend themselves to 
surprise because they can be unexpected or unforeseen as a new technological 
capability; an unexpected target; an unforeseen intensity, impact, or timing; 
unforeseen trends; and unexpected means. Third, cyber conflict is frequently 
marked by being sudden or fast.87 Fourth, they are frequently audacious or 
daring.88 Lastly, but most important for stability, cyber capabilities are likely to 
be used to attack early in a conflict, even as an opening strike.89 This is, after 
all, central to the Cyber Pearl Harbor concept.

Any theory or strategy which limits itself to a subset of these meanings of 
surprise is likely to fall short. Deception is more relevant to tactical cyber oper-
ations than escalation and stability. The middle three (unexpected or unfore-
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seen, sudden or fast, audacious or daring) combine their effects to increase the 
danger of a Spark, the first category of instability in which competition and 
conflict in cyberspace are the root causes of an acute geopolitical crisis. The last 
(early use in conflict) drives the escalation inversion, where cyber capabilities 
can accelerate the rush to war.

In most of the major cyber incidents to date, cyber defenders knew that 
such attacks were possible. After each, there have been experts who said, 
“Well, this shouldn’t be a surprise. I’ve been saying for years it was bound 
to happen sometime.” Indeed, Miller believes “a cyber surprise attack would 
be the least surprising of all the unsurprising ‘surprise attacks.’”90 As in almost 
all such attacks, “the striking  thing . . .  is that in retrospect one can never 
quite understand” how the surprise ended up being quite so surprising.91 Pearl 
Harbor was presaged by Port Arthur in 1904 and Taranto in  1940 –  in each 
instance, naval forces in port were caught off- guard by a sudden assault. Even 
defenders who can extrapolate from past trends are caught out by the specifics: 
the who, when, where, how, and how bad. 

Surprise in cyberspace will be more destabilizing than in other domains, 
because the characteristics of cyber operations lend themselves to surprising 
uses across all five meanings of surprise. They rely on deception and trickery; 
enable the unexpected and unforeseen; are sudden and fast, audacious and 
daring; and especially useful early in a conflict. There are also significant first- 
use pressures, as they may make a security dilemma more dangerous. Because 
cyber capabilities are not easily observable, it is extremely difficult to assess an 
adversary’s order of battle or relative strengths, or to detect the equivalent of 
tanks massing on the border. Any particular attack might have an asymmetric 
impact, keeping defenders on perpetual and exhaustive high alert.

There is also a nearly limitless realm of the possible. Cyber capabilities can 
bypass fielded military forces to affect a nearly limitless range of an adversary’s 
society, economy, and psychology. The pace of innovation and dependence 
creates countless paths to attain technical surprise and the use of “existing 
weapons and forces in new and different ways.”92 Even more so than in other 
kinds of intelligence warning, “there are few limits on what can be imagined” 
so defenders have less chance of assessing “where a blow may strike.”93 Because 
everything is interconnected and deeply dependent, cyber capabilities offer 
an attacker more opportunities to shift the correlation of forces in their favor. 
Some experts assert that “[c]yber attack does not threaten crippling surprise or 
existential risk,” as past attacks only disrupted computer components which 
can be replaced relatively quickly.94 Yet this misses the scope of potential future 
cyber attacks. With the Internet of Things and cyber- physical systems, attacks 
now impact electrical grids, pipelines, and dams, objects made of  concrete and 
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steel. The potential impact of and opportunities for surprise attacks will soar in 
unappreciated ways.

There is lastly a high potential for mistake and miscalculation. The novel 
nature of cyber attacks means adversaries are likelier to misjudge how their 
operations will be perceived by the recipient. The attacker might believe their 
attack is within norms, justified because it is a tit- for- tat reprisal, or similar to 
past operations which were met with indifference. Cyber attacks are likely 
to flop (or worse, messily cascade) if not backed by meticulous intelligence, 
careful planning, and extensive  testing –  though these only reduce, rather than 
eliminate, the risks. Mistakes can take the adversary (and indeed, the attacker) 
by surprise, as happened to the North Koreans and Russians with WannaCry 
and NotPetya.95

During the Cuban Missile Crisis, US Navy commanders “kept down” 
Soviet submarines with depth charges, even at the height of the crisis, because 
that was the established, doctrinally correct procedure.96 This nonchalant 
aggression, based on a standard operating procedure approved in more peace-
ful times, complicated US- Soviet signaling and courted thermonuclear  disaster 
–  if a submarine crew felt war had already started and use their nuclear- tipped 
torpedoes. Before the peak of the next Cuban Missile Crisis- style emergency, 
each state will be aggressively burrowing into each other’s networks for advan-
tage. Those cyber  teams –  often proxies or only loosely under a command 
 hierarchy –  will have even more operational leeway to punch and counter-
punch than the Navy commanders of the 1960s. A large number of tactical 
commanders, often not under strict command and control, can unleash dan-
gerous cyber capabilities and might be itching for a fight more than their sen-
iors. Any mistake, by any side, might prompt an escalation, unexpected and 
unwanted, by the leadership of either side. The tempo of the situation can take 
on a life of its own, leaving less room for strategic choice.

Lessons for Stability

During relative peacetime, it is likely that cyber capabilities will continue to 
operate as a pressure release. However, at some point in the future, cyber 
capabilities will be the root cause of a major geopolitical crisis, through mech-
anisms of Spark, Bring Out the Big Guns, or the Escalation Inversion. States 
will engage in riskier behavior during crises, either because the stakes of the 
game remove their earlier inhibitions or because they will act to get their cyber 
strike in before the real shooting starts. From this analysis, we draw important 
lessons for stability across three areas.
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New Models Required for Stability in Cyberspace

Stability and escalation in cyberspace work differently. To adapt to cyber situ-
ational stability, the existing language and models used by the national security 
community and international relations are insufficient and should be avoided, 
treated cautiously, or reconceptualized altogether.

Do not rely on “ladders of escalation”
Herman Kahn introduced “ladders of escalation”: a hierarchical ranking of a 
set of actions and responses to understand the relationship of conventional and 
nuclear war.97 The concept does not translate well to cyber conflict. Indeed, as 
Rebecca Hersman has written, the entire “new era of strategic competition” 
will be less predictable due to “intrusive digital information technologies, 
advanced dual- use military capabilities, and diffused global power structures” 
which will open “alternative and less predictable escalatory pathways.”98 
Cyberspace underpins every aspect of modern society and economy. Cyber- 
escalation ladders will have such narrow bounds that a cunning adversary can 
find plenty of asymmetric vectors of aggression. There is not just one ladder, 
but  many –  if adversaries cannot escalate on one, they can jump horizontally 
to another.

Reduce one-sided knowledge
During the Cold War, Soviet military moves and capabilities were closely 
guarded secrets in the West, but relative government transparency and a free 
press ensured that the United States and NATO were open books in compar-
ison. In cyber conflict, attacks from China, Russia, Iran, and North Korea are 
regularly splashed across the news, while those of the United States remain 
heavily classified.

Of the roughly 1.2 million people in the US government who hold at 
least a top- secret security clearance, probably only a few dozen  people –  in 
the National Security Council, Department of Defense, and Intelligence 
 Community –  know the totality of US operations against a particular adversary 
and its own operations against the United States.99 When there is a leak about 
US capabilities and operations, US government personnel with clearances are 
forbidden to look, meaning they may actually know less about US operations 
than their adversaries or the informed public.100

American adversaries end up in a similar place but by a different path, as 
their governments typically have less strict controls over their cyber forces.101 
Their leadership may only have a dim sense of what the malfeasance is being 
done ostensibly on their nation’s behalf, but likely still have their own national 



jason healey and robert jervis42

security experts and cyber defenders regaling them with tales of horror of what 
the United States is suspected of doing.

Accordingly, it is especially hard to develop a balanced, objective, or 
common understanding of the rights and wrongs, moves, and countermoves. 
Cause and effect become nearly impossible to distinguish. There are few rec-
ommendations here other than unilateral ones. The national security commu-
nity must declassify and break down compartments to combat cognitive bias. 
The current situation –yelping about the adversary’s punches but classifying 
one’s  own –  is not tenable, leading to a biased view of cyber conflict that 
is poisonous in an open democracy. The US transparency over Operation 
Glowing Symphony, the cyber campaign against Islamic State, is an astounding 
case study in openness.102 But more should be done with respect to operations 
directed against state adversaries who can shoot back, like Iran. 

Missing Mechanisms for Stability that Must be Developed

The risks of accidental or inadvertent escalation in situational cyber stability 
require an emphasis on signaling, firebreaks, and off- ramps to deal specifically 
with cyber conflict. These must feature more prominently within policies, 
strategies, and projects.

Lack of effective signalling
It is particularly difficult in the cyber arena to signal resolve, intent, or dis-
pleasure, because there are few accepted rules and no clear escalation ladder.103 
There is little direct communication between major rivals. The mechanisms 
are either low- level and technical or high- level and political. While useful, 
neither is routine, timely, or useful for operational signaling.

China’s leadership is still incensed over the US indictment of five army 
cyber officers and has banned military- to- military contacts.104 While the US- 
Russian “cyber hotline” does connect the White House with the Kremlin, 
this is useful only for sending political messages, not for managing fast- moving 
crises. To punish Russia’s invasion of Ukraine, the US Congress outlawed the 
more operationally relevant military- to- military contact.105 The United States 
does maintain direct links between the Department of Homeland Security and 
its Chinese and Russian counterparts, but these are more useful for exchanging 
technical information between computer emergency response teams.106 

Even in the best case, the US government may know the signal it is sending 
but cannot be sure of the signal being received. Feedback to avert and mini-
mise crises will be delayed, unclear, and not relayed directly between the key 
participants until new hotlines are created or substituted with back- channel 
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conversations by former policymakers and flag- level officers. These efforts 
must be lavishly  funded –  and will still be comparatively  cheap –  as a powerful 
negative- feedback hedge to a more aggressive persistent engagement.

Difficulty reaching global norms
International norms of behavior for cyber conflict will always be problematic: 
general principles have huge loopholes and can be ignored by states seeking 
advantages, while specific norms can usually be circumvented. Many destabi-
lising, brazen, and reckless attacks have not violated the letter of US norms.107 
Neither the North Korean attack on Sony Motion Pictures in 2014 nor the 
Russian interference in US elections in 2016 technically violated the stated US 
norm proscribing attacks on “critical infrastructure.” In other cases, it seems 
the United States wants norms for thee but not for me. For example, Chinese 
espionage into the Office of Personnel Management should have been unob-
jectionable per US statements. It was, in the words of a former head of CIA 
and NSA, “honorable espionage work.” as the office was a “legitimate foreign 
intelligence target.”108 But yet the Obama administration decided to “retali-
ate.”109

We believe there is little prospect for norms that are specific, binding, 
and global. Policymakers should instead push for a set of norms that attains at 
least two of these criteria, while collectively building toward a solution with 
all three. For example, the 2019 “Joint Statement on Advancing Responsible 
State Behavior in Cyberspace” brought together twenty- seven like- minded 
Western democracies to call out specific norms and “work together on a vol-
untary basis to hold states accountable when they act contrary to this frame-
work [because] there must be consequences for bad behavior in cyberspace.”110

Defense is likely the best defense
There is certainly a role for the new US concepts of persistent engagement 
and defending forward. When Russian cyber operatives disrupt the opening 
ceremony of the Olympic games111 and North Koreans conduct cyber bank 
heists around the world, it seems disingenuous to badmouth US countermeas-
ures as being escalatory. It is destabilizing, however, to elevate the operational 
concept of persistent engagement to a strategy, given the likelihood of desta-
bilizing positive feedback.

A better option is for policymakers to reverse attacker advantage though 
“leverage.” The New York Cyber Task Force analyzed five decades of 
“technology, operational, and policy innovations which most advantage the 
defender” and concluded a more defense- advantage cyberspace is possible with 
technical solutions that can scale across the entire internet (rather than just one 
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enterprise at a time) and fresh investment in operational and process innova-
tions.112

If cyberspace were more advantageous to the defender, many of the most 
destabilizing dynamics would lose force with higher barriers of entry leading to 
fewer capable adversaries and fewer serious attacks. Since fewer attacks might 
be catastrophic, the pressure for counter- offensive operations would be dimin-
ished with more room for agreement and norm building.

Measurement
This chapter has summarized much research on cyber stability and instabil-
ity, escalation and de- escalation. Almost nothing of this research is based on 
significant measurement of what actions lead to what responses over time. 
Previous work co- authored by one of us with Neil Jenkins has proposed sev-
eral frameworks to measure if persistent engagement is correlated with changes 
in adversary behavior:

The advocates of persistent engagement and deterrence suggest it should 
have a substantial, perhaps unprecedented impact on adversary behavior. 
Anything other than a correspondingly strong reduction [in such behavior] 
suggests that the policy may not be working as intended. If the trend signif-
icantly worsens, it may be that a hypothesis that the new policy is inciting 
adversaries is a better fit to the curve.113

Such measurement need only be concerned with the direction and magnitude 
of the vector: is adversary behavior  changing –  or cyberspace becoming more 
stable or  instable –  and how fast? Categorizing and tracking this over time 
would be inexpensive and a worthy investment.

Hedge against Cyber Surprise

Military surprise in the initial phase of war usually succeeds, especially against 
the United States.114 Our colleague Dick Betts wrote thirty- five years ago: 
“Some other problems may be more important [than preparing for surprise 
attack] but most of them are better understood.”115 Attention from academics, 
military professionals, intelligence officials, and policymakers to understand and 
counter the role of surprise cyber attack will have a low cost but high payoff.

The detection and attribution gaps
During the Cold War, both sides were wary of the danger of a surprise nuclear 
attack. It was stabilizing for each side to have capabilities to rapidly and reliably 
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detect missile launches. The nuclear warfighters of the Strategic Air Command 
(and presumably their brethren in the Soviet Union) may not have liked the 
reduction of operational surprise, but the need for stability meant policymakers 
had an easy time overruling their concerns. Such “national technical means” 
were critical to stability and arms control and both nations agreed to have 
“open skies” to one another, allowed observation of major exercises, and 
reported major troop presence and movements in Europe. It was then and is 
still now stabilizing for each nation to possess a secure second- strike capability, 
as neither nation need worry quite as much about a debilitating first strike.

None of these stabilising factors applies to cyber conflict. The value of 
cyber operations, and the critical need for them to stay unobserved and covert, 
means steps to improve mutual visibility are impractical. Because the primary 
use of cyber capabilities today is espionage, mutually beneficial surveillance is 
impossible, leaving weaker powers feeling distinctly insecure. For example, 
one reason China may have difficulty agreeing to cyber norms is China’s weak 
attribution capabilities vis- à-vis the perceived strength of the US government 
and commercial intelligence expertise.116

Here it is far from clear what practical recommendations to make. It is 
unthinkable that the United States might, in the name of stability, assist China 
to boost its attribution capabilities to better detect US cyber operations. Nor 
is it feasible for Russia and the United States develop virtual “open skies” to 
freely transit each other’s networks.

Reduce the probability of surprise
The United States must act to reduce the probability of surprise. Increased 
intelligence and warning are useful but not game- changers unless the intel-
ligence is particularly exquisite, such as persistent access to adversaries’ net-
works. Such dominance is expensive, fleeting, and adds its own destabilizing 
pressure. More useful gains can be had by expanding defenders’ imaginations 
and experience through exercises, experimentation, and curiosity about future 
forms of cyber conflict.117

US and allied militaries must recognize that an initial surprise attack is 
both likely to occur and likely to succeed. And since non- state actors “possess 
a greater range of capabilities than at any time in history,” and cyber security 
and technology companies routinely and agilely respond to critical threats, 
those strategies and doctrines must include cooperative response to deal with 
surprise.118 If the United States wants stability, and not merely superiority, then 
Russia and China (and, to a lesser degree, Iran and North Korea) should also 
have less fear of a surprise cyber attack.
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Reduce the impact of surprise
The United States and its cyber adversaries work hard to avoid surprise attacks 
while simultaneously maximizing their own ability to carry out surprise attacks 
on foes. This is a solid policy in a stable environment but exceptionally risky 
in an unstable one. Perhaps the only way to meaningfully slice though this 
dilemma is through the “defense is the best defense” approach discussed above. 
The United States, the European Union, and China could cooperate to change 
the physics of the internet through new standards and engineering. This would 
stabilize the entire system, reducing the ability to surprise and the gains to be 
had. It would reduce their own offensive capabilities some but potentially 
drastically reduce those of criminal actors, Iran, North Korea, and third- tier 
adversary powers.

Secure cyber, space, and strategic systems
The most dangerous temptation is for a state to believe it can blind or disarm 
its rival’s cyber capabilities, space systems, or nuclear weapons/command and 
control. States must spend resources to secure those systems most essential to 
great- power deterrence and strategic stability. The US Defense Science Board 
proposed a cyber- resilient “thin- line” of strategic forces to reduce the impact 
of surprise attack.119 As Jim Miller shared with us, “cyber- resilience may be as 
important as dispersing bombers and deploying Polaris were in the early days 
of the Cold War.”120 Securing even a slice of space- based intelligence and 
warning systems reduces the temptation for a surprise attack. Space, strategic, 
and cyber forces do not need to be 100 percent resilient, just secure enough 
that an attacker could not have a realistic hope of a disarming attack.

Next Steps for Situational Cyber Stability

In the film comedy Zoolander, a group of not- too- bright male models have a 
gasoline fight at a filling station. Everyone watching is in on the joke: it is only 
a matter of time before one of these imbeciles, oblivious to the danger, lights a 
match. The punchline, a massive fireball, is a surprise to no one.

We hope this analogy to cyber conflict remains a silly  one –  there is no 
comparison to states playing a dangerous game, soaked in vulnerabilities, and 
complacent that no one will light up. But the dynamics of cyber conflict drive 
nearly all states to be greedy, expansionist powers. Every adversary is deeply 
vulnerable and obeying broadly the same  imperatives –  to collect intelligence, 
lay the groundwork for future attacks, and seize terrain in cyberspace to con-
test an adversary’s  operations –  and assuming all others are maximally doing 
the same.121 This competition is not carried out over physical territory but 
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over network infrastructure and information, owned by the private sector and 
the lifeblood of modern economy and society. This drives positive feedback, 
possibly spiraling out of the willful control of the participants.122

If states are frustrated in their ability to achieve meaningful strategic gains, 
this may just fuel additional escalation in cyber capabilities. Each side will go 
back to their legislatures or paymasters, asking for a larger budget and looser 
rules, pointing to the other side’s newly aggressive forward defense as proof 
of their intransigence. Since each side views the others as aggressive, there 
is “no reason to examine one’s own policies,” nor is there a “need to make 
special efforts to demonstrate willingness to reach reasonable settlements.”123 
If concessions will not alter the other’s actions, then restraint can seem a fool’s 
 choice –  until everyone is soaking in gasoline.

Stability and restraint are both unlikely unless adversaries seek stability and 
act with restraint. This will be particularly hard now that the participants are 
engaged in relentless, persistent engagements. Conflict can lead to heightened 
emotions, unwillingness to compromise, and self- righteousness.124 The United 
States believes, probably rightly, that it has showed restraint by eschewing 
large- scale disruptive operations or espionage for commercial gain, and it sets 
great store in how this restraint highlights US interests for a peaceful cyber-
space. But these self- imposed limits have been overshadowed by near- limitless 
political- military espionage. American claims that its pervasive, persistent access 
on the global network is “just espionage” fall flat. Adversaries (and allies) could 
be forgiven for doubting US restraint, given their existential dependence on 
technology largely invented and created in a country seeking to bask in lasting 
cyber pre- eminence.

The technology community has been concerned about balkanization of the 
 internet –  what was once unified is now split by national borders like China’s 
Great Firewall.125 But cyberspace is also being balkanized in another sense, in 
that those involved are incapable of forgetting or forgiving insults they have 
suffered from others and blind to those they themselves have inflicted. Such 
long and selective memories are likely to be as destabilizing in the virtual world 
as in the real. For this and related reasons, “states’ strategic responses should not 
be cyber operations,” but rather sanctions, indictments, trade and immigration 
restrictions, or other levers of power.126

In terms of situational cyber awareness, the long- term goal might go 
beyond stability to  order –  order that players accept out of their own interest 
rather than through hegemonic pressure. For Russia and China to buy into 
such an order, it would need to include limits on cross- border flows of infor-
mation and internet content. Such controls are hard to reconcile with tradi-
tional liberal democratic practice, though the transatlantic political pressure on 
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companies like Facebook and Twitter to better police hate speech, terrorists, 
trolls, and foreign political meddling may make such a grand bargain more 
palatable in future.

If the United States wants a universal order, accepted by friends and rivals 
alike, it will have to make very serious compromises. If US decision- makers 
decide, either positively or through inaction, that they are unwilling to make 
such compromises, then for the duration of the digital age the United States 
will have to enforce its preferences through power. Many, and not just hawks, 
will accept this bargain gladly. But if cyberspace encourages positive feedback, 
it is unlikely to survive the conflict in anything like its form today. At the very 
least, the United States must acknowledge that adversaries see US actions and 
preferences as  destabilizing –  at least to their own domestic order. The aim for 
US policy should not only be combating adversaries but preventing destabili-
zation itself. Stability should be the goal and not a side benefit expected from 
unending confrontation.

In many ways, cyber capabilities possess dynamics opposite to those of 
nuclear weapons.127 By radically decreasing the cost of war, even to a state 
with significant relative disadvantages, cyber capabilities can drastically change 
world politics.
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Preparing the Cyber Battlefield: Assessing a Novel 
Escalation Risk in a Sino- American Crisis

Ben Buchanan and Fiona S. Cunningham

In the context of an increasingly competitive Sino- American relationship, 
US analysts are increasingly concerned about crisis instability, defined as the 
temptation for either country to use force rather than continue to bargain 
diplomatically during a crisis. Scholars and analysts focused on the US- China 
relationship have warned that cyber capabilities could add incentives for either 
the United States or China to use force in a crisis.1 Despite these concerns, 
there is no consensus among cyber scholars that offensive cyber capabilities 
contribute to the risk of great- power political crises escalating into conflicts.2

As the previous chapter by Jason Healey and Robert Jervis has shown, cer-
tain features of cyber capabilities could create new pathways through which a 
great- power crisis could escalate into a conventional conflict. 

This chapter examines one of these novel escalation pathways in the con-
text of the Sino- American relationship: the difficulty of distinguishing between 
hacking for espionage and operational preparation of the environment (OPE), 
an essential precursor to most high- end cyber attacks. This OPE- espionage 
distinction problem creates pathways for inadvertent escalation, which occurs 
“when a combatant deliberately takes actions that it does not perceive to 
be escalatory but are interpreted that way by the enemy,” during a crisis or 
conflict.3 A state could correctly detect an adversary’s OPE and, fearing an 
imminent cyber attack with severe consequences, choose to use force first, 
escalating the conflict with a cyber or even kinetic attack. But a state could 
also misperceive an adversary’s efforts to collect intelligence via cyber means as 
OPE and pre- empt that attack with conventional or cyber attacks of its own.4 
A state discovering that its adversary has intruded into its nuclear command, 
control, and communications networks during a crisis presents a particularly 
concerning scenario.5

Preparing the cyber battlefield 2. Preparing the Cyber Battlefield: Assessing a 
Novel Escalation Risk in a Sino- American Crisis
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Despite these concerns, academic studies based on observational data, sur-
veys, and simulations find little correlation between cyber attacks and escala-
tion, either in peacetime or during conflicts.6 Scholars have reasoned that most 
cyber attacks are simply not destructive enough to worsen crisis or conflict 
outcomes.7 These limited effects, coupled with the bloodless, secret nature 
of cyber attacks, might instead open up new pathways for de- escalation and 
enhance crisis stability.8 However, the external validity of existing empirical 
findings to military crises among great powers is limited because no such crisis 
has occurred in the past two decades and they are difficult to replicate in sur-
veys, simulations, and wargames.9

To evaluate the diverging concerns of the US policy community and the 
ongoing scholarly debates on cyber escalation and crisis instability among great 
powers, this chapter examines the escalation risks created by OPE in a future 
crisis scenario involving the United States and China. Scholars have already 
identified several sources of crisis instability in the Sino- American relationship, 
including a systematic lack of attention among Chinese experts to inadvert-
ent escalation risks in the nuclear, conventional, and space domains.10 A Sino- 
American crisis scenario is a most likely case for theoretical claims that cyber 
capabilities create novel escalation risks. Both countries would be most likely 
to react to any independent effect of cyber technology on their incentives 
to use force, if such incentives exist, in a crisis. Indeed, scholars have already 
raised concerns that cyber capabilities could fuel Sino- American crisis instabil-
ity, although they have not examined the OPE- espionage distinction problem 
in much detail.11 To assess the escalation risks posed by this problem, we follow 
the methodological approach of scholars who have examined other sources 
of crisis instability in the Sino- American relationship. Specifically, we exam-
ine the two countries’ leadership statements, threat perceptions, procedures for 
authorizing cyber operations, organizational structures, capabilities, and policies 
for evidence that they create, recognize, and seek to manage escalatory risks.

Our analysis suggests that inadvertent escalation risks associated with OPE 
would be present in a future Sino- American crisis scenario. Official US policy 
for offensive cyber operations recognizes the escalation risks associated with 
cyber espionage being mistaken for OPE, but recent changes to US cyber 
strategy may increase these risks. Meanwhile, Chinese writings recognize 
the difficulty of distinguishing between cyber attacks and OPE but appear to 
ignore the consequences for crisis instability. We also find that a lack of mutual 
understanding in the Sino- American cyber relationship adds to the likelihood 
of the two countries misperceiving each other’s behavior.

Our empirical findings have two key limitations. First, our sources are 
scarce, imperfect, and some years old, especially on the Chinese side. We 
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follow best practices for using open sources to analyze Chinese military strat-
egy, but caution is still needed when drawing conclusions from such sources. 
Nevertheless, these sources still make a valuable contribution to existing policy 
debates and scholarly research about cyber conflict, which rarely draws on 
Chinese perspectives. Second, our empirical findings could support the claim 
that cyber technology either  does –  or does  not –  add to crisis instability. 
Leaders from both countries might choose to ignore the escalation risks posed 
by the OPE- espionage distinction problem even if they are present. But nei-
ther country’s relaxed approach to these risks is justified by a careful assessment 
of the independent effect of cyber technology on an adversary’s incentives to 
use force in a crisis, which makes us hesitant to dismiss them.

This chapter begins with a brief explanation of OPE as a distinctive feature 
of cyber attacks. The second section outlines the competing hypotheses about 
cyber escalation in existing scholarly literature and the mechanisms that could 
link detection of an intrusion in a crisis with the decision to use force. The 
third, fourth, and fifth sections examine the evidence for these hypotheses in 
US documents and statements, Chinese writings and organizational practices, 
and the bilateral cyber relationship, respectively. The sixth section evaluates 
the escalation risks.

Operational Preparation of the Environment 

Performing OPE is essential to enabling significant cyber operations that could 
have strategic effects on the target.12 To develop a cyber capability with a 
potent or customized effect on a target network, substantial reconnaissance 
and preparation are required from within that targeted network. In 2010, 
the Department of Defense defined “Cyber Operations in Preparation of the 
Environment” as: 

Non- intelligence enabling functions within cyberspace conducted to plan 
and prepare for potential follow- up military operations. [Cyber- OPE] 
includes but is not limited to identifying data, system/network configu-
rations, or physical  structures . . .  for the purpose of determining system 
vulnerabilities; and actions taken to assure future access and/or control of 
the system, network, or data during anticipated hostilities.13

While cyber OPE has analogues in other forms of military  operations – 
 especially in the world of special operations and covert  action –  it differs from 
operations that are more familiar to policymakers, such as conventional and 
nuclear operations. Preparations to use cyber capabilities have different recon-
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naissance requirements than most other operations.14 Much of the develop-
ment and preparation for a cyber operation requires access to or occurs within 
adversary networks. Moreover, the accesses and payloads that make offensive 
cyber operations possible are often specific to a particular network.15

Gaining and maintaining access to a target network is also generally dif-
ficult, resource intensive, and specific to the target network.16 Overall, the 
effects of an attack, the ability to sustain those effects over time, and the ability 
of an attack to limit unintended consequences all depend on how well the 
attacker has prepared and understood the target network and the likely actions 
of the network’s defenders once the attack commences.17

A few examples illustrate the importance of OPE to sophisticated offen-
sive cyber operations. Stuxnet was enabled by months if not years of recon-
naissance, while Iranian hackers spent months inside the computer networks 
of Sands Casino and Saudi Aramco before they attacked in 2012.18 North 
Korean hackers did the same with their attacks on the computer networks of 
Sony Pictures.19 Russian hackers prepared in a similar way for their NotPetya 
operation, which reportedly inflicted over $10 billion in damage.20 Some 
attacks, most notably denial- of- service efforts, do not fit into this trend, but 
lack potency as a result.21

OPE is also difficult to distinguish from espionage once it is discovered by 
a target. In theory, there might be ways for a target to tell whether an intru-
sion is espionage or whether it facilitates an attack. But there are no foolproof 
solutions to this OPE- espionage distinction problem. For example, an uptick 
in communication between the attacker and malicious code implanted in the 
target system could signal its purpose, but an attack could occur without any 
of those signals. Those signals could also accompany routine intelligence col-
lection.22 Even if an attacker tries to use those signals to distinguish OPE from 
espionage, the target may not receive those signals or treat them as credible.23 
The nature of the target network may provide some  hints –  for example, crit-
ical infrastructure industrial control systems are more likely to be exploited for 
OPE than intelligence  gathering –  but this is not always the case.24 Moreover, 
the exploitation of an adversary’s networks for intelligence gathering could be 
repurposed for OPE without any tell- tale signs that the target might detect. For 
example, there is some evidence to suggest that the first blackout in Ukraine 
began with an espionage objective but later morphed into an attack operation.25

The Novel Escalation Risks of OPE

How and why could an intrusion discovered in the midst of a crisis between 
two great powers create incentives for the use of force? How and why might 
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decision- makers choose to use force when faced with those incentives? 
Answers to these questions are key to understanding the potential for cyber 
operations to contribute to crisis  instability –  or stability.

We define a crisis as “a confrontation between two states involving a seri-
ous threat to vital national interests for both sides in which there is the expec-
tation of a short time for resolution, and in which there is understood to be 
a sharply increased risk of war.”26 We define escalation as “an increase in the 
intensity or scope of conflict that crosses threshold(s) considered significant by 
one or more of the participants.”27 In a great- power crisis, escalation would 
involve the use of force, with either cyber or kinetic attacks.28 We use the term 
“cyber escalation risks” to refer to an increased temptation to use force in a 
crisis due to the nature of cyber technology.

If decision- makers discover an intrusion into their key military or civilian 
networks during a crisis, most scholars agree that those decision- makers could 
not rule out the possibility that the intrusion enables OPE. The decision- 
makers’ response to that discovery will depend on how they assess the serious-
ness of the threat posed by the intrusion and whether the state also has strategic 
or political incentives to use force. The interaction of these two factors sug-
gests four possibilities: the inadvertent escalation and deliberate escalation hypoth-
eses that expect the use of force, and the bluster and countervailing hypotheses 
that do not expect the use of force. We focus on the logic underpinning the 
inadvertent escalation hypothesis because it best represents the concerns in 
current US policy debates about the destabilizing effect of cyber technology in 
a future Sino- American crisis.

Intrusion Detection in a Crisis

The scenario in which OPE could trigger the use of force in a crisis would 
likely begin months if not years before the crisis. An adversary that wants the 
option to carry out offensive cyber operations in a future conflict against a 
state’s important military or civilian networks would conduct OPE during 
peacetime. Once a crisis has begun it is almost certainly too late to complete 
this complex, time- consuming task.29

Once a political crisis  began –  for example, over an accidental collision 
between two rivals’ military aircraft, the scenario that triggered the last Sino- 
American crisis in  2001 –  decision- makers in both states would have to decide 
whether to back down, bargain diplomatically, or bargain with the use of 
force. During their deliberations, the target state’s decision- makers might dis-
cover their adversary’s intrusions into important computer networks, includ-
ing those that might be OPE. Such discoveries are more likely in a crisis 
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because states anticipate espionage and attacks in that context and will step up 
network defenses accordingly.30 If target’s decision- makers decide it is most 
prudent to treat the intrusion as OPE, and they believe that the intrusion poses 
a serious threat, the OPE- espionage distinction problem creates an incentive 
to use force rather than bargain diplomatically.

More generally, the OPE- espionage distinction problem complicates the 
task of the target’s decision- makers charged with assessing the intent behind 
the intrusion. Motivations for the intrusion include OPE, monitoring the tar-
get’s military operations, or gathering intelligence about its offensive cyber 
operations.31 The specifics of the intrusion may provide some hints of intent 
but are unlikely to be definitive.32 Testing of small- scale attacks or an uptick 
in communication between the intruder and code it has implanted in the 
target system could also signal that it is OPE.33 The intruder would also have 
difficulty reassuring the target state of its intent if the intrusion is for intelli-
gence purposes.34 To preserve its operational security, the intruder would have 
incentives not to acknowledge which adversary networks it has exploited and 
for what purpose, lest the target use that information to remove the intruder.35 
Even if the intruder sought to reassure the target of its intent not to use the 
intrusion to enable an attack, it would have trouble credibly committing not 
to use the intrusion for OPE in the future.

The Inadvertent Escalation Pathway

The claim that cyber operations create incentives to use force in a crisis is a 
specific instance of a general claim that military operations and technology 
can cause misperceptions among adversaries with serious consequences for 
crisis stability and intra- war escalation.36 One potential consequence of those 
misperceptions is inadvertent escalation. The canonical scenario of inadvertent 
escalation is a conventional war among nuclear powers in which one party 
conducts “large- scale conventional operations that produce patterns of damage 
or threat to the major elements of a state’s nuclear force.”37 The target state 
interprets the attack as a deliberate attempt to degrade its nuclear force and 
responds by using nuclear weapons or accelerating preparations for their use.38 
Similarly, escalation to the use of cyber or kinetic force could occur in a crisis 
as an unintended consequence of the normal conduct of cyber espionage.

Misperceptions commonly associated with the security dilemma are one 
reason that inadvertent escalation could occur.39 Specifically, the difficulty of 
distinguishing between an adversary’s offensive and defensive military oper-
ations is sufficient to produce misperceptions about the intent of the attack-
ing state within the target state.40 The attacking state’s conventional military 
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operations could therefore make its adversary less secure in unintended ways,41 
which creates an incentive for the target state to use force sooner rather than 
later.42 The target state need only calculate that its ability to achieve its conflict 
objectives will diminish in the future if it ignores the attacker’s actions in the 
present.43 

The OPE- espionage distinction problem could trigger the use of force if 
the target state’s leaders make worst- case- scenario assessments of the attacker’s 
intent and capability to damage an important information network. There are 
four mechanisms by which a state could make a worst- case- scenario assessment 
of the seriousness of the threat posed by an intrusion and decide to use force, 
whether a cyber or kinetic attack. First, a state that detects an adversary’s OPE 
might use force to pre- empt a cyber attack that could put the state at a mili-
tary disadvantage in a future conflict.44 Second, the combination of the crisis 
environment and the OPE- espionage distinction problem could lead the state 
to attribute aggressive intentions to the adversary with regards to both the 
network intrusion and the overall crisis, incentivizing the use of force.45 Third, 
the discovery of an intrusion that might be OPE could affect decision- makers’ 
emotions in ways that make the use of force more likely.46 Fourth, the uneven 
distribution of information about the nature of cyber operations in national 
security bureaucracies might make the use of force more likely when those 
bureaucracies discover intrusions in a crisis. Intrusions that some cyber special-
ists see as a routine part of cyber operations may alarm more senior generalists, 
especially in a crisis. Top decision- makers may not have sufficient knowledge 
or information to assess the risks posed by a cyber intrusion to their military 
capabilities.47 

The Deliberate Escalation Pathway

States might assess that a cyber intrusion poses a serious but tolerable threat 
yet choose to use force in response because they have strategic and political 
incentives to escalate. Those strategic and political incentives usually involve 
gaining a military advantage, signaling resolve, or pre- empting an adversary’s 
attempt to signal resolve by using force.48 Scholars have questioned whether 
states make decisions to escalate because of the independent effects of tech-
nology alone. Based on historical case studies, Caitlin Talmadge argues that 
new technologies might not force decision- makers to take escalatory actions, 
but rather “seem likely to be an intervening variable.” States seek out new 
technologies to enable them to increase the risk of escalation, or turn to them 
opportunistically in a conflict, rather than their hands being forced to esca-
late in a crisis because they did not anticipate the escalatory pressures created 



preparing the cyber battlefield 67

by their prior decisions to deploy certain military capabilities.49 These actions 
involve deliberate escalation: “[when] a combatant deliberately increases the 
intensity or scope of an operation to gain an advantage or avoid defeat.”50

The Bluster De-escalation Pathway

Decision- makers may decide not to use force if they discover an intrusion in 
a  crisis –  even if they are confident that the intruder has performed  OPE – 
 because they do not think the intrusion poses a serious threat. This “bluster” 
hypothesis suggests that cyber technology does not contribute to crisis insta-
bility and might even help to stabilize crises. It draws on existing empirical 
research which indicates that cyber attacks are perceived to be more bluster 
than bite. States and individuals tend not to retaliate in response to cyber 
attacks.51 One explanation for this empirical finding is that decision- makers 
do not view cyber attacks as sufficiently damaging or destructive to warrant 
the use of force in response.52 Applying these arguments to a crisis scenario in 
which an intrusion is discovered, decision- makers might calculate that the cost 
of the cyber attack is likely to be low and can be absorbed. This explanation 
suggests that states would not anticipate a military disadvantage from a cyber 
attack, contrary to the military disadvantage mechanism outlined above.

Decision- makers might even view cyber attacks as a signal that an adversary 
wants to avoid a conventional conflict. When the effects of cyber and kinetic 
attacks are held constant, Jacquelyn Schneider and Sarah Kreps found that US 
survey respondents were less likely to support retaliation for cyber attacks than 
kinetic attacks.53 Decision- makers might therefore interpret the discovery of 
an intrusion as a signal of an adversary’s intent to avoid crossing the threshold 
of conventional armed conflict,54 rather than its hostile intent, contrary to the 
misperception mechanism outlined above.

The Countervailing De-escalation Hypothesis

Finally, decision- makers might view the intrusion as posing a serious threat but 
have countervailing political or strategic incentives not to respond with the 
use of force. Decision- makers could react to an intrusion in this de- escalatory 
manner if they want to defuse the crisis because, for example, the stakes of the 
crisis do not merit fighting a war, or if they lacked the conventional military 
power to achieve their political objectives if a conflict broke out. Decision- 
makers with multiple adversaries might also be wary of mis- attributing an 
intrusion carried out by one adversary to another if they cannot attribute the 
intrusion to its perpetrator with sufficient confidence in the time frame of the 
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crisis.55 Other countervailing incentives may also originate in domestic politics. 
The ambiguity of intent behind cyber intrusions could help more moderate 
decision- makers build a coalition for restraint in the crisis and counter pressure 
from decision- makers with more hawkish preferences.56

Evaluating Cyber Escalation Hypotheses

How might scholars determine which of these four hypotheses is most likely in 
a great- power crisis, when no crisis has occurred since China and the United 
States were both armed with military cyber capabilities? There is no perfect 
solution to this problem. To complement existing empirical studies, most of 
which capture US popular or elite views of cyber escalation, our approach 
focuses on capturing both US and Chinese elite views by examining their 
approach to cyber OPE, escalation, and military operations.

Our empirical analysis is guided by observable implications derived from 
the four hypotheses. The inadvertent escalation hypothesis would expect states 
to express concern about any intrusions into their networks and to recognize 
the OPE- espionage distinction problem. States might also recognize inadvert-
ent escalation risks and take steps to manage cyber escalation risks in their 
procedures, authorities, and organizational structures for cyber operations. 
Inadvertent escalation is also more likely to occur when two states have a poor 
understanding of each other’s cyber activities and lack crisis communications 
mechanisms to verify the nature of an intrusion. The bluster de- escalation 
hypothesis would expect states that possess good attribution capabilities, defend 
their networks against intrusions, and effectively repel intruders who do breach 
defenses to be more relaxed about discovering intrusions into their networks. 
Not only might they be less likely to experience worrying intrusions, but they 
might also be able to better assess the intent and the severity of the threat posed 
by an intrusion.

While it is difficult to describe the strategic and political incentives that 
could provide evidence to support the deliberate escalation or countervailing 
hypotheses in a future crisis, some ex ante features of a great- power relationship 
would shape those incentives. Deliberate escalation is more likely to occur 
when the state discovering the intrusion is conventionally stronger than its 
adversary, does not confront multiple nation- state adversaries in cyberspace, 
or has high political stakes in the crisis. The countervailing hypothesis is more 
likely to find support if the state discovering the intrusion is conventionally 
weaker than its adversary, faces multiple nation- state adversaries in cyberspace, 
or has low political stakes in the crisis. A scenario in which the conventional 
military balance is roughly equal and both states see the conflict as high stakes 
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would be the most likely case for the inadvertent escalation hypothesis because 
it minimizes countervailing political and strategic incentives to de- escalate if a 
threatening cyber intrusion is discovered in a crisis. A US- China crisis scenario 
is more evenly matched than most cyber dyads, although it would still involve 
some asymmetries in stakes and the conventional military balance that could 
obfuscate the independent effect of cyber technology on the temptation to use 
force in a crisis.57

Escalation Risks in US Cyber Operations

US decision- makers recognize the inadvertent escalation risks posed by cyber 
operations, and OPE in particular, but they have taken steps to mitigate those 
risks. The Obama administration implemented organizational practices that 
carefully managed cyber operations that could produce escalation. The Trump 
administration relaxed those organizational practices after gaining confidence 
in operational practices. These practices provide evidence in favor of either the 
inadvertent escalation hypothesis or the bluster de- escalation hypothesis. As 
part of its more muscular approach, US Cyber Command has also concluded 
that most cyber intrusions could not produce serious enough effects to result 
in escalation. At first glance this judgment supports the bluster de- escalation 
hypothesis. But it could also support the countervailing de- escalation hypoth-
esis. US adversaries might view its intrusions as very threatening but face dis-
incentives to use force because of US conventional military preponderance.

Leadership Views of OPE

The public statements of leaders and government reactions to discoveries of 
intrusions into military networks indicate that the United States views intru-
sions as threatening, in part because they could be used either for OPE or 
intelligence gathering. After a Russian hack of Pentagon systems in 2015 that 
the United States was able to repel, then- Secretary of Defense Ash Carter sum-
marized the American position aptly when he said, “[It] can’t be good for any-
body to be inside of our  networks –  whatever their motivation.”58 Similarly, 
Gen. Paul Nakasone, the head of the National Security Agency (NSA) and US 
Cyber Command, and his adviser Michael Sulmeyer explained that the United 
States turned to a more aggressive policy “to prevent toeholds from turning 
into beachheads so that a single compromise will not threaten the military’s 
ability to accomplish its mission.”59

While the details of most US responses to foreign hacking efforts are not 
public, two historical cases demonstrate that policymakers worried about the 
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implications of minor intrusions. In a 1998 hack known as Solar Sunrise, 
intruders penetrated the US military’s logistics and communications networks. 
The Joint Staff general in charge of information operations, John Campbell, 
worried that the breach would permit significant attacks, especially at a time 
of heightened tensions with Iraq. “If you take one part of that machine, and 
disable it,” he said, “you[’ve] got a real problem trying to make a deployment 
take place.”60 Campbell’s comments reflect an assessment that the intrusion 
could have placed the United States at a military disadvantage in a conflict. 
The discovery did not take place during a major crisis and therefore lacked the 
time pressure element that would create incentives to use force. Nevertheless, 
an investigation concluded the breach was the work of three teenagers and 
their 20- year- old mentor after various parts of the US government had already 
spun up to prepare for a response.

A second incident, Moonlight Maze, occurred in 1998 and 1999 and 
involved Russian penetration of unclassified American networks. The US gov-
ernment hacked back into Russian computers to gain more intelligence.61 One 
of the White House’s top national security officials, Richard Clarke, labeled 
the activities “cyberwar reconnaissance.”62 Then- Deputy Secretary of Defense 
John Hamre indicated that the United States was “in the middle of a cyber 
war” to the Intelligence Committees of Congress during a classified briefing.63

OPE in Cyber Operations

US operators and decision- makers have recognized the need for OPE to con-
duct sophisticated cyber operations since at least 2010. The vice chairman of 
the Joint Chiefs of Staff issued a memo in 2010 mandating the use of the term 
“Cyber Operations in Preparation of the Environment,” which referred to 
those cyber operations that serve “as an enabling function for another mili-
tary operation.”64 From the earliest days of the US Cyber Command, secret 
 documents –  now  declassified –  indicated that conducting OPE was one of its 
core tasks.65

Planners at the highest levels of the US government eventually recognized 
the importance of OPE. During the Obama administration, the most signifi-
cant high- level document governing America’s offensive cyber capability was 
Presidential Policy Directive 20 (PPD- 20). The president signed the classified 
document in secret in the fall of 2012. The White House released a fact sheet 
that made no mention of offensive cyber capabilities,66 but the full classified 
document, leaked in 2013 by Edward Snowden, reveals a strategy that directly 
considers offensive action and contrasts it with other forms of cyber operations. 
The strategy lays out a clear typology of cyber activity. This includes “cyber 
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collection,” which refers to intelligence- gathering activities for purposes other 
than offensive preparation. It also includes “non- intrusive defensive counter-
measures,” meaning steps taken within one’s own network, such as deploying 
antivirus and other basic security measures. The document also introduces the 
concept of “Defensive Cyber Effects Operations,” defined as efforts that have 
an effect on an adversary’s computer  systems –  presumably, hacking or other 
 interference –  but only for the purposes of defense. PPD- 20 provides high- 
level procedures for managing this kind of aggressive defensive action.67

Most significantly, though, the classified version of PPD- 20 defines offen-
sive action in some detail. It introduces the concept of “Offensive Cyber Effects 
Operations” (OCEO), which are distinct from cyber collection, non- intrusive 
defensive countermeasures, or defensive cyber effects operations. Instead, these 
efforts are designed to cause effects in adversary networks.68 The document 
extols the unique virtues of these kinds of offensive cyber operations, which 
“can offer unique and unconventional capabilities to advance U.S. national 
objectives around the world with little or no warning to the adversary or target 
and with potential effects ranging from subtle to severely damaging.”69

PPD- 20 acknowledges the need for OPE to realize these offensive options. 
It indicates that “the development and sustainment of [offensive cyber] capa-
bilities, however, may require considerable time and effort if access and tools 
for a specific target do not already exist.”70 PPD- 20 directs the US gov-
ernment to begin this operational preparation. The relevant agencies “shall 
identify potential targets of national importance where OCEO can offer a 
favorable balance of effectiveness and risk as compared with other instruments 
of national power, [and] establish and maintain OCEO capabilities integrated 
as appropriate with other U.S. offensive capabilities.”71 With his signature, 
President Barack Obama authorized the preparatory activity.

Procedures for Managing Escalation Risks

PPD- 20 reveals US policymakers’ cognisance of the risks that arise from actu-
ally using offensive cyber capabilities. As a result, the document highlights a 
process to carefully manage offensive actions that might do serious harm or 
invite escalation. It emphasizes inter- agency coordination, balancing defense 
and national security interests with diplomatic and economic ones. Most nota-
bly, the process requires the highest level of executive branch  oversight – 
 presidential  approval –  for any cyber operation that is “reasonably likely to 
result in significant consequences.”72 This term is broadly defined: “Loss of 
life, significant responsive actions against the United States, significant damage 
to property, serious adverse U.S. foreign policy consequences, or serious 
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 economic impact on the United States.”73 It is likely that cyber operations that 
do not meet that threshold could otherwise be approved by the agency carry-
ing out the operation without such high- level inter- agency vetting.

Crucially, PPD- 20 does not limit these restrictions to cyber attacks but 
emphasizes that they apply to all cyber operations. In short, President Obama 
wanted direct oversight of any operation that might meet the threshold of 
significant  consequences –  regardless of whether that operation involved col-
lecting intelligence, defending American computers, preparing an offensive 
capability, or launching an attack. The directive suggests that the Obama 
administration was concerned, at least in theory, about the risks of cyber esca-
lation even as it appreciated the operational necessity to prepare offensive 
capabilities in advance.

The Trump administration adopted a more relaxed set of organiza-
tional procedures for managing cyber escalation risks. Upon unveiling its 
new national cyber strategy in 2018, the Trump White House criticized the 
preceding administration for what it saw as its overly cautious posture and 
promised to be more aggressive in its engagements with adversaries. Then- 
National Security Adviser John Bolton said, “Our hands are not tied as they 
were in the Obama administration.” Nor was the need for more aggres-
sive action just a partisan view. In his confirmation hearing, the incoming 
NSA director and commander of US Cyber Command Gen. Paul Nakasone 
warned that the United States had to do more because American adversaries 
“don’t fear us.”74

These views were translated into policy by President Donald Trump’s sig-
nature on “National Security Presidential Memorandum 13.” The goal of the 
memorandum, which remains classified, is to provide military commanders 
with greater flexibility to integrate cyber operations into their overall approach 
to warfighting and deterrence.75 By delegating this authority to the Pentagon, 
the Trump administration attempted to foster a faster and more aggressive 
process, one that would generate more operational effects more quickly. But 
this approach also rebalanced the trade- off between operational agility and 
whole- of- government coordination to manage cyber escalation risks in favor 
of the former. According to the general on the Joint Staff responsible for cyber 
operations, this change sharply contrasted with the Obama administration’s 
approach, which was “an interagency process that went through the National 
Security  Council . . .  to deputies’ committee to principals’ committee and 
[where], in effect, anyone could stop the process along the way.” Nor, he 
argued, was the distinction just semantics or bureaucratic minutia, but one that 
“makes all the difference in the world in terms of the speed at which you can 
move.”76



preparing the cyber battlefield 73

It is unclear whether current US policy, set by the Trump memorandum, 
frees commanders to both prepare for and launch cyber capabilities. But there 
are hints that the memo and complementary legislative changes implemented 
by Congress provide a freer hand in developing the malicious code and gain-
ing access to target networks required to provide commanders with offensive 
options. For example, in a media interview, the former deputy commander of 
U.S. Cyber Command, Lt. Gen. Vincent Stewart, indicated that changes to 
congressional legislation “freed us up to do some of the things, the operational 
preparation of the environment, that we were limited from doing outside of 
the counterterrorism mission and now can do much more broadly against all 
of our peers and competitors.”77 In addition, a New York Times story from 
June 2019 describes more aggressive American preparatory measures against 
the Russian power grid.78

Overall, the Trump administration was much less worried about the escala-
tion risk associated with cyber operations than the Obama administration. The 
Biden administration appears to have largely continued this approach since 
taking office in 2021. Michael Daniel, the former coordinator for cyber secu-
rity in the Obama White House, observed that the Trump administration was 
“willing to take more risks than previous administrations.”79 While the Trump 
administration’s approach was untested in a crisis with a near- peer competitor, 
it was informed by the US experience with cyber conflict over the past decade 
as well as the increasing risk tolerance of US decision- makers. To justify its 
new posture, US Cyber Command has argued that “adversaries continuously 
operate against us below the threshold of armed conflict,” in what it described 
as a “new normal.”80 Moreover, the command argued that US efforts to coun-
ter this adversarial activity will not lead to retaliation in or outside of cyber-
space that would cross that threshold.

These claims have been fiercely debated in the academic literature, with 
critics of the so- called persistent engagement approach arguing that the new 
strategy could produce escalation. For example, some contend that the thresh-
olds for armed conflict are not as clear as US Cyber Command has suggested. 
Others argue that persistent engagement creates too many red lines for adver-
saries and is therefore not a realistic means for shaping behavior.81 Nakasone 
and Sulmeyer responded to these concerns with reassurance that:

Cyber Command takes these concerns seriously, and reducing this risk is a 
critical part of the planning process. We are confident that this more proac-
tive approach enables Cyber Command to conduct operations that impose 
costs while responsibly managing escalation.82
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Capabilities for Managing Escalation Risks

In the past decade, the United States has developed some of the world’s 
most sophisticated cyber capabilities to better defend its networks, attribute 
intrusions, and expel intruders in peacetime. To better defend networks, the 
United States has invested in major systems, such as EINSTEIN 3, that aim to 
thwart intrusions. To improve rapid attribution of intrusions and increase situ-
ational awareness, the United States established various cross- agency working 
groups and bulked up teams within the NSA and US Cyber Command. To 
the extent that these capabilities are effective, they might mitigate cyber esca-
lation risks by reducing the likelihood that intruders will successfully break into 
US networks and alarm policymakers who have to decide on how to respond 
within the compressed time period of a crisis. However, the compromise of 
SolarWinds network management system in 2021, which enabled Russian 
government operators to intrude into numerous US government systems for 
months without detection, suggests that defense and attribution capabilities are 
imperfect and do not eliminate the possibility of the United States discovering 
an intrusion during a crisis.

Escalation Risks in Chinese Cyber Operations

There is little evidence to indicate that China has scrutinized the inadvert-
ent escalation risks posed by OPE as carefully as the United States, although 
Chinese sources bearing on this question are older, scarcer, and less authori-
tative than those for the United States.83 This lack of attention could be evi-
dence of the bluster de- escalation hypothesis, as it might reflect a judgment 
that cyber intrusions pose a manageable threat to China’s leaders. But this lack 
of concern should be interpreted in the context of a relative lack of concern 
about inadvertent escalation risks posed by nuclear, space, and conventional 
military operations among Chinese experts. As such, we favor the interpre-
tation of China’s inattention to inadvertent cyber escalation risks as support 
for the inadvertent escalation hypothesis. Inattention to the inadvertent esca-
lation risks associated with OPE could help to realize such risks in a crisis 
for three reasons. First, China is more likely to misperceive US cyber intru-
sions. Second, it is more likely to overlook the ways that its own cyber intru-
sions could be misperceived. Third, China is much less likely to take steps to 
mitigate these risks. Available sources provide little insight into whether the 
People’s Liberation Army (PLA) has put in place organizational or operational 
practices to manage inadvertent cyber escalation.
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Leadership Views of OPE

Chinese policymakers’ fears about foreign hackers have grown in tandem 
with the expansion of the Chinese government’s and military’s dependence 
on computer networks. In a major speech on national cyber security policy 
in 2016, Communist Party General Secretary Xi Jinping stated that, “Cyber 
security has a strong covert character; a technological vulnerability or security 
risk can stay hidden for a number of years without being discovered.” As a 
result, “we do not know who came in, whether it was an enemy or a friend, 
or what they did.” Xi implied that while this enemy or friend’s intrusion could 
remain “latent” inside a network for a long time, it could be “activated when-
ever (yidan jiu fazuo le).”84

The Chinese government has not publicly acknowledged any specific inci-
dents in which it discovered that foreign state actors had exploited its govern-
ment or military networks. China’s closest analogue to the Solar Sunrise and 
Moonlight Maze incidents was Edward Snowden’s revelations regarding US 
government surveillance of Chinese computer networks. Snowden’s revela-
tions are often cited by the country’s cyber security scholars as evidence of 
China’s vulnerability and the inadequacy of its network defenses, which failed 
to prevent or detect US government intrusions. Chinese experts claim that the 
NSA also targeted the country’s military networks.85 A Chinese cyber security 
firm reported that the CIA had spied on Chinese state- owned enterprises but 
did not identify any government networks penetrated.86 There is no detailed 
evidence about how the Chinese government responded to any of these inci-
dents, nor did they occur in the context of a major crisis.

Chinese writings examining US cyber operations can provide insights into 
how Chinese experts view these operations in the absence of open discus-
sions about these topics in China. Chinese experts affiliated with the PLA 
note that OPE is one of the cyber missions outlined in US doctrinal publi-
cations but do not mention the crisis escalation risks that could result from 
the OPE- espionage distinction problem.87 While the Trump administration’s 
more muscular approach to cyber operations raised concerns among Chinese 
authors for its emphasis on pre- emption and potential to spark arms race insta-
bility, those experts are less focused on crisis instability than US scholars.88 
There are some recent exceptions. For example, former PLA officer Lyu 
Jinghua writes that

it is worthwhile to explore whether the tension in cyberspace can be de- 
escalated or whether the chances of the breakout of crisis can be lowered 
if there could be a basic consensus among countries that cyber activities 



ben buchanan and f iona s .  cunningham76

conducted or supported by countries during peacetime are a contest of 
intelligence rather than conflicts or preparation of conflicts.89

It remains unclear whether Chinese decision- makers share the views of experts 
who worry about the escalation risks of OPE and whether those concerns have 
led to practices to mitigate those risks.

OPE in Cyber Operations

Like US officials, PLA strategists also distinguish between cyber surveillance, 
offense and defense, and deterrence as the main styles of cyber struggle.90 PLA 
texts do not use the term “operational preparation of the environment” when 
describing PLA operations, but they do recognize that effective offensive cyber 
operations require extensive advance preparation. A 2015 book authored by 
experts from the PLA Army Engineering University, 54th Institute, and other 
PLA organizations acknowledges that significant advance preparations are 
needed to ensure that cyber operations can be used to diminish an adver-
sary’s combat power. While many methods of attack are available, “a cyber 
attack capable of producing significant effects is a cyber attack for which ample 
preparations have already been made at an earlier  time . . .  it is not a decision 
that one makes as the situation requires.”91

PLA writings indicate that China places a similar degree of emphasis on 
OPE as the United States. The 2015 book characterizes OPE as more demand-
ing than network exploitation for espionage:

It is necessary to carry out careful and meticulous reconnaissance and scan-
ning of the target, in order to obtain even more detailed, specific infor-
mation about it. As such, we must carry out deeper reconnaissance and 
scanning of the target, [and] the extent of secrecy and concealment [of 
those tasks] far exceeds the extent of carrying out [those] tasks for computer 
network exploitation.92

But reconnaissance and scanning are only the first steps in preparations for 
an attack. The authors emphasize the importance of obfuscation throughout 
the various procedures required to prepare for offensive cyber operations: 
selecting and employing a method of gaining access to the target network, 
moving laterally through it, gaining privileges, and maintaining access.93 An 
intrusion can serve multiple purposes: “attack actions occur after the intru-
sion of computer networks, escalating privileges and exfiltrating all required 
data.”94 
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PLA writings recognize that holding targets at risk for the purpose of 
deterrence also requires OPE. An article outlining principles of cyber deter-
rence authored by an unnamed Academy of Military Science expert in 2016 
indicated that successful cyber deterrence, which included carrying out coer-
cive and retaliatory attacks, required “complete and meticulous preparation 
in peacetime.” Those preparations included “long- term, sustained network 
reconnaissance” to become familiar with an adversary’s network situation, map 
the structure of its networks, and discover hardware and software vulnerabil-
ities. Vulnerabilities could be used to leave backdoors, set up “springboards,” 
and install logic bombs and Trojan horses “to retain points of penetration to 
launch future cyber attacks.”95

PLA texts recognize the OPE- espionage distinction problem. The 2013 
Science of Military Strategy published by the Academy of Military Science 
acknowledges that, “from a technological perspective, the principles of the task 
(gongzuo yuanli) of cyber surveillance and cyber attacks are essentially identi-
cal.” The book explains: “cyber surveillance means and methods are often also 
the means and methods of cyber attacks.” Furthermore, it highlights that cyber 
espionage can easily be turned into an attack: “According to the aspirations and 
intentions of the actor, it is possible to just press a key or initiate a sequence of 
commands, and the conversion between cyber surveillance and cyber attack is 
immediately completed.” The authors conclude that the relationship between 
cyber espionage and combat cannot be severed.96

In addition, OPE can erode the distinction between peacetime and conflict 
in cyberspace. The 2017 Science of Military Strategy published by the National 
Defense University indicates that, “compared to traditional domains, the 
boundary between war and peace in the cyber domain is fuzzier.” The book 
describes the lack of clear boundaries as follows: “cyber and electronic domain 
warfare already exists in peacetime; when war is imminent (linzhan) it becomes 
more intense; [and] often sustained confrontation directly merges into actual 
war.”97 These views are repeated in a revised edition of the book published 
in 2020.98 Two PLA authors affiliated with the former General Staff Research 
Institute argue that one reason for the blurred boundary between war and 
peace in cyberspace is that “‘backdoors’ and ‘exploits’ are pre- placed in an 
enemy’s network systems early; it is very difficult to determine from which 
moment war begins.”99 This view contrasts with US Cyber Command’s views 
of a clearer threshold of armed conflict in cyberspace.

As in the United States, PLA texts indicate that China intends to conduct 
offensive cyber operations. OPE will therefore likely be necessary to target 
the high- value military and civilian critical infrastructure networks that could 
contribute to crisis instability. A 2013 Academy of Military Science textbook 
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describes “‘soft’ paralysis of the information network nodes of adversary war-
fare systems” that the PLA could implement alongside kinetic attacks and psy-
chological operations in a future joint information operations campaign. The 
book indicates that the PLA would need to “completely analyze the structure 
and relationship of interconnections and restrictions among the adversary’s sys-
tems for command and control, intelligence and warning, and firepower attack 
(huoli daji), and their support and sustainment,” to select the appropriate means 
for offensive cyber attacks. Those means include offensive cyber operations 
that would require OPE: “systems intrusion, computer virus attacks, attacks to 
cut off servers, and network deception attacks.” The book indicates that PLA 
attacks would not be limited to military networks, but could also “infiltrate, 
attack, and paralyze the adversary’s important civilian networks (minyong wan-
gluo xitong).”100 The PLA has moderated its expectations of the ease and effec-
tiveness of such attacks as it has learned more about offensive cyber operations 
over time.101 But has by no means taken them off the table, as demonstrated by 
its ongoing exploitation of Taiwanese critical infrastructure, and Indian critical 
infrastructure networks during the conflict along the Sino- Indian border in 
2020.102

Procedures for Managing Escalation Risk

PLA texts do not discuss the danger of the OPE- espionage distinction problem 
and the risk of escalation if an intrusion is discovered in a crisis. It is unclear 
whether Chinese decision- makers have implemented procedures for managing 
inadvertent escalation risks posed by its cyber operations. Past PLA writings 
do not indicate that managing those risks was a priority in organizational pro-
cedures for cyber operations. This inattention to inadvertent cyber escalation 
risks specifically is surprising given that China has paid increasing attention to 
three other types of escalation risks: deliberate cyber attacks that could result 
in an adversary overreaction, unauthorized and accidental cyber attacks per-
petrated by the PLA, and the potential for North Korean cyber attacks to be 
mis- attributed to China and draw it into a conflict with one of Pyongyang’s 
enemies.

The 2013 Science of Military Strategy indicates that “every country in the 
world is conducting cyber reconnaissance activities of differing degrees, but 
the possibility of this triggering a bilateral crisis, or a war starting because of 
this reason, is not high.”103 The authors do not reconcile this observation 
with their observation that cyber surveillance and attack are indistinguishable. 
Similarly, the Academy of Military Science expert writing in 2016 warned of 
escalation risks from cyber operations that are too weak or too strong in their 
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effects on an adversary. The expert called for unified control over all aspects of 
cyber operations but did not recognize the possibility that espionage could be 
misperceived as OPE and prompt an adversary to use force.104

Chinese researchers writing for academic and policy audiences vary in their 
assessments of whether cyber operations in general contribute to crisis instabil-
ity, but they also do not pay specific attention to the OPE inadvertent escala-
tion pathway. Associate Professor Liu Yangyue at the National University of 
Defense Technology is generally sanguine about the effects of cyber operations 
on strategic stability. He dismisses the argument in Western literature that a 
state could escalate in response to an initial cyber attack to stop an adversary 
from conducting further attacks.105 Drawing on the same observational data 
used in Western cyber security scholarship, he argues that “when they face 
cyber attacks (believed to come from their enemies), states do not inevitably 
make worst- case calculations in their style of behavior, or let this guide their 
policies for responding.”106 Similarly, Li Bin and Zhao Tong report that:

Some Chinese experts have challenged the popular view that cyber tech-
nology will negatively affect crisis stability, because they believe this con-
clusion is based completely on logical deduction, instead of empirical 
evidence. These experts have noted that states are usually very cautious 
about launching military retaliations to cyber attacks, and it is very rare for 
cyber attacks to lead to escalation.107

Nevertheless, Liu does express concern about the escalation risks posed by the 
difficulty of attribution. Citing the example of the Solar Sunrise intrusion dis-
covered prior to US airstrikes against Iraq in 1998, he argues that if third- party 
espionage or OPE “is coincidentally discovered during a military mission, or 
the attacker uses more sophisticated means to conceal their identity, then this 
kind of attack could become a fuse for an unintended crisis.”108

Other Chinese scholars are less sanguine about the escalation risks in cyber-
space. But they tend to focus on the use- or- lose incentives to carry out cyber 
attacks early in a crisis or conflict, rather than inadvertent escalation due to the 
discovery of an intrusion.109 PRC experts have also expressed concern about 
the US concept of “cross- domain deterrence,” which they interpret as threats 
to use conventional military operations (or even nuclear threats) to retaliate 
for cyber attacks.110 The Carnegie Endowment for International Peace’s Ariel 
Levite and former PLA Col. Lyu Jinghua wrote in China Military Science that in 
a Sino- American conflict scenario, “one of the earliest and most destabilising 
venues for conflict would be cyberspace, thanks to the potential military utility 
of early employment of cyber assets.” Levite and Lyu acknowledge that “cyber 
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actions in these scenarios also hold serious escalatory potential, complicating 
the challenges of keeping conflicts below the level of outright military con-
frontation.” They acknowledge the OPE inadvertent escalation risk, but only 
briefly: “intelligence operations to monitor these networks might be misinter-
preted as attacks on them, or at least attack preparations.”111

It is unclear whether PLA planning for offensive cyber operations accounts 
for the escalation risks associated with OPE and, if so, how those risks are 
managed. The PLA promulgated a new generation of doctrine in November 
2020, the first update to its official doctrine since 1999.112 Unfortunately, no 
information about their content was available at the time of writing. Up until 
at least 2015, official PLA doctrine for offensive cyber operations was likely 
covered by doctrine for information operations, which combined electronic, 
cyber, and kinetic attacks.113 PLA texts published before 2015 hinted that, in 
the future, the PLA might have operational doctrine for stand- alone cyber 
operations as well as joint information operations involving cyber attacks.114

The PLA established the Strategic Support Force (SSF) in 2015–2016, 
during one of the most significant set of reforms in its history. The SSF consol-
idated most existing PLA cyber offense, defense, and espionage units from sep-
arate parts of its former General Staff Department and services into a Network 
Systems Department within the Strategic Support Force. Before the reforms, 
the PLA General Staff Department’s Third Department was believed to be the 
primary organization for cyber espionage within the PLA, while the Fourth 
Department was believed to have primary responsibility for offensive cyber 
operations.115 The consolidation of the former Third and Fourth departments 
into one organization is likely to enable the PLA to better integrate cyber 
operations for espionage and attack.116

These new organizational arrangements for military cyber operations should 
in theory improve the ability of top leaders to recognize and manage the crisis 
escalation risks associated with OPE. One of the key effects, if not drivers, of 
the consolidation of Chinese military cyber forces into the SSF is to enable top 
military leaders to exercise stricter oversight over PLA cyber operations to pre-
vent accidental and unauthorized cyber attacks.117 Indeed, PLA writings pub-
lished around the time the SSF was created emphasize the principle of “unified 
command” (tongyi zhihui) of cyber offense, defense, espionage, and control, 
and both PLA and non- PLA cyber capabilities.118 Details of how this principle 
of unified command is implemented in practice are scarce. Moreover, the abil-
ity of the new command structure to manage escalation risks in practice might 
have taken a back seat to other force building priorities. For example, the 
PLA’s efforts to guard against unauthorized and accidental use of cyber oper-
ations is in tension with its efforts to recruit the best cyber talent from outside 
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of the PLA. The SSF’s use of contractors may revive many of the problems 
with oversight of cyber operations that China’s leaders encountered prior to 
the 2015–2016 reforms.119

The nature and extent of leadership oversight of PLA cyber operations are 
difficult to determine. It is possible that China has established a formal institu-
tional structure for inter- agency vetting of military plans and operations that 
crosses civilian and military lines. Drawing on a PLA publication about cyber 
operations published in 2017, John Chen, Joe McReynolds, and Kieran Green 
observe that “peacetime planning and guidance of cyberspace  operations . . .  at 
the strategic level rest in the hands of such national network security leadership 
organizations as the [Communist Party] Cybersecurity and Informatization 
Commission, while planning and guidance during wartime are the respon-
sibility of the [PLA] CMC Joint Operations Command Center.”120 In other 
words, a civilian Party body takes the lead in peacetime and the PLA’s Central 
Military Commission takes the lead in wartime. It remains unclear how this 
dual command structure functions in practice. Most importantly, it remains 
unclear whether and, if so, to what degree managing inadvertent escalation 
risks resulting from OPE is a priority for the military and civilian leaders with 
oversight over PLA cyber operations.

Capabilities for Managing Cyber Risk

China is developing cyber situational awareness capabilities, including attri-
bution capabilities. But they likely lag behind the United States in its devel-
opment of capabilities that could disambiguate between attackers and mitigate 
inadvertent escalation risks. An official white paper outlining China’s interna-
tional cyberspace strategy published in 2017 indicated that:

[China] will expedite the development of a [military] cyber force and 
enhance capabilities in terms of situational awareness, cyber defense, sup-
porting state activities and participating in international cooperation, to 
prevent major cyber crisis, safeguard cyberspace security, and maintain 
national security and social stability.121

It is difficult to assess the extent of improvement in China’s attribution and 
defense capabilities since adopting these priorities in 2015. The Chinese gov-
ernment’s procedures for defending its networks are unclear and it has not 
publicly attributed cyber attacks to another state. Nevertheless, in 2018 Xi 
Jinping acknowledged the deterrent effect of China’s improved capability to 
detect intruders.122 Some Chinese cyber security firms have begun to  publicly 
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attribute intrusions to known groups of hackers using industry identifiers.123 
They have also called for greater efforts to prevent OPE within critical infra-
structure networks. For example, the Chinese company Antiy argued that 
China needed to “make progress in weakening the ability of an adversary to 
‘prepare the battlefield’ in our industrial control [systems] and infrastructure to 
achieve [serious] consequences.”124

Misperception in the Sino-American Cyber Relationship

Do the United States and China have a shared understanding of the nature of 
cyber conflict, the role of OPE, and the potential for crisis instability because 
of the OPE- espionage distinction problem? Comparing US and Chinese 
approaches to cyber conflict reveals some similarities, as well as differences that 
could hamper future bilateral efforts to manage cyber escalation risks. Both 
countries recognize that OPE is necessary for sophisticated offensive cyber 
operations yet is indistinguishable from intrusions for the purpose of espionage, 
defense, or data theft. Both countries view the presence of nation- state hack-
ers in their networks as threatening. But the two countries do not appear to 
share an understanding of the inadvertent escalation risks posed by the OPE- 
espionage distinction problem or the clarity of the threshold of an armed attack 
in cyberspace.

The comparison also reveals asymmetries in the relative maturity of cyber 
doctrine and capabilities in both countries. These asymmetries might explain 
the lack of attention to inadvertent escalation risks in China’s approach to 
cyber conflict. China’s doctrine, procedures, and authorities for conducting 
cyber operations appear to have been overhauled by the 2015–2016 PLA 
reforms and took some years afterwards to crystallize into their current form. 
As a result, the PLA has less experience integrating espionage, offensive, and 
defensive cyber operations and incorporating civilian oversight into its cyber 
operations than the United States. The PLA operational regulations prom-
ulgated in late 2020 might have included more guidance on OPE and man-
aging its escalation risks that is not reflected in the sources examined here. 
Meanwhile, US cyber capabilities and strategy are relatively more mature. US 
organizations demonstrate growing confidence in attribution capabilities, the 
clarity of escalation thresholds, and US ability to control escalation from OPE 
or low- level cyber attacks. These factors have led to a doctrine for cyber oper-
ations that gives the military a freer hand.

Neither China nor the United States appears to be overly concerned about 
its espionage activities being misperceived as OPE during a crisis, albeit for dif-
ferent reasons. On the one hand, China appears to be inattentive to the specific 
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escalation risks posed by OPE. On the other hand, the United States appears 
to be aware of the specific escalation risks associated with OPE but is confi-
dent that they can be mitigated. This suggests that both states might approach 
a crisis confident that their intrusions will not be discovered, misperceived, or 
lead to the use of force. The PLA’s attention to the escalation risks associated 
with OPE might increase as Chinese cyber doctrine and capabilities further 
develop. But increased awareness is by no means a given. Chinese experts and 
writings on crisis management and nuclear  strategy –  areas where PLA doc-
trine and capabilities are more  mature –  have also tended to downplay drivers 
of inadvertent escalation.

Of course, the lack of concern about the escalation risks associated with 
OPE could reflect a shared lack of concern that cyber attacks could cause 
much harm in a crisis, supporting the bluster de- escalation hypothesis. OPE 
may simply be accepted practice between these two countries.125 They might 
expect that some of their key networks will be disabled by their adversaries’ 
offensive cyber operations during future conflicts. They might prepare to fight 
without those networks instead of pre- empting cyber attacks that could disable 
them. We are cautious, however, about interpreting the evidence as confir-
mation of the bluster hypothesis. Evidence that China both acknowledges and 
shares US confidence that inadvertent cyber escalation risks can be  managed 
–  which we did not  find –  would have reduced the need for caution in inter-
preting the evidence in favor of the bluster de- escalation hypothesis.

Initiatives to Mitigate Misperceptions

In the absence of a shared understanding of cyber conflict, two initiatives could 
reduce the risk of inadvertent cyber escalation via the misperception path-
way in a future Sino- American crisis: dialogue to ensure that both parties 
understand each other’s approach to cyber operations, and a crisis communi-
cation mechanism specific to cyber operations. Dialogue and crisis commu-
nication could reduce the likelihood of either side misperceiving the other’s 
cyber intrusion as OPE, or as confirmation of the other’s hostile intentions, 
because of differences in their understandings of cyber conflict and opera-
tions.126 Unfortunately, China and the United States do not currently have 
an official military cyber dialogue that could bridge some of the gaps in their 
understandings of military cyber operations before a crisis emerges, despite 
establishing official dialogues to enable cooperation in non- military areas of the 
cyber relationship in 2015. Nor do China and the United States currently have 
a mechanism in place for crisis communications dedicated to cyber matters. By 
contrast, the United States has a three- tier cyber communications protocol in 
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place with Russia that involves a direct line between the White House and 
the Kremlin.127

Conclusion

Could military cyber capabilities contribute to the outbreak of conflict in a 
future crisis involving the United States and China? Although our empirical 
analysis is unable to provide a definitive answer to this question, it provides 
enough evidence to suggest that inadvertent escalation could occur if one state 
discovered the other’s cyber intrusions in a crisis. Over the past decade or so, 
the United States has made unilateral attempts to limit the risks of inadvertent 
escalation occurring, first with strict organizational procedures governing all 
cyber operations and later with more robust operational procedures to defend 
its networks. There is little evidence that China has taken similar steps to 
unilaterally mitigate inadvertent escalation risks from cyber operations. The 
bilateral cyber relationship also lacks the shared understandings of these risks, 
and mechanisms for dialogue in peacetime or communications in crises, that 
could improve crisis stability.

Even a small probability of inadvertent escalation could have extremely 
serious consequences, given how destructive a Sino- American conflict could 
be and the variety of other escalation risks present in the relationship. Our 
empirical analysis could also support the claim that cyber capabilities do not 
pose a serious enough threat for decision- makers to use  force –  whether cyber 
or  kinetic –  to pre- empt or retaliate. However, in the absence of stronger 
evidence to support this bluster hypothesis, we do not dismiss the risk that the 
OPE- espionage distinction problem could add to crisis instability given the 
stakes at hand.

This chapter suggests that further research is needed to establish whether 
US confidence that cyber operations do not add to crisis stability is well 
founded. US adversaries’ reluctance to escalate in response to cyber attacks or 
intrusions might reflect their countervailing strategic and political disincentives 
to escalate, rather than the stabilizing nature of cyber operations.128 Brandon 
Valeriano, Benjamin M. Jensen, and Ryan C. Maness find that the United 
States has been successful in using cyberspace to coerce adversaries.129 Scholars 
have pointed out that cyber operations are likely to have their greatest effects 
on international relations when combined with superior conventional military 
power.130 The possibility that US conventional military power might mask 
the destabilizing effects of cyber operations suggests that the United States 
should be cautious as Chinese conventional military capabilities improve. If a 
Sino- American crisis had occurred during the past decade, Beijing would have 
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faced strong countervailing pressures not to use force in response to a cyber 
intrusion, even if it judged that intrusion to pose a serious threat. Going for-
ward, even if the PRC views an intrusion as a serious but manageable threat, 
its growing conventional capabilities and tense relationship with Washington 
could create an excuse for deliberate PRC escalation. And if the intrusion 
were intolerable, political and strategic disincentives could not be counted on 
to restrain China’s leaders from using force.
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Concept Misalignment and Cyberspace Instability: 
Lessons from Cyber- Enabled Disinformation

Jaclyn A. Kerr1

Today there is general awareness that the 2016 demonstration of novel offen-
sive information operation techniques by Russia hit the United States as a 
 surprise –  one which the US was poorly prepared to anticipate, defend against, 
or respond to. And this was despite the fact that, by all public accounts, the US 
was one of the most advanced countries in the world at the time in its cyber 
domain capabilities. This shock led to immediate and understandable hand- 
wringing over apparent cyber domain strategic failure, prompting significant 
new strategy development efforts and ongoing debates in the US and with 
US allies. What is somewhat less obvious is whether the correct lessons have 
been learned from the nature of the surprise itself and what it says about threat 
perception, domain conceptualization, and emulation dynamics in the evolu-
tion of the cyber domain, and the repercussions for potential future stability. 
Put differently: beyond considering the immediate strategic solution to address 
this new challenge, what universe of challenges is it an instance of and what 
broader lessons must be learned to avert equivalent future cases of surprise and 
inadvertent escalation? Clear understanding here is essential both for correctly 
addressing the challenge at hand and for avoiding future cycles of escalation.

This chapter argues that this instance of surprise escalation was the result 
of a long- developing security dilemma rooted in “domain concept mis-
alignment” – i.e. superficially overlapping but significantly different domain 
 conceptualizations –  resulting from the distinction in how democratic and 
non- democratic states approached conceptualizing the scope and nature of the 
emerging digital and informational domain of military action. While domain 
concepts and strategy have now begun to adjust to the new perceived threat 
of cyber- enabled information operations,2 the chapter argues that this specific 
sort of escalatory spiral, fueled by domain concept misalignment and “diagonal 
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escalation” – i.e. within- domain for one actor, but outside for the  other –  is 
an endemic challenge of the cyber domain. All strategies aim, on some level, 
to influence the behavior of adversaries and shape the long- term development 
of systemic behavioral norms. But  strategies –  involving whatever overall mix 
of threat- based deterrence, defense and denial, or norm  promotion –  can only 
explicitly seek to mitigate threatening behaviors they have awareness of and 
can anticipate. Surprise attacks are therefore unlikely to be effectively pre-
vented by any strategy if they lie well outside the bounds of aggression forms 
that the current domain concepts and strategy conceive of and aim to address.

Without heightened efforts at mutual awareness and broad consideration 
of alternative conceptual frameworks, cycles of surprise and escalation will 
be recurrent in cyberspace, not only making development of desirable norms 
difficult and the cyber domain unstable, but even destabilizing the concepts 
on which it is premised. To manage these underlying conditions and reduce 
instability, cyberspace strategy development processes must thoughtfully inte-
grate mechanisms to foster greater awareness of domestic politics and threat 
perspectives of other states, and processes of cross- silo and cross- technology 
issue engagement across the interagency. In addition, it is critical to avoid 
bureaucratic and conceptual stove- piping based on prior stages of technology 
development, maintaining a fluid and evolving understanding of the nature of 
cyberspace and the constantly changing social, economic, and political inter-
dependencies it makes salient.

The remainder of the chapter is divided into two sections. The first sec-
tion addresses the question of how it was possible for the global leader in the 
development of cyber domain capabilities to be caught off guard by Russia’s 
2016  operations –  especially given that the use of such tactics by Russia was 
not entirely novel at the time and that Russia and other states had for nearly 
two decades expressed concerns in international forums about the potential 
destabilizing influence and national security threat stemming from transna-
tional flows of information. In examining the relationship between domain 
concept development and threat perception in cyberspace, the section traces 
how democratic and non- democratic states came to understand the military 
and strategic possibilities of and threats from the emerging domain differently, 
allowing for significant concept misalignment and the possibility of surprise 
action by the technically weaker party. Examining the reactions of the US 
and its democratic allies to the newly perceived threat and the potential con-
sequences of these reactions, the section points to the importance of renewed 
conceptual clarity and historical awareness in order to enable a coherent and 
effective response while also learning the correct lessons to prevent future 
instances of surprise and escalation. 
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The second section takes a step back from the immediate case of cyber- 
enabled information operations to address the broader problem this case indi-
cates in the ongoing development of concepts, strategy, and norms to limit 
instability in cyberspace. Examining the breadth and complexity of cyberspace 
and the surrounding regime complex, the section argues that the most salient 
threat perceptions often vary between states, leading to the emergence of dis-
tinct understandings of cyberspace’s security threats and potential military uses. 
The resulting domain concept misalignment poses a recurrent risk to stability 
in cyberspace. Considering how this dynamic should impact our approach to 
strategic thinking in cyberspace, the section highlights the risks associated with 
overly reactive responses to new threats once they have led to surprise esca-
lation. While strategic adaptation to address newly demonstrated threats will 
often be reactive, seeking to fix newly apparent vulnerabilities and emulate 
an adversary’s successful strategic approach, the section argues, such “domain 
concept stretching” and “strategic emulation” responses are not always optimal 
as they can occur iteratively without deliberate reflection on the trade- offs 
entailed. Shifts in domain concepts may lead to an over- securitization of new 
issue areas, impinging on prior existing governance arrangements. Not all stra-
tegic innovations can be equally effectively adopted by all states, with efforts to 
emulate potentially chafing against existing institutional or cultural constraints, 
possibly strengthening the strategic position of the adversary. Where possible, 
longer- horizon processes should therefore be prioritized in cyberspace strat-
egy development, with a focus on norm- building and strategic foresight to 
avert future instances of concept misalignment- fueled surprise and escalation. 
In responding to known instances of concept misalignment, the repercussions 
of emulation should be considered and weighed against those of alternative 
asymmetric or hardening- based defensive approaches. 

The chapter concludes with a call for fostering greater cross- silo engage-
ment across areas of expertise and across the inter- agency, and for building 
mechanisms of strategic foresight into future cyberspace strategy development 
processes. In the long term, these steps will improve security while retaining 
as much as possible of the value associated with cyberspace’s global digital 
interdependence. 

Cyber-Enabled Disinformation and The New Threat Perception in 
the West 

In the aftermath of 2016, in US national security policy circles, it became 
common to hear Russia’s surprise initial usage of cyber- enabled informa-
tion operations described as having demonstrated a unique and sophisticated 
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 strategic approach to the cyber domain, showing that Russia was out- thinking 
the US on understanding the domain’s basic attributes and strategic possibili-
ties. The translation of a 2013 speech by the Chief of the General Staff of the 
Russian Armed Forces, General Valery Gerasimov, was widely read and often 
held up as an example of new military “doctrine” that Russia had been devel-
oping for years before using this approach in its surprise attack on the West.3 
The failure of US cyber defense strategy to prevent this Russian aggression 
was held up as proof of the inadequacy of the prior strategic approach to the 
cyber domain. How else to explain the US being owned in a domain that it 
had helped pioneer and in which it was thought to hold such superior capa-
bilities that a common term of cyber strategy parlance, “NOBUS,” referred 
bluntly to the existence of certain domain capabilities that were achievable by 
“nobody but us”?

What many of these initial reactions failed to note was that the quoted 
Gerasimov speech and many other Russian strategic writings from that time 
were framed explicitly in terms of reaction to perceived US aggression and an 
effort to understand and respond to what was thought to be existing US strat-
egy.4 Whether focused on perceived US support for independent civil society 
and media since the 1990s, “Orangist forces” behind colored revolution events 
in Russia’s backyard through the 2000s, or the Arab Spring and Russia’s own 
White Ribbon Protest Movement in 2011–2012, Russian strategic commen-
tary often focused on a perceived intentional threat to its regime’s survival, 
and perceived superior strategy involving manipulation of information and the 
exploitation of psychological and social forces within  society –  an approach 
from which to learn and a threat to prepare against. It seems fairly clear in 
retrospect that US cyber strategists were not fully aware of this Russian per-
ception of threat and aggression (or did not take it seriously). No intentional 
military threat of this nature had been mounted. What is more, the supposed 
threat vector fell so far outside the conceived of role of the cyber domain 
that a 2015 Defense Science Board report explicitly calling on the defense 
community to prepare better against surprise cyber attacks failed to mention 
any notion of cyber- enabled informational or psychological operations at all, 
focusing exclusively on critical infrastructure and cyber- to- kinetic threats.5

“Cyber security” Versus “Information Security”

By 2016, the use of cyberspace as a domain for military and intelligence opera-
tions had been developing for  decades –  and was perceived to be of increasing 
strategic importance to the US and allies, as well as adversaries. But the degree 
of shock and consternation resulting from the initial revelation of Russian elec-
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tion interference and disinformation campaigns suggested a strategic blind spot 
had developed in the Western approach. One significant reason for this lack 
of strategic foresight had to do not with a lack of capability in the cyberspace 
domain as the US had defined it, and instead with a lack of adequate awareness 
or understanding of the distinct way in which non- democratic regimes saw 
national security threats from cyberspace differently and how that motivated 
alternative forms of defensive and offensive capability development, and the 
potential for escalation. 

Both democratic and non- democratic states had long been aware of pro-
nounced benefits and security risks resulting from the growth of cyberspace. 
But they differed in the positive visions they embraced and sought to promote, 
and in the threat perceptions around which they crafted security concepts 
and military capabilities. These differences were particularly pronounced in 
relation to the content layer of the internet and the transnational flows of 
ideas and information it permitted. In the decades of the internet’s expan-
sive growth following the end of the Cold War, democracies largely followed 
a dual approach which separated considerations of the new highly technical 
military domain from that of the global communications network. So while 
the US accepted and promoted a globalist vision of “internet freedom,” it 
simultaneously embraced a more narrowly and technically understood “cyber-
space domain” of national security interest and military conflict. This approach 
contrasted with the alternative vision of cyberspace pursued and promoted by 
Russia, China, and other non- democratic states, concerned with notions of 
“internet sovereignty” and domestic “information security.”

The United States’ internet freedom agenda is best captured in the January 
2010 Newseum speech by then- Secretary of State Hillary Clinton.6 The speech 
laid out an agenda for a strengthened US diplomatic stance regarding the 
global protection of “internet freedom.” Describing this freedom as a twenty- 
first- century human right akin to freedoms of expression, association, media, 
religion, and other basic rights globally acknowledged during the twentieth 
century, Clinton emphasized the technology’s role in permitting new forms of 
civic engagement, political speech, economic modernization and opportunity, 
and information sharing, but also highlighted the risks it now faced as authori-
tarian regimes sought to censor, surveil, and control the internet’s content and 
use within their territories. Stressing the US’s support for an uncensored uni-
versal internet that allowed everyone everywhere access to the same content 
and safe use of internet- based technologies, Clinton used her address to name 
and shame authoritarian regimes for erecting a new “information curtain” and 
promised US support for the creation and distribution of tools permitting cen-
sorship circumvention by internet users under repressive governments. She 
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called on states to work together so that “we can create norms of behavior 
among states and encourage respect for the global networked commons.”

While the US was also concerned about national security in cyberspace, its 
focus was predominantly on a relatively narrow understanding of cyber security 
and cyber conflict in which aggression was conceptualized particularly in terms 
of destructive or kinetic  effects –  from sabotage of equipment to mass- casualty- 
inducing destruction of critical infrastructure. Cyberspace was first recognized 
as a “‘domain’ of conflict” by the US military in 2004 in the National Military 
Strategy.7 By this point, threat perceptions around technical cyber attacks on 
computing systems and critical infrastructure as a risk to national security had 
been building for decades. As computer networks had expanded through the 
1970s and 1980s, early significant security incidents had shaped this concern. By 
the 1990s, the idea of a paralyzing and devastating bolt- from- the- blue “cyber 
Pearl Harbor” was a much- repeated threat narrative. This threat perception 
would be a guiding force in the development of US cyber doctrine, policy, 
strategy, and military institutions. The first US cyber operational unit was cre-
ated within the Defense Information Systems Agency in 1998, undergoing rapid 
growth and a series of changes in organizational structure, mission, and loca-
tion, before forming the United States Cyber Command (USCYBERCOM) 
in 2010.8 The Department of Defense’s (DoD) first Strategy for Operating in 
Cyberspace was issued in 2011,9 and the Pentagon issued its first joint doctrine 
specifically dedicated to “cyberspace operations” in 2013.10 Through the course 
of these developments, numerous potential ways to conceptualize threats per-
taining to digital networks and information were explored and considered, but 
the emphasis remained ultimately technical in nature, with limited focus on 
the holistic role of information or its impact on public opinion and discourse.

Ultimately, the internet freedom agenda’s endorsement of the ideal of a 
global uncensored internet implicitly relied upon a conceptual delineation 
between the issues pertaining to national security in cyberspace and those relat-
ing to freedom of expression. For democracies, this norm promotion effort 
was not seen as contradicting national security imperatives relating to the new 
domain. But it was a direct challenge to the efforts by Russia and other non- 
democratic and hybrid regime states during this same period to promote norms 
that ensured their own national security in cyberspace as they understood it. 
From the beginning, these governments’ threat perceptions were focused on 
information flows and internet content, not just on technical cyber attacks.11 
They worried about the impact on domestic political stability and control. 
They were quick to see new instances of protest mobilization through the 
prism of regime change and foreign intervention.12 The concept of “infor-
mation security” captured this distinct threat perception as it was understood 
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to relate to national security. Russia adopted its first “Information Security 
Doctrine” in September of 2000, during the first year of Vladimir Putin’s pres-
idency.13 The doctrine laid out a foundation for considering media or infor-
mation flows as potential threats to political stability and national security, and 
for seeing the large- scale intentional manipulation of information as a possible 
form of interstate aggression. The doctrine used some language similar to US 
military doctrinal documents, suggesting that it was viewed at least partly as a 
response to US strategy at the time.14 

Russia and like- minded states also strategically and energetically pursued 
norms and security relationships that would limit the legitimate use of informa-
tion aggression by other states. In 1998, Russia submitted to the UN General 
Assembly its first of many draft resolutions on “Developments in the field of 
information and telecommunications in the context of international security,” 
which pointed to concern about the potential impact of information warfare 
on international peace and stability.15 In 2011 and 2015, Russia and China led 
blocks of countries in submitting drafts of an “International Code of Conduct 
for Information Security” to the United Nations General Assembly.16 Russian 
efforts through regional organizations, including the Collective Security 
Treaty Organization (CSTO) and the Shanghai Cooperation Organization 
(SCO), also sought to promote cooperation around defending “information 
security,” often explicitly referencing the threat of Arab Spring- type events. 
In May of 2015, Russia and China also adopted an “Information Security 
Non- Aggression Pact.”17 The United States and its democratic allies objected 
to Russia’s norm- building efforts around “information” as opposed to “cyber” 
non- aggression, arguing that, by including the content layer of the internet, 
media, and other information flows as potential vehicles of aggression, these 
efforts aimed to legitimize domestic policies of internet and media censorship 
where regimes felt threatened by the free flow of information.

In the wake of Russia’s 2016 election interference campaign, the point has 
frequently been made that authoritarian states have an asymmetric advantage 
in the use of disinformation because these states constrain their own domestic 
information environments, providing them some shield from a similar form 
of aggression. But this inadequately captures the role that perceptions of an 
escalating threat to regime survival played in disinformation capability devel-
opment, through these states’ iterative efforts to build domestic resilience 
against destabilizing information flows.18 The difference in cyberspace threat 
perceptions between democratic and non- democratic states ultimately played 
an important role in the development of each sides’ defensive and offensive 
capabilities and military strategy. With an apparent perception of playing 
catch- up and being on the defensive, a critical component of Russia’s strategy 
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and  capability development in cyberspace through the 2000s and 2010s con-
sisted in finding ways to defend against perceived internet- mediated threats to 
national security in the form of domestic instability. This led to experimen-
tation with the development of new capabilities for control and manipulation 
of the domestic information environment. Some of these capabilities also had 
significant offensive applicability.19 

Western Reactions and Strategic Adaptation

As they have sought to address the newly perceived threat posed by delib-
erate manipulation of online discourse, the US and other democracies have 
attempted a variety of solutions. Reaction to cyber- enabled information oper-
ations was one impetus for changes in US cyber domain strategy after the 
2016 interference, for example. The US’s “2018 DOD Cyber Strategy” pub-
lished in the wake of the 2016 election explicitly indicated Russia’s use of 
these operations to influence public opinion and affect electoral processes as 
one challenge the new strategy aimed to address in cyberspace.20 One of the 
first publicized demonstrations of USCYBERCOM’s new strategic approach 
described in its 2018 “Command Vision” was its interference with the Saint 
Petersburg- based troll farm, the Internet Research Agency (IRA), on election 
day in November 2018.21 It went largely un- noted at the time that one of the 
major threat vectors which the new strategy was crafted to address was a form 
of aggression that would not have even been acknowledged as falling within 
the “cyberspace domain” only a few years earlier. 

Reactions to the newfound democratic vulnerability did not stop with 
alterations to existing military security strategies, however. With the threat’s 
crossover into new areas of digital governance that had once been thought 
of strictly in terms of the digital public sphere and internet freedom agenda, 
there has been considerable pressure on other parts of government and society 
to contribute to the solution. Policymakers have considered or adopted new 
regulations aimed at reducing the foothold of foreign online disinformation 
campaigns. Diplomatic engagements have sought to name and shame perpe-
trators and collaborate with allies to punish state sponsors of foreign “malign 
influence,” promote preferrable behavior, and foster mutual protection. In 
response to negative publicity, government pressure, and growing awareness 
of the problem, private sector internet platforms have also taken a panoply of 
“self- regulatory” steps to address the problems through changes to platform 
policies or algorithms. Educators, civil society, and academic groups, public- 
private partnerships, and collaborations across stakeholders have also all played 
roles in researching and seeking solutions to the problem.
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While these efforts to address the new threat have constituted important 
and valuable strategic adaptations, many of the potential solutions explored also 
come with their own risks and complications. Too much focus on platform- 
level solutions effected through changes to algorithms or terms of service, 
for example, might result in various forms of over- removal, algorithmic 
bias, and reduction in online freedom of expression. Too much emphasis on 
national- level regulatory fixes might threaten core democratic principles of 
free expression, put a heavy burden on innovation through increasing the 
toll of intermediary liability, and lead to a reduction of the internet’s trans-
national and globalist character with increased fragmentation along national 
lines. Too much attention to the role of diplomacy for confidence building, 
signaling, and norm promotion or negotiation might become an appeasement- 
laced exercise in futility, having little impact on the behavior of adversaries, 
restraining defensive options, and sowing false confidence in unenforceable 
aspirational norms. Too much reliance on military operational persistence and 
constant competition in relation to the online discourse space might lead to 
an over- militarization of the public sphere, prove escalatory, and fail to result 
in desirable normative outcomes, with ever more state and non- state actors 
entering the cyber- enabled information competition, and even democracies 
potentially adopting similar tactics of information aggression despite the nox-
iousness of such practices to core democratic values. 

Each of these approaches, architected and undertaken by highly skilled 
 elites –  expert technicians, lawyers, diplomats, and military  strategists –  also 
suffers from a problem of democracy deficit. While this might be a common 
complication pertaining to matters critical to national security, it can be a 
reason for alarm when those matters happen to also be as crucial to democracy 
as questions of how to govern public discourse.

These democratic reactions to cyber- enabled information operations 
demonstrate some of the challenges and risks associated with addressing a 
newly perceived threat in cyberspace that emerges suddenly after a long period 
of concept misalignment. The reactive posture of responding to a suddenly 
evident and imminent threat has meant that core conceptual questions and 
normatively fraught value trade- offs resulting from the tension between dem-
ocratic and non- democratic approaches to cyberspace have often not been at 
the forefront of discussion. An inadequate understanding of the key role played 
by concept misalignment in Russia’s surprise escalation has been detrimental to 
the coherence and effectiveness of the overall response effort. 

To achieve greater long- term cyberspace stability will require understand-
ing the potential for recurrent concept misalignment and less reactive strategic 
mitigations. 
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The Recurrent Conceptual Challenge to Cyberspace Stability 

The interaction between the US and Russia concerning the role of transna-
tional flows of information in relation to national security has played out as a 
slow- moving security dilemma- fueled escalatory spiral over the last two- plus 
decades. It is a spiral, to the extent that the Russian strategic community per-
ceived itself as responding to US strategy, capabilities, and aggression, and that 
then, years later, the US strategic community similarly considered its situation 
as one of responding to unprovoked aggression, superior capabilities, and stra-
tegic innovation. This is not just a matter of the 2016 aggression or immediate 
prior provocations. It is also visible in various democracy promotion, norm 
advocacy, and naming and shaming activities, and diplomatic exchanges over 
years prior, as well as in the various information resiliency- building adaptations 
by authoritarian states, and the early applications of cyber- enabled information 
manipulation capabilities in smaller arenas. But this is also a unique sort of secu-
rity dilemma, insofar as it demonstrates the escalatory risk posed by concept 
misalignment of a sort to which the cyber domain is particularly predisposed. 

Domain concept development is always intimately intertwined with threat 
perception. Given the complexity and novelty of cyberspace, the interconnec-
tion with numerous and varying systems cutting across all sectors of the econ-
omy and society, most of which are civilian systems and fall well outside the 
conventional scope of war- making, the understanding of the scope and nature 
of the cyber domain for military competition conducted in and through cyber-
space has tended to be particularly shaped by existing perceptions of threats. 
These can fail to align in significant ways between actors. There is no reason 
to assume that the case examined here relating to differences in threat percep-
tions between democratic and non- democratic regimes is sui generis. It is much 
more likely that such concept misalignment- based security dilemmas will be 
frequent given the nature of cyberspace.

Domain Concepts and Cyberspace Complexity

What makes repeated concept misalignment possible and even likely in cyber-
space? The answer hinges on correctly understanding the multidimension-
ality of the areas of social, political, and economic life which are affected by 
cyberspace and could, as a result, potentially one day be subject to dynamics of 
competitive manipulation. And this itself, of course, is a shifting and expanding 
terrain.

On one level, we are discussing here the possibility for misalignment in 
understanding of the military cyberspace “domain” or “operational space” and 
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how this might be conceived and operationalized. For example, even in the 
United States there was significant early debate as to whether the growth of 
the global internet warranted the definition of a new operational domain and, 
if so, how it should be defined. But even this debate about “domains” was 
culturally specific, rooted in US military strategic and organizational culture. 
The idea of domains tends to already encourage a certain conceptual  approach 
–  breaking up the realm of possible environments for military action into a 
covering set of non- overlapping “spaces” in which such action can potentially 
occur. It brings a physical and materialist focus, stovepipes attention to types 
of domain- specific operations and missions.22 But it doesn’t necessarily answer 
the question “what are all the imaginable and strategically significant things 
that one adversary could do to another utilizing this new medium?” or the 
follow- on question “imaginable by whom?”

Of equal significance to the discussion at hand, then, are the distinct threat 
perceptions that emerge pertaining to cyberspace, which in turn shape the mil-
itary strategic, organizational, and capability developments of rival actors. This 
is as much about emphasis and what is not mentioned as it is about absolute 
potential scope of the logical extension of a given domain concept definition. 
This is because the domain itself is actualized in terms of real organizational 
infrastructure, human capital investment, and boots on the ground (or code 
in the network) capabilities. While a definition might be (even deliberately) 
vague and broad in scope, leaving ample room for further development and 
evolution, the actual organization of capabilities and manpower says more, 
more precisely, about the real expectations of utility and limits of imagina-
tion at a given moment. Given the entanglement of cyberspace with so many 
different aspects of political, social, and economic life across different socie-
ties, the potential for different perceived threats and opportunities concerning 
effects on these systems is likely to be somewhat boundless. Insofar as states 
define their own postures in cyberspace in relation to the threats of which they 
are most keenly aware, these perceptions might relate to any area in which 
they perceive risks to their country’s stability and regime survival, whether 
those are actual physical or overtly military threats, or potential challenges to 
core social, economic, or political systems.

As the internet and digital technologies become ever more embedded in 
all areas of life and society, this cross- cutting digital substrate has become the 
ultimate “complex system” – a system of a type so vast and complicated that no 
one individual can know and understand all parts and their interconnections. 
Rather, individual specialists in all the areas of expertise and endeavor now 
interconnected with this substrate must learn and concern themselves with 
those areas of digital technology and interconnectivity that pertain to their 
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specific work. Each of these different areas of endeavor has distinct characteris-
tics, as does its form of dependence on and interconnectivity with cyberspace. 
Some of these sub- systems certainly constitute the sorts of complex, tightly- 
coupled systems, with potential for catastrophic cascading effects of failure that 
have been discussed in the context of “normal accident theory”23 – a char-
acterization that is likely appropriate, for example, for precisely the types of 
critical infrastructure that first aroused “cyber Pearl Harbor” fears within the 
United States. But here we must ask ourselves, what other types of catastrophic 
threats to national security might different countries fear the most, and how 
might these be subject to strategic effects involving cyberspace? The possibil-
ities are vast.

Key to these considerations is an understanding of the breadth of societal 
systems which could be potentially implicated. As opposed to technical or 
socio- technical layers, of which a finite number can be easily enumerated, one 
must here account for the wide variety of governance issues that in some way 
now involve the internet and digital technologies. These can be anything from 
the governance of the internet’s core infrastructure and global interconnectiv-
ity to far- flung policy areas in disparate communities on topics ranging from 
policing and law enforcement to public health, and from media and public 
communications to transportation systems or property rights. Each issue area 
has its own surrounding systems of laws, norms, rules, institutions, and inter-
ested actors, at various jurisdictional levels from local and national to global. 
Some of these constitute long- standing governance regimes on mutually unre-
lated issues. But with the growing embeddedness of digital technologies and 
networks, each is now cross- cut by and entangled with mechanisms of cyber-
space governance. 

The governance of cyberspace has developed as a complex ecosystem of 
interrelated actors, forums, issues, and technologies. This emerging complexity 
is what led Laura Denardis to observe about the global internet (which is a 
critical subset but by no means the entirety of cyberspace) that “Internet gov-
ernance is not a monolithic system with keys that can be handed over to one 
group or another . . . Thus a question such as ‘who should control the Internet 
. . .’ makes no sense whatsoever. The appropriate question involves determin-
ing what is the most effective form of governance in each specific context.”24 
In a similar vein, Joseph Nye has discussed the “cyber regime complex” point-
ing to the breadth that already existed in the dimensionality of cyberspace and 
its global and national levels of governance.25 Nye’s work builds on the under-
standing from international relations theory that, while normative “regimes” 
are broadly understood in international relations theory to mean sets of “prin-
ciples, norms, rules and procedures that govern issue areas in international 
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affairs,”26 a “regime complex” represents “a collective of partially overlapping 
and nonhierarchical regimes.”27 As Nye explained, “[a] regime has a degree of 
hierarchical coherence among norms. A regime complex is a loosely coupled 
set of regimes. On a spectrum of formal institutionalization, a regime complex 
is intermediate between a single legal instrument at one end and fragmented 
arrangements at the other.”28 The cyber regime complex has only gotten more 
complicated with time, as noted by Mark Raymond (Chapter 7, this volume) 
in examining how the expansion of the Internet of Things (IoT) pushes the 
regime complex into more areas of overlap and tension with other areas of 
global and national governance. 

This growing overlap between old normative regimes and governance 
structures and new digital technologies is critical to explaining the universe 
of potential new dimensions for concept misalignment and surprise. The key 
insight is that, while the global expansion of interconnected digital technol-
ogies has entangled many other issue areas, the governance of this techno-
logical substrate does not replace existing governance institutions and norms 
around those issues; it rather creates areas of loose interdependency and linkage 
across otherwise heterogeneous governance regimes. A number of areas which 
ostensibly could fit under a broad understanding of internet governance or the 
cyber regime complex tend to be dealt with by different parts of government, 
different intergovernmental organizations, as well as having distinct ecosys-
tems of surrounding outside non- governmental organizations, private sector 
actors, and other stakeholders involved in their functioning and governance. 
Despite growing theoretical and practical connections between these various 
issue areas, they can persist as distinct fields, surrounded by different policy 
and epistemic communities, separate areas of expertise, different interested 
stakeholders, different governance processes and institutions, different degrees 
of norm agreement and compliance across  actors –  and indeed only limited 
interconnectivity between these siloes. Even as stark conceptual distinctions 
between some issue areas might come to seem a little less clear as a result of 
growing interdependence, bureaucratic and departmental divisions between 
previously completely separate areas of governance, policy, and strategy exert 
significant institutional path dependence. These fixed divisions also have ripple 
effects, shaping surrounding fields of policy, advocacy, and academic expertise 
outside of government.

This conceptual and structural path dependence is important to explaining 
why concept misalignment- based strategic surprise can  occur –  and in particu-
lar why it can occur even in cases where some forms of early warning clearly 
existed. As we have seen with the weaponization of online discourse manip-
ulation, for example, there were ample earlier indicators of Russian focus on 
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information, both as threat and tool. Yet knowledge of this claimed threat 
perception, the related norm promotion efforts in regional and international 
forums, and the capability development and use in the regional theater some-
how failed to deeply inform US cyber defensive strategy and planning with 
regard to anticipated adversary cyber strategy and offensive capability uses. 
One contributing factor was clearly the division between the functional and 
substantive areas of focus and expertise in the different government organiza-
tions involved in the cyberspace defense strategy and norm promotion processes 
respectively. As a result of dynamics resulting partly from these bureaucratic 
divisions, the question was never sufficiently considered, “what if they take 
this stuff seriously? what are the security implications of that for us, and is there 
anything there we need to be preparing against?”

Concept misalignment is as much organizational as it is cognitive. Concepts 
play a key role in shaping organizational and functional processes driving stra-
tegic foresight and decision- making. When concept misalignment makes sur-
prise more likely to occur, this is not just about a rigid lack of awareness or 
inability to see the potential threats that are animating an adversary. This plays 
a role among some actors certainly, but it does not have to be close to uni-
versal. Equally or more important is the impact of foundational concepts on 
the organizational structures and divisions between different siloes of relevant 
expertise, capabilities, decision- making authorities, and responsibility.

Leading up to 2016, the relative disconnect in the US between the inter-
net freedom agenda norm- building efforts and cyber domain strategy devel-
opment appears to have played an instrumental role in facilitating the lack 
of strategic foresight. The divisions between fields and governance structures 
surrounding “cyber security” versus those surrounding “internet freedom” or 
“internet governance” were still quite stark at the time, with the development 
of the military cyberspace domain handled by distinct government entities 
from those most familiar with and responsible for diplomacy surrounding mul-
tistakeholder governance of the global internet, promotion or contestation of 
norms around internet freedom, or even overseeing areas pertaining to domes-
tic online internet content governance issues. 

This conceptual organization reflected in government was also reproduced 
by divisions in aligned policy and research communities. Major research uni-
versities at the time supported separate research centers or initiatives focused 
on distinct topics of cyber security, on the one hand, and some mix of internet 
governance and internet freedom related topics, on the other. Philanthropic 
funding lines, non- governmental organizations, private sector activity, and 
think tank policy research programs also supported this conceptual reification. 
This heavily siloed research environment gave little incentives for looking at 
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cross- cutting topics like how the adaptive domestic control approaches being 
experimented with in hybrid and authoritarian regimes could have conse-
quences for international cyber conflict and domain stability (for example). 

Such path dependencies and siloed divisions are common in relation to the 
large and expanding number of issue areas now cross- cut by digital technol-
ogies, networks, data, and adjacent policy concerns. The multiplicity of these 
distinct issues and governance arenas in turn allows for many potential dimen-
sions of emergent political, economic, social, or security effects. These new 
interdependencies created by cyberspace all have potential for vulnerability 
and for weaponizability. 

Given the vast potential for wide differences in the conceptual understand-
ing of cyberspace among actors at any given time as well as the ongoing changes 
in cyberspace technologies and the cyber regime complex, it remains likely 
that misalignments of the sort discussed here will occur repeatedly, introducing 
a distinctive form of recurrent threat to cyberspace stability.

Concept Misalignment, Security Dilemmas, and Surprise

Concept misalignment exacerbates security dilemmas, creating a distinctive 
type of surprise escalation risk. It is common in security dilemma situations for 
actors to miscalculate and not correctly assess how their own strategic behav-
ior is perceived by others. Security dilemmas emerge when two or more 
parties each respond to perceived threats to their security, but where each 
actor’s respective efforts to improve their own security intensify the perceived 
imperilment of others, leading ultimately to outcomes undesired by any party. 
When domain concepts fail to align, this adds an additional possible extremity 
of misperception on the part of one or more parties involved: the so- called 
attacker might have acted in ways it sees as outside the scope of any military 
domain. As such, it might not even know that its behavior is perceived as stra-
tegically relevant at all, even while the self- understood victim perceives it as a 
first strike requiring retaliation. 

Given that the behaviors in question are considered as falling far outside 
the scope of military action by the country undertaking them, this could even 
lead to situations where behaviors considered as military aggression by one 
state were not even undertaken with military consultation in another. In some 
situations, the behaviors in question might even involve an aggregate of non- 
governmental organizations, private citizens, businesses, media outlets, con-
tractors, criminal networks, and any number of other actors based out of or in 
some way affiliated with the country in question but not under direct govern-
mental control. 
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A critical aspect of this type of concept misalignment- based security 
dilemma is that it is particularly prone to generating instances of strategically 
significant surprise. The surprise can be twofold in nature: an actor that is com-
pletely unaware that its own behavior has been perceived as of military or 
strategic significance will naturally be surprised by a sudden29 act of aggression, 
even while the aggressor views its action as a necessary retaliatory response. 
Likewise, to the extent that the response is conducted as some form of tit- for- 
tat in- kind reprisal, given that such action previously fell outside the bounds 
of the now- victim’s domain concept, the form of the aggression itself is likely 
to be regarded as  surprising –  potentially in an additionally emotional and 
inflammatory manner insofar as it transgresses perceived prior boundaries of 
war- making and in some new way targets civilian society. 

These types of surprises have a risk of being particularly escalatory, prompt-
ing emotional and reactive responses. Since states experiencing such instances 
of surprise are likely to interpret the aggression to which they were subject 
as more extreme and incendiary than understood by the perpetrator, this has 
the potential to fuel precisely the types of positive feedback loop cycles of escalation 
that have been discussed as a danger of cyber domain strategic interactions by 
Jason Healey and Robert Jervis (Chapter 1, this volume). The targeted state, 
looking to defend itself by any effective means from what is perceived as an 
unprompted and novel form of aggression, may look to “hit back” even as the 
aggressor sees itself also as behaving defensively. 

Such concept misalignment- fueled surprise events and responses have the 
potential to prompt dramatic and rapid changes in understanding of the scope 
of a domain itself, with one party abruptly stretching their domain concept to 
incorporate the new area of threat and capability they have seen demonstrated. 
Even small shifts in domain concepts are significant, as these are embodied 
within national security and military institutions and are the subject of spe-
cialized training, capability development, authorities, and strategy. Since the 
cyber domain exists within a broader conceptual field around the global inter-
net, digital technologies, and  cyberspace –  a field itself dense with actors and 
interests and with cross- cutting interactions across many areas of  society –  shifts 
in this domain concept carry potentially significant repercussions beyond the 
strategic military interaction. 

This necessarily then raises the question whether concept stretching and 
strategic emulation or some other (less reactive) approach is the appropriate 
response to cases of surprise of the sort here discussed. What is more, how can 
the recurrent potential for concept misalignment in cyberspace be addressed to 
limit future instability?
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Reactive Responses and Strategic Implications

As we have seen in the post- 2016 Western strategic reconsiderations about the 
role of internet content in the cyberspace domain following the demonstrated 
threat of cyber- enabled information operations, one potential reaction to the 
demonstration of a novel threat emerging from a rival domain conceptualiza-
tion is to adjust one’s own domain concept accordingly. But such a reactive 
approach is not without significant risks. What is more, if the set of potential 
new dimensions to emulate in this way is large and possibly non- finite over 
time, stretching into many areas of society, this puts the question of domain 
concept realignment in a new light. This is not a situation where just one 
expansion of the domain concept will solve the problem for the foreseeable 
future.

Given the potential for emergent crises and instability associated with inci-
dents of concept misalignment, it is important to understand that the known 
case of misalignment under discussion in this chapter (captured roughly as 
“‘cyber security’ versus ‘information security’”) is unlikely to have been 
unique, but rather that further instances of such misalignment events should be 
expected in continuing strategic competition between state adversaries in and 
through cyberspace. This observation, in turn, raises additional questions as to 
the appropriate strategic approach to concept  misalignment –  both in terms of 
how to adjust in given instances, and in terms of mitigating future potential 
flashpoints for misalignment- fueled instability and escalation.

Conscious strategic adaptation to address new threats that emerge from 
incidents of strategic surprise rooted in concept misalignment tends to focus on 
fixing presumed flaws in the prior strategic logic rather than explicitly clarify-
ing the conceptual misalignment issues. In some cases, this may indeed be an 
important part of the adaptation process necessary for confronting new threats. 
But it is unlikely to be sufficient to remedy the underlying insecurity that 
created the potential for such bolt- from- the- blue surprises, as it only partially 
correctly diagnoses the source of this vulnerability. What is more, by failing to 
correctly apprehend the cyber domain concept’s situatedness within a broader 
arena of cyberspace issues and their governance or the role of concept mis-
alignment in leading to surprise, the strategic adaptation process often uncon-
sciously embraces an iterative shift in its own domain concept and operational 
and strategic vision that I call here “domain concept stretching” and “strategic 
emulation.” This means that, in cases of concept misalignment- based surprise, 
following demonstration of a new threat involving unique offensive capabili-
ties and a distinct strategic approach, the victim of the surprise aggression will 
often stretch their own domain understanding to better match the adversary’s 
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concept and seek to emulate some aspects of the adversary’s operational and 
strategic approach.30

In the absence of sustained clear strategic consideration of alternatives, this 
reactive conceptual and strategic realignment is likely to be the most common 
response to instances of concept misalignment- fueled surprise and the demon-
stration of a new potential dimension of cyberspace conflict. But such responses 
are not always optimal and, in some cases, can have undesired consequences. 
These  responses –  focused on whichever new dimension appears salient in the 
 moment –  do little to identify or reduce the risk of future cycles of concept 
misalignment- fueled security dilemma and instability (involving additional 
dimensions). Reactive responses likewise carry significant potential negative 
externalities, due to the situatedness of the cyberspace  domain –  and any new 
strategic dimension  thereof –  within the broader cyber regime complex with 
its entanglement with other governance issues and arenas. If domain concept 
stretching and strategic emulation are entered into unconsciously, the con-
sequent risks and trade- offs are not a primary early locus of attention and are 
unlikely to be weighed in a deliberate decision process. Difficult to resolve 
tensions and tests of societally crucial norms and values might already be estab-
lished by the time frictions with existing frameworks and structures around the 
new dimension become apparent. 

 There might be sound strategic reasons to not want to securitize or 
militarize some dimensions. One reason could be simple lack of manpower. It 
is better to focus on the most significant current threats than to spread national 
military capability developments too  thin –  even across areas with demon-
strated threat potential. Beyond this though, another important reason is likely 
to be that not all shifts are equally advantageous (or easy to accomplish). This 
is because not all states are equally equipped to adopt the same innovations in 
military capability  development –  whether those be more strategic and con-
ceptual or technological. There are a number of factors that influence this 
difference in ability to adopt particular innovations, including differences in 
national wealth, technological capability, industrial capacity, organizational 
capabilities, strategic intellectual capabilities, organizational culture, and soci-
etal values and normative constraints.31 Such barriers to adoption efficacy will 
likely be most pronounced in cases of significant domain concept misalign-
ment. Concepts can be both value- laden32 and organizationally embodied, 
with stark differences in domain conceptualization creating several obstacles 
to reactive emulation. We see the important role that domestic cultural and 
normative constraints can play in restricting adoption in commentary over the 
last several years concerning Western approaches to cyber- enabled information 
operations.33



concept misalignment and cyberspace instabil ity 117

Conceptual misalignment, in other words, if deep enough, can make it dif-
ficult to adopt innovations emerging from the misaligned alternative concep-
tualization. This is likely particularly true when the domain is situated within 
a cross- cutting governance regime, entangled with other areas of society with 
existing governance structures, rules, and values, where a change in the rela-
tion between the domain and these other areas is likely to lead to areas of 
prolonged legal and governance friction domestically and internationally, and 
where they also are likely to create norm- based reputational concerns particu-
lar to democracies invested in the international rules- based order. 

Reactive emulation, without a clear evaluation of the above questions of 
efficacy and trade- offs, risks further undermining stabilizing norms without 
increasing security. Not only is there the possibility that we might not be 
very capable at emulating certain new dimensions of military competition in 
cyberspace; it also is likely that attempting to copy some such domain concept 
extensions will actually better serve the interests of our adversaries. In cases 
where a new dimension of cyberspace strategic competition would otherwise 
be seen by many actors as violating democratic values or important interna-
tional norms, for example, attempting to emulate the new approach would 
help legitimize the first mover’s behavior, thus reducing reputational costs of 
perceived norm violation and potentially prompting a wave of further diffu-
sion of the new approach as other states update their cost- benefit priors and 
follow suit. Given that some such innovations in cyber domain conceptual-
ization and strategy may be already systematically more challenging for the 
US and its democratic allies to adopt for the above reasons, such a mistaken 
strategic response could serve to both undercut existing international norms 
and systematically disadvantage like- minded countries. 

Despite the potential negative repercussions of reactive responses, some 
slippage into concept stretching and strategic emulation is a likely consequence 
of concept- misalignment- fueled strategic surprise. To mitigate the worst 
effects of such conceptual drift, in known cases of concept misalignment that 
have led to surprise threat demonstrations, distinct effort needs to be made 
in the responsive strategy development process to clarify the nature of the 
underlying conceptual misalignment and the potential risks or negative exter-
nalities associated with the particular realignment. Both governmental and 
non- governmental non- military expert communities involved with related 
governance arenas should be consulted on this. With careful consideration of 
systemic effects and long- term behavioral outcome goals, non- emulatory alter-
native strategic adaptations should be  considered –  particularly those involv-
ing asymmetric approaches and a focus on defensive hardening and denial 
as opposed to tit- for- tat offensive emulation. All governmental (and, where 
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possible, non- governmental) adaptations to address the new threat should be 
clearly tracked and coordinated across actors with an eye to avoiding unneces-
sary levels of securitization or other suboptimal overall (whole of government/
whole of society) response profiles.

Recognizing the repeated and destabilizing nature of concept misalignment- 
fueled surprise and reaction dynamics, it also is critical to find better strategic 
solutions to avert future instances of surprise and thus limit the dynamics of 
reactive securitization affecting other areas of society and governance con-
nected to the cyber regime complex. An overarching approach to avert sur-
prise and increase stability must, on some level, take account of the whole 
of cyberspace and the surrounding cyber regime complex. Considering the 
whole realm of possibility of what could be securitized through new dimensions 
of cyberspace aggression, such an approach must work strategically to prevent 
that eventuality in areas where disadvantageous to democracies and the liberal 
international order. It must also involve broad situational awareness of the 
strategic environment and the full panoply of available foreign policy tools for 
shaping that environment. 

This requires a coherent, coordinated, whole- of- government approach, 
building greater mutual awareness across separate but interrelated stovepipes 
and policy arenas. In the US, processes fostering smoother and more inte-
grated strategic cooperation on cyber (and related digital) topics across the 
inter- agency will be crucial. Though such efforts have been made in the past, 
they have not fully displaced a functional bifurcation in which, for example, 
“cybernorm development projects” are a subject of diplomatic engagement, 
“cyberspace domain strategy” is a product of military strategic thought, and 
the two processes subsist in separate bureaucratic and epistemic siloes. Rather, 
these and other tools of state power projection need to be part of an explic-
itly integrated and coherent strategic approach with the end objectives in 
cyberspace of both maintaining national security in the immediate term and 
shaping the normative regime environment in ways to provide for that secu-
rity through longer- term stability. Any cyber domain strategy undertaken 
will influence norms34 of expected behavior ex post, both by involving shifts 
in our own behavior and by using various tools to attempt to influence and 
alter the behavior of others. The normative goals of this influence should be 
considered explicitly. Likewise, while focusing on desired norm “content” 
and aspirational end goals with regard to behavior and stability in cyberspace 
is  critical –  and diplomatic engagement a vital piece of their  pursuit –  further 
strategic attention should be paid to process, tactics, and the use of a variety 
of forums, institutions, and tools of power projection to shape behavioral 
outcomes.35



concept misalignment and cyberspace instabil ity 119

Efforts to build greater long- term stability in cyberspace cannot stop at 
seeking to deter or defend against active adversary cyber aggression or build 
norms in areas already fraught with confrontation. There must also be a robust 
simultaneous effort to bolster strategic foresight to identify and address emer-
gent security dilemmas rooted in concept misalignment before they lead to 
conflict. Central to this undertaking is fostering more awareness at a national 
strategic level of the emerging threat perspectives of other states as these per-
tain to cyberspace. This will, among other things, require substantially greater 
insight into the domestic governance processes, regime type, and political, 
economic, and cultural tensions within other societies. 

The interdependencies created by cyberspace insuperably tie domestic stabil-
ity and security with its international counterparts. As we’ve seen with hybrid 
regimes and authoritarian adaptation in relation to globalization and the inter-
net, stability is closely related to the balance of legitimacy and coercion in the 
relation between a state’s government and society. To understand what is vital 
to regime stability, look to what is critical to its claims of legitimacy and public 
support on the one hand, and its coercive capacity on the other. How might 
new entanglements of the cyber regime complex be seen as undercutting old 
bases of legitimacy or control or upsetting other vital societal arrangements?

Operationally, the strategic integration of these insights is no small task. 
Due to long- standing disciplinary and bureaucratic divisions, the domestic 
politics, economics, culture, and social order of other societies is often not a 
subject of significant attention in discussion of international strategic competi-
tion, let alone in the definition of defense strategy priorities. In the policy and 
research communities around cyberspace strategy, this is often no different, 
with issues of domestic digital politics of other countries, digital authoritarian-
ism, or cyberspace- related violations of human rights often sequestered to their 
own siloes or thinly represented within a globally focused policy discourse. 

Fostering greater integration of these areas of expertise into cyberspace 
strategy development processes is smart, however, even from the perspective 
of defense and national security. The issues coming to the attention of rights 
defenders and scholars of authoritarianism, for example, are often indicative 
of core national security concerns and threat assessments within authoritarian 
regimes at the time (e.g. the rights abuses are often undertaken in reaction to 
presumed internal threats to regime control, stability, and survival). As such, 
these issues can serve as an early warning for how regimes are understanding 
threats in and through cyberspace and how they might therefore be defining 
their own concepts of the military domain and relevant defensive and offensive 
capabilities. Greater integration of this expertise into strategic planning there-
fore can help to prevent strategic surprise by focusing our national security 
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attention on areas where our adversaries are also looking but which otherwise 
might have fallen off our radars.

Conclusion: Addressing Concept Misalignment While Building 
Stability

This chapter has examined the case of the emergence of cyber- enabled dis-
information and its implications for the future stability of cyberspace. Unlike 
previous scholarship, I have argued that this sudden expansion of military 
cyberspace domain thinking to encompass a new dimension of conflict was not 
a necessarily unique occurrence. Instead, it was indicative of a broader problem 
in the way we approach the development of concepts, strategy, and norms to 
limit instability in cyberspace. In taking a step back from the specific challenge 
of cyber- enabled information operations, the chapter suggested that the abrupt 
emergence of this surprising strategic innovation was a case of a more general 
 phenomenon –  a novel threat emerging suddenly as a result of domain concept 
misalignment, a condition which is an endemic challenge in the cyber domain 
and, without specific precautionary interventions, is likely to also yield future 
instances of surprise and escalatory spiral. 

Today, the cyber regime complex continues to change and adapt with 
the development of new interconnected technologies and surrounding socio- 
technical systems. We see rapid technological growth as well as ongoing com-
petition surrounding the Internet of Things and next- generation network 
infrastructures, cryptocurrency markets and digital stock trading, blockchain 
applications, digital supply chains, and emerging digital technologies from AI 
to quantum computing or additive manufacturing. These additional levels 
of complexity suggest the potential near- term emergence of new areas of 
friction around developing interdependencies and regime complex entangle-
ments, all with the capacity to alter threat perceptions, domain concepts, and 
engender new dynamics of instability. Yet these issues are still often dealt 
with piecemeal and by different parts of government with inadequate bridging 
mechanisms for understanding their combined effects or how they might be 
perceived by other states. At the same time, there is also a lack of connective 
tissue between the national security policy community and those with rich 
expertise on domestic politics and culture that could shed important light on 
the threat perspectives of other countries. Given the interconnectedness of 
cyberspace with so many different dimensions of societal political, economic, 
and cultural life, this insight is critical for preventing repeated cycles of con-
cept misalignment- fueled security dilemmas and escalatory domain- enlarging 
strategic surprise. 
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To ensure greater long- term stability and security in cyberspace, next efforts 
at strategy development must start from an understanding of the breadth and 
multidimensionality of cyberspace and the entangled issues involving all areas 
of social, political, and economic life. They must account for the fact that these 
issues continue to shift and change as does the underlying technology. These 
processes have the potential to create emergent tensions and frictions with 
existing regimes, institutions, and entrenched interests, potentially unsettling 
existing mechanisms of stability and drawing awareness to new risks and threats 
that might be distinctive to or perceived differently by particular governments 
and societies. Insofar as new areas of this cyber governance arena are perceived 
as potentially posing security threats to a country’s vital interests, they are likely 
eventually to be integrated into national security concepts and military strategy 
for cyberspace, effectively adding new dimensions to cyber domain concepts. 
The numerous possible dimensions of domain expansion put together with 
the wide potential variation in national threat perspectives make it likely that 
domain concepts will not always align. This creates a condition of instability 
that is likely to be characterized by repeated cycles of divergent threat percep-
tions, concept misalignment, security dilemma, and strategic surprise. 

To mitigate the impact of these underlying conditions and reduce instabil-
ity, cyberspace strategy development processes must thoughtfully incorporate 
awareness of these dynamics.

First, this means integrating several mechanisms to foster strategic foresight. 
Greater awareness of domestic politics and threat perspectives of other states 
must be built into the strategy development process, including through both 
the observations of diplomatic engagement and expert attention to domestic 
politics. Particular attention should be given to cyber- related human rights 
violation issues, as these might serve as flags of domestic stability and security 
concerns deep enough that regimes are willing to risk potential legitimacy 
costs associated with overt high- intensity coercion. Equally important, in sup-
port of cyber strategy and norm building efforts, processes of cross- silo and 
cross- technology issue engagement should be built within departments and 
across the inter- agency. These should integrate key insights and expertise of 
specialists on different aspects of the cyber regime complex and build ongoing 
mechanisms for tracking new potentially strategically salient areas of entangle-
ment and friction as technologies and surrounding governance arrangements 
change.

Second, the strategy development processes around both norm shaping 
and the cyberspace domain need to be tightly integrated, incorporating the 
complementary strategic effects that can be achieved through combined use 
of different tools of foreign policy and international influence, including both 
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diplomatic and military. Shaping the normative environment around cyber-
space to reduce instability should be treated as a critical objective of cyberspace 
strategy. Where possible, this should be achieved in a way which protects 
existing areas of generativity and positive sum interaction mediated by digital 
technologies. 

Past efforts here can be a guide as well as a cautionary note. The dual 
approach to cyberspace issues recounted in this  chapter –  with its seemingly 
disconnected conceptualizations of the “global internet” versus the military 
“cyberspace domain” – was a powerful early paradigm for making sense of an 
explosive new technological phenomenon which in many ways transgressed 
traditional categories of understanding in global politics. But this approach 
also had serious faults. The Internet Freedom Agenda was, at its core, a norm 
entrepreneurship campaign focused primarily on the content layer of the inter-
net and the online realization of democratic principles of freedom of expres-
sion and association. It was largely conceptually and institutionally unmoored 
from what was going on in DoD with regard to Cyber Domain strategy and 
capabilities development. These two  efforts –  to shape norms in cyberspace, 
and the development of cyberspace  strategy –  need to occur together, because, 
ultimately, their fates are tied. This will require complex trade- offs to balance 
values around issues of national security, economic growth, and democracy, 
but that effort is worth it to better protect the values and institutions of greatest 
importance.

Finally, in undertaking this renewed effort to build a coherent conceptual-
ization of the democratic normative agenda and defense strategy in cyberspace, 
it is important that the US and allies not lose sight completely of the value of 
the early internet’s globalist interdependent vision. It is easy today to focus on 
the many risks associated with  interdependence –  its weaponization and the 
vulnerabilities it opens us to. This is especially true in reflexive responses after a 
new dimension of digital interdependence has been weaponized in a surprising 
way against us. As we’ve seen, the natural reaction will often incline toward 
a rapid securitization and conceptual and strategic emulation, even if this runs 
into friction with existing norms and institutions. But the risks of interdepend-
ence must not be viewed in isolation. They must be weighed against those 
of its absence. Neither is a panacea, and accommodations must be made in 
some instances for security, but it still remains likely that global technological 
interdependence provides a better protection against unrestrained aggression. 
In many arenas it also better serves the interests of democracy. 

Addressing the immediate challenge of cyber- enabled information oper-
ations discussed in this chapter will necessarily be a first test for this strategic 
approach.
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System, Alliance, Domain: A Three- Frame Analysis 
of NATO’s Contribution to Cyber Stability

Joe Burton and Tim Stevens

The “stability- instability paradox” suggests that when there is a balance of 
power between states in the nuclear realm (stability), low- intensity conflict in 
the international system is likely to increase (instability).1 In the modern era, 
such low- intensity conflict often takes place in cyberspace, with cyber oper-
ations quickly becoming a replacement or substitute for the use of military 
force and a way for states to achieve their strategic objectives without costly 
and escalatory military confrontations. This may help explain why there are 
lower levels of concern about great- power war in the twenty- first century, and 
constant tensions between great powers over emerging technologies and con-
stant conflict in non- conventional domains of conflict. The stability- instability 
paradox concept has salience for alliances too. NATO, for example, provides 
the main mechanism for a balance of both nuclear and conventional forces, 
both within the European context and globally, but it is also now dealing with 
instability emanating from cyberspace, and from offensive cyber operations 
launched by its geopolitical adversaries. While NATO must now contribute 
to great- power stability within the international system, it is also involved 
increasingly in low- intensity conflicts at the periphery of its core historical 
role. What role does NATO play in contributing to international stability in 
the modern era? How does it contribute to international stability and intra- 
alliance stability now, in the context of a more complex and globalized security 
environment characterized by new security challenges? Does NATO have a 
role to play in cyber stability, and how can we conceptualize that in a modern, 
multinational alliance framework?

This chapter sets out to explore these key questions. In doing so we seek 
to build an analysis of NATO’s contribution to “cyber stability” across three 
principal areas. First, we outline how NATO’s political- military machinery 
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and capabilities have contributed over the last two decades to enhancing cyber 
stability in the international system (system stability). Salient dynamics include: 
NATO’s designation of Article 5 of the North Atlantic Treaty (the “collective 
defence” clause) as applicable under certain conditions to adversarial cyber 
attacks; its role in crafting a cyber deterrence posture for the alliance, focused 
especially on Russian cyber operations; and its role in preventing escalation of 
cyber conflicts, whether in the cyber domain exclusively or regarding kinetic 
armed conflicts in which NATO has been involved operationally. Second, 
we examine NATO’s contribution to cyber stability internally through intra- 
alliance processes and functions (intra-alliance stability). NATO is a forum in 
which intra- alliance disputes have been addressed, including concerns about 
5G vulnerabilities and how to reconcile allies’ divergent doctrines, particularly 
around the development and use of offensive cyber operations. It has also 
facilitated the sharing of cyber threat intelligence, promoted allied capacity 
building, and assisted in crisis resolution, such as events in Estonia in 2007.

NATO’s third contribution to cyber stability has been with respect to the 
domain of cyberspace itself (domain stability). This includes NATO’s contri-
butions to the promotion and setting of international norms of state behavior 
in cyberspace and its designation and operationalization of cyberspace as a 
domain of operations, a process stemming from the Wales Summit of 2014.

As well as conceptualizing NATO’s role in cyber stability across these 
three areas, and mapping their interrelationships, we provide a critical analysis 
of the effects and impacts of NATO’s contributions to cyber stability. Our 
principal argument is that while NATO has made many positive contribu-
tions across these three functions, the alliance has performed less well in other 
areas, including taking actions that have not fostered cyber stability. At times, 
cyber stability has simply been unattainable for NATO as an organization. In 
this respect, the designation of cyberspace as a domain has contributed to the 
ongoing securitization of cyberspace, with potentially deleterious effects on 
stability. In addition, the actions of some allies have eroded trust within the 
alliance, including suboptimal information  sharing –  such as knowledge of the 
exploit upon which the WannaCry ransomware was  based –  and the use of 
espionage capabilities against other allies. Despite an agreement at the recent 
NATO summit in Brussels to establish minimum standards for national resil-
ience in the NATO area,2 the alliance has limited control over critical infra-
structures in the transatlantic region and does not own the digital infrastructure 
on which its operations and digital security depend. It also has no formal legal 
or enforcement powers, limiting its capacity to contribute to domain stability.

This chapter is organized in four parts, beginning with a historical over-
view of NATO and stability. In the second section, we provide a discussion of 
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alliances as stability mechanisms, highlighting both academic debates and how 
NATO policymakers have framed NATO’s role in providing international sta-
bility. We find a lack of differentiation and awareness of the types of stability 
NATO provides, both in cyber security and in its wider role in international 
affairs; we contend therefore that alliance theory needs a reboot in its application 
to cyber stability. The third section presents the three pillars of our approach to 
cyber stability, highlighting in turn system stability, intra- alliance stability, and 
domain stability as the core of NATO’s contributions. The last concluding sec-
tion analyzes NATO’s performance across these three areas, highlighting impli-
cations for future NATO policy, as well as opportunities for further research. 

NATO’s Historical Role in Stability

NATO has always been in the stability business. Its role in this field extends 
from its founding in 1949, when protecting the allied zones of Berlin from 
possible Red Army aggression helped stabilize Western Europe. As NATO’s 
international role developed, the US commitment to Europe’s defense had 
cascading effects in Europe, allowing allies to further their post- war economic 
recovery and shift from national defense to collective security, and provided 
assurances to new NATO members still experiencing domestic instability, 
including resisting communist forces within their own countries.3 During the 
Cold War, NATO helped develop a deterrence posture that supported a bipo-
lar division of power in Europe, which, according to many scholars, imparted 
stability and predictability to European affairs.4 The alliance incrementally built 
an institutional structure within Europe, encouraging cooperation and trust to 
emerge within the alliance itself. NATO contributed to stability within the 
international system but also stabilized relationships within and between its 
members. The US commitment to Europe was resolute, based on containing 
the Soviet  threat –  including its attempts at foreign coercion and  espionage – 
 and it helped cultivate mutual understanding and expectation within the trans-
atlantic area that engendered effective collective decision- making and action. 
This allowed the alliance to deal with (and recover from) the many conten-
tious issues it has faced, including crises stretching from Suez in 1956 to the 
fallout over the Iraq war in 2003 and beyond.5

Despite NATO fulfilling an important stabilizing role internally, when 
NATO leaders discuss stability today it is usually in the context of issues and 
challenges arising outside Europe. After the Cold War, “stability” and the 
more active noun, “stabilization,” have most often described the aim and prac-
tice of NATO missions and operations in the former Yugoslavia, including 
SFOR, the NATO- led stabilization force in Kosovo, and in Afghanistan from 
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2003 onwards. The alliance’s role in international stability has shifted from 
the more structural bipolar contribution to stability during the Cold War to 
the challenges of weak and failed states and the security implications of their 
disintegration. Historically, instability for NATO is something that is inte-
grally linked to its neighboring states and its near abroad.6 Its post- Cold War 
enlargement, which saw the alliance grow from sixteen to thirty members, was 
also framed in the context of stability. Alliance leaders and NATO scholars 
debated whether extending alliance borders closer to Russia would undermine 
the fragile post- Cold War peace. Or would it contribute to the stability of 
new members (and the broad Euro- Atlantic region) by facilitating their inte-
gration into the security architecture of Western Europe, enhancing civilian 
control over their militaries, and promote the “denationalization” of defense 
and security policy?7 More recently, NATO leaders have referred to an “arc 
of instability” on NATO’s southern flank, characterized by weak states, threats 
from terrorist groups and people smugglers, and the challenges associated with 
increased migration caused by wars and conflicts in Yemen, Libya, and else-
where.8 Instability is often presented as emerging from non- NATO states and 
rippling back into the NATO zone.9

Since 2016, not least because of Russian cyber operations against US elec-
toral processes, there has been increased reference to the connection between 
cyber and hybrid operations and political instability within the NATO 
membership and with NATO partners, including Ukraine.10 Hack- and- leak 
operations and the manipulation of social media have been linked to insta-
bility, and the Putin government has seen the utility of cyber operations in 
destabilizing the Western alliance.11 This includes driving NATO members 
apart, creating mistrust within NATO  countries –  especially between pub-
lics and their elected  representatives –  and through manipulating elections in 
support of candidates who advocate nationalist or populist policy positions 
disruptive to established patterns of international cooperation.12 The new 
challenges presented by 5G have also been framed in the context of stability, 
with disagreements emerging among NATO members about how to deal 
with Chinese 5G suppliers, coupled with an apparent lack of multinational 
policy coherence.13 Additionally, the continued decoupling of Western tel-
ecommunications provision and Chinese companies could pose long- term 
threats to the stability of the internet itself, including its potential bifurcation 
or fragmentation.14 

The degree of political stability within NATO, therefore, has historically 
been affected by purposive interventions but also by changes in the techno-
logical environment, including the nature of cyberspace and the technology 
deployed within it. At the strategic level, analysts have linked cyber operations 
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to wider instability between NATO and its adversaries, including potential 
instability within the nuclear deterrence paradigm.15 Constant cyber conflict 
has contributed to an overall deterioration in the stability of the rules- based 
order and worsening relations between its most powerful actors. Omitted from 
these debates is the question of NATO’s own agency in stability. In other 
words, instability is more often framed as something that happens to NATO. 
The alliance’s role in positively or proactively creating, shaping, or sustaining 
stability is less explored. What then do we know about alliances as active 
contributors to and agents of stability, or as stability mechanisms in their own 
right? Can we adapt these ideas to explain NATO’s roles in cyber stability?

Three pillars of cyber stability

Alliances as Stability Mechanisms 

Primarily, alliances contribute to balances of power in the international system 
(system stability) that discourage revisionist or aggressive states from undertak-
ing offensive military action. The principal mechanism for promoting balances 
of power is capability aggregation: alliances pool resources. Small or weak 
states benefit from access to the military might of stronger and larger allies and 
by political assurances that the latter will use those capabilities in their defense. 
Balances of power provide stability because they create and extend deterrence. 
Minor powers are less vulnerable because larger cohesive political units create 
greater risks and costs for potential aggressors. In Walt’s seminal account, alli-
ances help to balance threats, especially when those threats are from states 
that are geographically proximate and that have both aggressive intentions and 
capabilities.16 Alliances are therefore more than just military agreements but 
serve as critical tools in international politics.17

Stabilizing alliances are founded on strong leadership, which can be main-
tained most readily by the more powerful states in an alliance.18 Alliances will 
be less stable when such leadership is not present. This has salience for NATO, 
as a principal explanation for NATO’s durability has been the constant lead-
ership of the United States.19 Until the Trump administration challenged such 
consistency, this commitment had been constant and unwavering, as succes-
sive US administrations acknowledged the overall importance of NATO to 
US security interests.20 Stability is also often linked to bipolar systems led by 
two strong states.21 Clusters of aligned states provide a foundation for inter-
national interaction, guard against instability occurring in peripheries, provide 
incentives to maintain a balance of forces on either side, and allow crises to 
be managed with caution and moderation.22 This classic model of alliance 
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 stability is foundational to how the US has constructed its alliance relationships 
in Europe and in Asia.23

Much also depends on factors internal to alliances (intra- alliance stability). 
Intra- alliance  dynamics –  the ways allies relate to and interact with one  another 
–  are as important as external dynamics, such as the formation of balances of 
power or the overarching influence of globalization. By this logic, the internal 
politics of alliances are analytically distinct from what happens outside of them. 
NATO’s formation, for example, was intended to deter the Soviet Union 
(an external goal), but it was also the mechanism that kept the US engaged 
in European security after the Second World War and helped to bring (West, 
and then East) Germany back into the Western security architecture (internal 
goals). As NATO Secretary General Lord Ismay famously put it, NATO’s role 
was “to keep the Americans in, the Soviets out, and the Germans down.”24

In some analyses, intra- alliance dynamics make alliances more prone to 
instability than other organisational units, including nation- states.25 Instability 
risks are driven by various factors, including that alliances cross multiple terri-
tories as well as cultural and national boundaries, are structurally more fragile 
structures than other political entities, are susceptible to intra- alliance crises 
and conflicts (including  entrapment –  where alliance members are drawn into 
conflicts involving other members),26 and are prone to higher levels of rela-
tional risks than other forms of political organization. NATO’s proclivity to 
crises, for example, is  extensive –  these crises are driven by differences between 
NATO members, including diverging threat perceptions.27 Conversely, highly 
institutionalized alliances, especially those of extended longevity like NATO, 
can help overcome internal instability and contribute to alliance durability.28 
Levels of trust increase over time, whilst alliances provide channels for small 
states to influence larger alliance partners. Loyalty to the alliance itself can 
develop, which in some cases supersedes what is conventionally understood as 
a state’s national interest.29 Fear of abandonment by larger alliance powers also 
drives accommodation and compromise.30 

Alliances can function as security communities, which create  norms – 
 broadly defined here as expectations of  behavior –  and socialize new members 
to the values of international and regional organizations, thereby contributing 
to intra- alliance stability.31 Security communities coalesce around common 
international objectives and can create solidarity, a sense of common iden-
tity and loyalty which transcends sovereign concerns over policies adopted 
by other alliance members. The war in Afghanistan was one example of states 
valuing their commitment to each other and to a common cause, and the 
NATO- led International Security Assistance Force (ISAF) helped to distrib-
ute risk within the alliance and provide a degree of international legitimacy 
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for a controversial military operation. Afghanistan operations were framed as 
necessary for stability and therefore supported by a broad coalition of states, as 
opposed to a unilateral action by a unipolar power.32 The political and social 
dynamics created by alliances could thus be effective lenses through which to 
view NATO’s role in cyber stability. While NATO takes measures and adopts 
policies that contribute to system stability, its actions might also encourage 
intra- alliance dynamics that affect stability within and between its members, 
especially in dealing with sometimes controversial cyber security issues.

The aspect of NATO’s role in international stability that is less easy to 
conceptualize is the alliance’s contribution to the stability of cyberspace itself 
(domain stability). There is practically no academic work that directly addresses 
this  issue –  indeed, the foundations of alliance theory were developed predom-
inantly during and immediately after the Cold War and did not account for, 
or indeed foresee, the emergence of a global network of computer systems. 
However, analyzing NATO’s role in managing other domains is a potential 
route forward. In the maritime domain, for example, NATO has acted to 
project stability, such as counter- piracy operations off East Africa (Operation 
Ocean Shield), and the Active Endeavour and Sea Guardian operations in the 
Mediterranean, intended to counter terrorism, provide maritime situational 
awareness, and stop people smuggling and illicit trade.33 NATO has contributed 
to stability in the space domain too, with its members playing an integral polit-
ical role in the management of space- based missile defense systems.34 Yet, as we 
describe below, the cyber domain is sufficiently different from other domains 
that we cannot simply transpose models of stability from one to the other.

There are also tensions here between how domains are managed in an alli-
ance framework. NATO’s European members’ reluctance to utilize space for 
warfighting, for example, contrasts sharply with the Trump administration’s 
plans for a military Space Force and the development of offensive capabilities 
for the denial of adversaries’ space- based systems in the event of conflict.35 This 
signals that NATO can potentially play a role across these different  dimensions 
–  in intra- alliance management of technological change, to the normative envi-
ronment in respect of how a domain is used, and by reconciling the interests of 
its members through the development of alliance doctrine. It also suggests that 
managing domains subject to novel forms of technological competition will be 
difficult and contentious. While NATO has no regulatory, legal, or economic 
tools at its disposal (unlike the EU, for example), its impact in cyberspace as 
a domain could, at least theoretically, be achieved through its political role in 
international affairs, including establishing patterns of cooperation and through 
the promotion of international norms. In this respect, domain stability involves 
the recognition, management, and nurturing of cyberspace stability for all, 
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not just for NATO mission assurance or for the benefit of the alliance and 
its  partners. This leads to important questions. Can NATO actions provide 
stability in the cyber domain? Or, do NATO attempts to project power and 
capability in the cyber domain destabilize instead?

In the following section, we examine evidence for NATO’s impact and 
effectiveness in contributing to stability in each of these three  areas –  system, 
intra- alliance, and domain. This tripartite approach should not be understood 
as a taxonomy but as frames that overlap in concept and in practice, as dis-
cussed in our subsequent analysis of their interrelationships. We argue that this 
framework provides more nuanced understanding of the main components 
of how alliances contribute to stability and builds on previous treatments of 
“cyber stability” outlined in the introduction to this volume. In so doing, we 
seek to extend a multidimensional analysis of NATO’s role in cyber stability, 
which is weakly articulated in the existing literature. 

Three pillars of cyber stability

System Stability

NATO is the world’s premier military alliance and inevitably influences the 
overall stability of the international system. It creates deterrence against revision-
ist powers and extends it to minor ones, balancing threats through a variety of 
means. Concurrently, it is in constant competition with other powers and alli-
ances that can affect system stability negatively. This is equally the case in respect 
of its cyber activities, which have the potential to contribute to or detract from 
overall stability. Efforts to improve the stability of cyberspace overall (domain 
stability; see below) are part of this dynamic, although NATO’s identification 
of cyberspace as an operational domain has its own implications. For instance, 
whilst overlooking their own cyber activities, China and Russia are keen to 
call out Western “militarization” of cyberspace as a net contributor to global 
cyber instability.36 At the same time, in common with individual states, it has 
proven difficult to deter adversarial cyber operations, which continue to afflict 
its members and NATO itself. This is despite highly developed national cyber 
and non- cyber capabilities and their aggregation under the NATO umbrella. 
As a result, NATO allies are beginning to push back against hostile state cyber 
activity using multiple levers of individual and collective power and influence.37

One of these levers is an offensive cyber capability that hypothetically might 
be used to deter hostile cyber actions and, when deterrence fails or operational 
exigencies demand, to punish an adversary through computer network opera-
tions that deny, degrade, disrupt, or destroy their digital assets and dependencies.38 



system, alliance,  domain 137

NATO has been engaged in defensive cyber operations and network- enabled 
warfighting since at least the Balkan wars of the 1990s. The subsequent eleva-
tion of “cyber defence” in NATO’s security agenda has tended to avoid public 
discussion of allied use of offensive cyber capabilities, although it is hinted at in 
NATO policy of the last decade. It is only with the 2016 recognition of cyber-
space as an operational domain and the 2017 announcement of a new Cyber 
Operations Centre (CyOC), that offensive cyber has been fully integrated into 
NATO planning and operations.39 NATO will integrate allies’ offensive cyber 
capabilities via the Sovereign Cyber Effects Provided Voluntarily by Allies 
(SCEPVA) arrangement.40 CyOC will not be fully operational until 2023 and 
the details of its mission are not yet well known, least of all whether it heralds a 
shift toward a more “offensive” NATO cyber posture generally.41 While noting 
in 2014 that NATO avowal of offensive cyber capabilities “would be greeted 
with vitriol and alarm in Moscow,” James Lewis also proposed that the destabi-
lizing effects of a move like CyOC would be minimal.42 Given the background 
deterioration in relations between NATO and Russia, it is difficult to test this 
proposition, but it does seem as if NATO’s adversaries see greater problems in 
individual allies’ strategic cyber postures than with NATO’s per se. Specifically, 
this means that the US and UK and, to a lesser extent, France, Germany and the 
Netherlands, each of which has renewed publicly their willingness to develop 
and deploy offensive cyber capabilities. The pooling of resources via  SCEPVA 
–  and the unity of purpose created by adoption of the Cyber Defence  Pledge – 
 may in time alter the balance of power in favor of NATO, but it is too early to 
determine the precise systemic effects involved.

NATO is not a norms- organization, but its actions are framed explicitly 
with respect to international norms pertaining to the pursuit of international 
peace, security, stability, and adherence to international law. It therefore follows 
existing normative pathways set out by other organizations, like the United 
Nations (UN) and the Organization for Security and Co- operation in Europe 
(OSCE).43 NATO internalizes voluntary norms of state behavior developed 
in these fora, while upholding them in practice. These include those calling 
explicitly for states “to increase stability and security in the global [information 
and communications technologies] environment.”44 NATO has committed to 
such stabilizing measures, including the rule of law, the principle of restraint, 
enhanced cyber resilience, and practices of mutual assistance and cooperation.45 
There arises, therefore, a problem for NATO’s normative obligations when the 
principal allied power, the United States, speaks openly of developing a new 
norm for cyber conflict, one of “agreed competition.” Two of the intellectual 
architects of this position articulate the need to set a new “norm” through prac-
tice, one in which competition is bounded by inactivity at one end and cyber 
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operations equivalent to armed attacks at the other.46 They argue that under-
standing the environment as one of constant competition and engaging directly 
with this situation, rather than wishing it away, is likely to generate responsible 
behaviors sooner than waiting for top- down norms negotiated by diplomats.47 
As adversaries learn the bounds of acceptable behavior this will encourage sta-
bility in what Healey has termed “persistent engagement stability theory.”48

It is too soon to know whether the US posture will bring stability, but 
the possibilities for systemic instability are many, particularly if other  states 
–  including  adversaries –  adopt similar postures that in time turn out to be 
less stabilizing than currently promoted.49 It is not yet apparent how or if the 
NATO cyber posture in respect of offensive cyber operations will be influ-
enced by the revised US strategy.50 Will its broader cyber defense mission nec-
essarily involve “out- of- network” operations in non- permissive environments 
that channel the emerging US- led norm of persistent engagement? If this is 
the case, it is possible that NATO operations may contribute to greater system 
instability, thereby undercutting its long- standing constitutional and norma-
tive commitments. Negotiating this situation without generating destabilizing 
system effects will be a challenge for the allies in the medium to long term.

Intra-Alliance Stability

How does intra- alliance stability affect cyber policy within the alliance and its 
role in international cyber affairs, and how do cyber threats emanating from an 
unstable domain affect the stability of NATO? This section analyzes some of 
the key internal cyber security dynamics within and between NATO mem-
bers, including: the impact of the Trump administration on alliance cyber 
security policy and strategy; how NATO members have responded to the 
challenge of new technologies, such as 5G, including the lack of political con-
vergence surrounding them; internal NATO challenges presented by a more 
offensive US cyber posture; and how capacity building across the alliance has 
alleviated free- rider concerns.

NATO’s stability was tested by the Trump administration’s abrasive 
approach to alliance politics, which affected the norms (expectations of behav-
ior), trust, and loyalty that existed within the alliance. This supports one of the 
core theoretical predictions of the alliance literature: without strong leadership, 
alliances will be weak and fractured. Alliance stability during President Trump’s 
tenure was affected directly by cyber security issues. Concerns about threat 
perception and common attribution were the most serious issues, including 
internal contestation around the attribution of cyber operations against the US 
and other NATO members. When President Trump questioned US intelli-
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gence services’ assessment of the Russian threat in a 2018 press conference with 
President Putin, this pointed to fractured NATO leadership and the potential 
intra- alliance friction arising from internally divergent cyber threat percep-
tions and political instability within the US itself.51 However, this should not 
be overstated, as NATO has historically united against the Russian threat. 
Russian cyber operations against NATO members and partners, including 
against Estonia in 2007 and Ukraine since 2014, have been met with concerted 
responses and driven efforts to enhance cyber security standards, doctrine, and 
capability within the alliance.

These disagreements were serious, but they did not threaten the alliance 
itself nor impact the overall coherence of US cyber strategy.52 As history sug-
gests, NATO has tended to recover from serious disputes, including after Suez, 
during Reagan’s second term, and George W. Bush’s second term after the 
Iraq invasion. Joe Biden’s presidency may foster similar “self- healing” effects.53 
Moreover, Russian attempts to destabilize NATO states through cyber means 
have historically had the opposite effect and galvanized the NATO member-
ship. Russian actions may have demonstrated another sort of stability paradox, 
wherein efforts to cause instability engender cohesion and collective responses. 

Another issue of intra- alliance concern is the rollout of 5G technologies. 
This has occasioned US political pressure on allies and its criticism of European 
states for giving Chinese providers a role in their digital networks. Although 
not solely a “cyber” issue, allies disagree about the risks posed by Chinese 
5G technologies. Germany, for example, will allow Huawei to operate in its 
domestic market; German telecoms companies are already embedding Huawei 
technology in their networks. As Thomas has argued, this has implications 
for NATO: “With Germany seeking to shore up and encourage America’s 
recommitment to the organisation, the decisive indecisiveness it has adopted 
on Huawei is a step backwards in re- engaging with Washington.”54 The 5G 
dispute exemplifies the need to build collective security within the alliance as 
well as collective defense against external threats, by taking domestic actions 
that do not adversely affect other allies. There is also the sense that European 
NATO members risk becoming entrapped in broader disputes between the 
US and Beijing over digital markets and trade issues. This sense feeds debates 
about European strategic autonomy and digital sovereignty on the one hand 
and calls for a new digital alliance between the US and European powers on 
the other.55 5G debates have thus been contentious, pushing the alliance out 
of a stable equilibrium, and exemplifying how domain instability (discussed 
below) relating to emergent technologies can affect intra- alliance stability.

A more serious intra- alliance dispute could be emerging over the US 
strategy of persistent engagement and defend forward, the US Department 



joe burton and tim stevens140

of Defense and US Cyber Command strategies unveiled in 2018.56 While 
this policy has been driven by wider systemic competition between the US 
and its main cyber adversaries (Russia, China), it has also affected NATO 
internally. Some have called for NATO to follow suit and adopt a similarly 
robust approach, including the use of offensive cyber capabilities to disrupt and 
deter adversaries in non- permissive environments.57 There has been a sense of 
unease among NATO membership on this point. In 2016, before the revi-
sions to its cyber posture, the US conducted an anti- ISIS operation in German 
networks without consulting German authorities, prompting concerns over 
breaches of German sovereignty.58 

As Healey has argued, the new policy may require a redefinition of sover-
eignty for the digital age, which allows adversaries to be tracked by US author-
ities as they cross digital borders; any blame for sovereignty breaches would 
lie with the hackers rather than with those pursuing them.59 Smeets has fur-
ther identified negative effects of the policy, including: a “loss of allied trust,” 
with implications for alliance stability; and potential disruption of allied intelli-
gence operations and capabilities, especially if US operations burn capabilities 
or impact other agencies’ abilities to collect intelligence on intruders in their 
networks.60 To ensure that such operations do not create unnecessary frictions 
and affect alliance stability, Smeets highlights the potential need for an intra- 
alliance memorandum of understanding to deconflict military cyber opera-
tions.61 Kehler et al. similarly identify the need for alliance rules of engagement 
(ROE) that recognize “the potential of cyber operations to occur and create 
effects in multiple international political jurisdictions.”62 The development of 
such mechanisms would be further evidence of NATO finding an institutional 
resolution of cyber issues affecting alliance stability.

Another important facet of intra- alliance stability is capacity building 
within and between its members. This includes: training, skills development 
and cyber education programmes; cyber exercises like Locked Shields, Crossed 
Swords, Trident Juncture, and Cyber Coalition; and common strategy and 
doctrine development through a variety of NATO and NATO- affiliated 
bodies,63 including the NATO summits, which act as a fulcrum for alliance 
policy, and various funding initiatives and conferences that have promoted 
collaboration. It is difficult to quantify the effects of these programmes and 
institutions, but they appear to promote alliance stability in several ways. First, 
alliances can be unstable if states do not contribute sufficiently to the security 
of other members. In “free- riding” behaviors, small alliance partners benefit 
from larger states’ security provision without contributing anything mean-
ingful to alliance security itself. The NATO Cyber Defence Pledge (2016), 
for example, is a cross- alliance commitment to cyber security that alleviates 
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intra- alliance tensions over contribution asymmetries. Although there is no 
information in the public domain relating to the impact of the Pledge, build-
ing institutional capacity to respond to security issues is a way of distributing 
the work of the alliance and thereby helping to enhance alliance cohesion, 
both of which are important elements of stability. Second, various institutional 
mechanisms underpin NATO’s political role in providing intra- alliance stabil-
ity on cyber issues by brokering and resolving disputes between members and 
encouraging consensus to emerge on difficult issues. However, as we argue in 
the following section, capacity building, especially NATO training and exer-
cises, in addition to fostering intra- alliance stability, may affect the domain 
stability of cyberspace itself.

Domain Stability

It has long been argued that cyberspace is less stable than other domains. The 
list of reasons is familiar: its offense- dominance and escalation propensity; the 
likelihood of unintended consequences; its potential to “level the playing 
field” for weaker actors, and so on.64 However, it is apparent that cyberspace 
as a socio- technical environment65 is remarkably stable most of the time, albeit 
this is no reason for complacency, nor for ignoring the efforts expended in 
making it so. The role of NATO in advancing the domain stability of cyber-
space is rarely explored but is not coterminous with its 2016 affirmation of 
cyberspace as an operational domain.66 Indeed, NATO’s operationalization of 
cyberspace and its linking to its core task of deterrence implies a commitment 
to offensive capabilities that could destabilize the alliance, the domain, and the 
international system.67

One frame through which cyberspace is often viewed is as a “global com-
mons.” This has gained traction in recent years and is consistent with the stated 
positions of major NATO countries like the US and the UK. Mueller argues 
that the global commons of cyberspace is a “virtual space for interaction” aris-
ing from the shared deployment of global protocols and standards, themselves 
“global public goods” on account of their unrestricted availability to all.68 As the 
latter precede and enable cyberspace itself, any sovereign claims to “national” 
fractions of this environment are post hoc and lack legitimacy. Furthermore, 
amongst the global public goods enabled by the global commons, we may 
number security and stability in general, cyber or otherwise.69 International 
organizations like NATO have the potential to assist in the provision of global 
public goods on account of their predictability,  longevity –  which can amelio-
rate leadership  problems –  and ability to sanction non- compliance with norms 
and standards.70
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Cyberspace exists only through the concerted ongoing activities of diverse 
agents: NATO is but one actor in a transnational multistakeholder commu-
nity. Domain stability therefore requires NATO to look beyond its member-
ship and contribute to cooperative frameworks that focus on cyber security, 
standards, and operational resilience.71 These enhance “the security and sta-
bility of the overall ecosystem,” rather than serving narrow self- interest and 
parochial security concerns.72 NATO has historically had little reach into key 
communities like industry and civil society and was therefore poorly posi-
tioned to develop “standards and operational approaches” to cyber domain sta-
bility in- house.73 However, NATO can claim some success in engaging with 
non- alliance parties on technical interoperability and standardization, includ-
ing through its NATO Standardization Office, which helps bolster alliance 
identity and cohesion also.74 This presents opportunities for NATO, although 
most of these activities have been with respect to military materiel, rather than 
the diverse challenges of sustaining stability in the global cyber commons. For 
instance, NATO would need to demonstrate its relevance in an environment 
dominated by private and civilian concerns that ordinarily outweigh the influ-
ence and competences of a military organization.75

Tighter EU- NATO cyber security cooperation is one expression of 
NATO’s need to find intermediaries to help shape research agendas, train-
ing requirements, and information exchange.76 This has yet to translate for-
mally beyond a single technical arrangement for information sharing between 
NCIRC and the EU’s Computer Emergency Response Team (EU- CERT), 
but the new EU Cybersecurity Strategy commits to furthering cyber defense 
interoperability, cooperative diplomatic responses to cyber incidents, and to 
shared understandings of the threat landscape.77 NATO can add value in all 
these aspects, even as the EU and NATO each looks to establish distinct roles 
for themselves in cyber defense and security. In turn, NATO can help meet 
its stated resilience ambitions in the Cyber Defence Pledge (2016) by learning 
from the EU’s long- term political and operational focus on cyber resilience.78 
Cyber resilience and other forms of regulation and governance help to generate 
community “trust and stability of expectations,”79 thereby encouraging coop-
erative behaviors and reducing escalation risks. In addition, EU and NATO 
memberships overlap to such an extent that closer EU- NATO working makes 
fiscal as well as practical sense.

As EU- NATO statements recognize, a key factor in furthering domain 
stability is the sharing of cyber threat intelligence (CTI). NATO has partially 
addressed this internally through its intelligence structures and, since 2013, its 
Malware Information Sharing Platform (MISP).80 MISP has delivered enhanced 
CTI to allies, national computer emergency response teams (CERTs), and 
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industry partners but is hampered by a narrow focus on technical information 
at the expense of wider- aperture intelligence and by mismatches between part-
ners’ expectations and cultures.81 A virtuous circle with benefits for domain 
and alliance stability therefore consists in understanding community require-
ments better, with a view to enhancing existing CTI frameworks and trust 
networks. There may also be value in reinvigorating under- used capabilities 
like NATO’s cyber Rapid Reaction Teams. NATO may not be an overt 
international norm- setter, but what it says and does influences attitudes and 
behaviors. It can therefore play a role in promoting and socializing norms 
around CTI, cyber resilience, technical assistance, confidence- building meas-
ures, and public- private cyber security cooperation, all of which contribute to 
domain stability and to system stability.

Conclusion 

Our analysis has established a three- frame approach to NATO’s role in cyber 
stability, but there are complex connections and interdependencies between 
system, alliance, and domain stability. This is not surprising in a globalized 
world, in which both internal and external security issues contribute to the 
security environment. Globalized transnational threats, including but not 
limited to cyber attacks, cross borders with ease, and increasingly diverse 
assemblages of security actors influence stability. More precisely, NATO 
contributions to domain and system stability appear to be affected by, or are 
contingent upon, the degree of intra- alliance stability. NATO’s ability to act 
externally and have meaningful agency in the cyber domain is compromised 
by contentious alliance relationships. Intra- alliance stability therefore precedes 
and is a contributing variable to domain and system stability. One example of 
this would be NATO’s ability to promote or otherwise contribute to inter-
national cyber norms. It is unlikely to be able to do so effectively if it is out 
of equilibrium, or if NATO is experiencing serious internal disagreements on 
cyber policy.

Conversely, wider instability in international affairs, including cyber threats 
and/or domain instability, has influenced NATO’s internal stability. In some 
cases, this has been a positive influence and has galvanized the alliance. In 
others, it has been destabilizing and has presented challenges to the alliance to 
achieve coherence, common threat perceptions, and collective action. Alliance 
stability can be affected by the development and deployment of new cyber 
technologies. While Russia and China clearly have strategic interests in using 
technology to disrupt NATO and the EU, integrating 5G, Internet of Things, 
quantum and artificial intelligence into alliance operations presents significant 



joe burton and tim stevens144

practical and doctrinal challenges, especially as the supply chains for these tech-
nologies are global and prone to interruption and subversion. Technological 
change may have a fracturing effect, leading to calls for digital sovereignty, 
contributing to polarization within and between societies, and being reflected 
in the challenges NATO has experienced relating to information, intelligence, 
and data sharing. However, NATO recognizes that a more coherent and 
forward- looking approach to these issues is needed. Instability in the cyber 
domain is thus a catalyst for further alliance adaptation.

Beyond the policy realm, the theoretical literature on alliance theory would 
benefit from a reboot. Clearly there are concepts that can help us understand 
the impact of new technologies, but existing approaches need to be revised, 
reframed, and built upon. This suggests that new thinking is needed on how 
alliance change, adaption, and evolution are affected by new technologies. 
These are issues that have been covered elsewhere only in respect of the sys-
temic effects of nuclear technologies, and the alliance concept has been insuf-
ficiently conceptualized from the standpoint of emerging technologies. The 
effects of technological change on alliances are thus an area ripe for further 
analysis and theorizing. In this context, our three- frame analysis could be gen-
eralizable to other alliances. The US hub- and- spokes system in Asia or the Axis 
of Resistance alliance between Iran, Syria, and Hezbollah, for example, could 
be analyzed in this context of system, intra- alliance, and domain dynamics. We 
recognize that NATO is in many ways the sui generis military alliance, but it is 
also the case study on which broader alliance theory has been built and tested.

NATO is currently reviewing its doctrine as part of the NATO 2030 pro-
cess, which may result in a new Strategic Concept, the alliance’s main guiding 
document. The recommendations provided by the group of experts appointed 
by the NATO Secretary General as part of this process mention the chal-
lenge of providing stability in the North Atlantic area. They highlight that 
political coherence on new security challenges is a prerequisite for NATO to 
be a “source of stability for an unstable world.”82 The report also states that 
NATO’s response to cyber issues will be part of that mission and perhaps most 
importantly that NATO’s role in “projecting stability” will need to be taken 
forward in the context of its other roles and functions, such as defense capacity 
building.83 It follows that there is further scope to think about the implications 
of cyber stability for other areas of alliance policy. How does cyber stability 
relate to NATO operations? Can NATO contribute to cyber stability through 
its defense planning processes, or through its industry partnerships? How 
should cyber stability contribute to stability in other domains, and vice versa?

If stability is a key goal for NATO, then it will be necessary to work with 
other actors to achieve this goal. Here, NATO’s political role will continue to 
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be important. Further developing relations and cooperation on cyber security 
with the EU, for example, will be essential, and NATO’s work with its part-
ners in this  area –  including in the Asia Pacific (Partners Across the Globe), 
the Gulf region (Istanbul Cooperation Initiative), and with other international 
organizations, such as the UN and  OSCE –  could also contribute to both 
domain and system stability in cyberspace. NATO is no stranger to diplomacy, 
but it will need to find new ways of working with a wider group of partners 
than has traditionally been the case. This may raise difficult questions about the 
proper role of a military organization in international affairs, a situation ripe for 
exploitation by actors hostile by default to NATO. It has been suggested that 
friendly efforts should be directed toward an “uneasy stability in cyberspace.”84 
If NATO efforts to increase domain stability threaten system stability, manag-
ing this unease will be a critical challenge.

This is a challenge also to researchers. NATO is being tested in novel 
fashion by diverse adversaries, with concomitant effects on alliance cohesion, 
identity, and agency. Our preliminary analysis proposes that we can better 
understand the notion of cyber stability in the alliance context by teasing out 
its dynamics in three distinct but interpenetrating registers: alliance, domain, 
system. It also suggests that further work is required on the theory of alli-
ances under conditions of technological change and on the interplay of system, 
alliance, and domain stability in socio- technical contexts like cyber security. 
NATO cyber challenges and opportunities can be analyzed through these 
framing devices and this chapter serves only as a provocation to further effort 
in this respect.
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5

From Reaction to Action: Revamping Diplomacy 
for Strategic Cyber Competition

Emily O. Goldman

Most state- sponsored malicious cyber activity takes the form of campaigns 
conducted outside of armed conflict. These are producing meaningful strategic 
gains for the major state sponsors of those  activities –  China and Russia. These 
gains have come through intellectual property theft that degrades economic 
competitiveness, as well as theft of research and development. Malign cyber 
activity includes supply- chain manipulation to undercut US and allied national 
security and military capabilities. State actors regularly conduct campaigns of 
disinformation and information manipulation to weaken domestic political 
cohesion and undermine confidence in democratic institutions. 

The United States and its democratic allies have ceded the initiative in stra-
tegic cyber competition. The 2017 US “National Security Strategy” coined 
the phrase “competitive diplomacy” with appeals to “upgrade our diplomatic 
capabilities to compete in the current environment and to embrace a com-
petitive mindset.”1 Nowhere is this more necessary than in cyber diplomacy, 
which engages the state sponsors of malicious cyber campaigns while simulta-
neously working with allies and partners in resisting such threats.

This chapter describes how current cyber diplomatic priorities, approaches, 
and conceptual frameworks need to change for the United States and its part-
ners to reset the dynamics of strategic cyber competition. It recommends new 
diplomatic initiatives, engagement priorities, operational partnerships, and a 
shift in mindset to help thwart adversary cyber campaigns. These changes can 
close gaps that allow adversaries to set de facto cyber norms.

The argument unfolds in five sections. The first explains the context of 
strategic cyber competition and its relationship to cyber stability. The second 
summarizes the current state of cyber diplomacy as practiced by the US 
and its diplomatic partners. The third and fourth explain the need to revise 
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 long-standing approaches to norm construction and deterrence. The last section 
offers recommendations  that –  if  adopted –  would increase US ability to regain 
the initiative in strategic cyber competition and contribute to cyber stability.

Strategic Cyber Competition and Cyber Stability

There is consensus across the US government that great- power competitors 
are making strategic gains in and through cyberspace with persistent, targeted 
campaigns that never rise to the level of a catastrophic or even significant cyber 
attack. Strategic gains are being accrued outside the traditional route of war, 
cumulatively over time in and through cyberspace at unprecedented speed and 
scale. Adversaries deliberately act below internationally accepted thresholds 
without physically crossing territorial borders, thus minimizing risk to them-
selves while reaping the cumulative benefits of their cyber behavior.2

Cyberspace has become a major battleground for great- power competition 
because of the nature of the operating environment. Cyberspace is globally 
interconnected, distinguished by constant (rather than imminent, potential, 
or episodic) contact, influenced by difficulty of attribution, characterized by 
contested borders and informal thresholds that are limited in adherence, and 
lacks sanctuary and operational pause. Moreover, an abundance of vulnerabili-
ties in cyberspace offers endless opportunities for states to exploit. For all these 
reasons, cyberspace offers new ways to erode national power and thereby shift 
the relative balance of interstate power.

There is an ideological dimension further fueling this competition, one 
that pits free societies against authoritarian regimes that view an open cyber-
space and information freedom as existential threats to their power.3 Illiberal 
regimes are working to shape the digital ecosystem in line with authoritarian 
values and influencing mandates and agendas in standards bodies and interna-
tional organizations to support information control.4 They promote, and at 
times advance, “cyber sovereignty” as an organizing principle of governance 
in cyberspace.5 Cyber sovereignty asserts that states have the right to censor 
and regulate the internet to prevent exposing their citizens to ideas and opin-
ions deemed harmful by the regime. It calls for states to govern the internet 
instead of the current multistakeholder model that also includes businesses, 
civil society, research institutions, and non- governmental organizations in dia-
logue, decision- making, and implementation of solutions. The subordination 
of cyberspace to the interests of the state reflects that authoritarian govern-
ments value regime security over individual liberty.

China is developing and exporting technologies and networks that erode 
civil society, privacy, and human rights.6 Russia successfully advocated for the 



from reaction to action 155

establishment of the Open- Ended Working Group in the United Nations, 
an alternative norms- creating forum that threatens to dilute progress made 
under the UN Group of Governmental Experts (GGE) process.7 In spite of the 
Budapest Convention on Cybercrime, Russia secured UN support for a cyber 
crime resolution that may make it easier to repress political dissent.8 In concert 
with these diplomatic achievements, authoritarian regimes continually exploit 
open networks and platforms to destabilize democratic societies from within, 
illicitly acquire intellectual property and personally identifiable information, 
and disrupt critical infrastructure.9

Clearly, states retain significant diverging interests and normative prefer-
ences for the future of cyberspace. Renewed great- power competition with 
ideological adversaries need not alter the liberal vision for cyberspace (an open, 
interoperable, secure, reliable, market- driven domain that reflects democratic 
values and protects privacy). However, it does require an empirically based 
view of the cyberspace strategic environment as one characterized by strate-
gic competition and contested principles and norms, which has evolved away 
from the vision of international liberal markets buttressed by an open, world-
wide internet.10

By adopting a competitive mindset, cyber diplomacy can be more respon-
sive to the international environment and contribute to cyber stability. This 
chapter defines cyber stability as a condition within the cyber strategic environ-
ment in which states are not incentivized to pursue armed- attack- equivalent 
cyber operations or conventional/nuclear armed attack.11

Cyber diplomats can contribute to cyber stability by “maturing the compe-
tition space” in the following ways. They can help define what constitutes an 
operation or campaign of armed- attack equivalence; address cumulative gains, 
not just significant consequences; encourage clarity on how international law 
applies to cyberspace; accelerate consensus on what is and is not acceptable 
below the use- of- force threshold; and mobilize coalitions to collectively push 
back on adversary aggression in and through cyberspace.

Arriving at an international agreement on what constitutes an operation 
of armed- attack equivalence would set an explicit threshold, the breaching of 
which represents a violation of international law and legitimizes a response in 
self- defense that could include kinetic capabilities. Thus, an agreement and 
clarity on the consequence of its breaching could contribute to cyber stability 
by serving as a deterrent to such operations.

Diplomatic efforts can contribute further to stability by focusing more on 
the cumulative nature of gains in cyberspace.12 Any single action, hack, or inci-
dent alone might not be strategically consequential, but cumulatively gains can 
rise to that level. Thus, efforts to prevent “significant” incidents or catastrophic 
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attacks must be coupled with an approach designed for campaigns comprised 
of activities whose individual effects never rise to the level of a significant inci-
dent, and therefore rarely elicit a timely response, but which can cumulatively 
threaten core interests and values.

Diplomatic efforts should also encourage states to define how international 
law, particularly the UN Charter and customary international law derived 
from the charter, applies in the cyber context. Uncertainty poses numerous 
challenges to stability and so clarity in states’ positions could certainly contrib-
ute to cyber stability.

Accelerating consensus on what is and what is not acceptable below the 
use- of- force threshold would further contribute to the maturation of the 
cyber competition space short of armed- attack equivalence. Cyberspace is a 
new competitive space where agreement over the substantive character of 
acceptable and unacceptable behaviors is immature. Competition, in time, can 
become mutually limited such that restraint above the armed- attack threshold 
occurs alongside routinization below that threshold in non- violent actions that 
do not threaten states’ core interests and values.

Finally, mobilizing coalitions to push back on adversary aggression can con-
tribute to cyber stability. We have yet to see escalation out of cyber competi-
tion into armed conflict, and states have demonstrated the ability to preclude 
and disrupt cyber aggression without escalating to armed conflict. Restraint in 
the face of continuous aggression is destabilizing because it emboldens aggres-
sors. Thus, explicit bargaining in international fora should be reinforced by 
tacit bargaining with non- like- minded states that builds and reinforces mutual 
understandings of what is and is not acceptable competition.

The Current State of Cyber Diplomacy

Cyber diplomacy is the use of diplomatic tools to resolve issues arising in cyber-
space.13 The US approach to cyber diplomacy promotes a vision of an open, 
interoperable, reliable, and secure information and communications technol-
ogy infrastructure and governance structures to support international trade and 
commerce, strengthen international peace and security, and foster free expres-
sion and innovation.14 Cyber diplomacy as practiced by the United States also 
seeks to build strategic bilateral and multilateral partnerships, expand capacity- 
building activities for foreign partners and enhance international cooperation.15 
Key lines of effort include building consensus among like- minded states on 
norms of responsible state behavior in cyberspace;16 encouraging international 
participation in a deterrence framework that involves collective attribution and 
swift imposition of consequences on those who violate those norms;17 expos-
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ing and countering foreign disinformation and propaganda efforts;18 promoting 
access to markets and leadership in digital technologies;19 building cyber secu-
rity capacity of allies and foreign partners; and ensuring that 5G technology 
deployed around the world is secure and reliable.20

The US State Department has never produced a cyber strategy. The closest 
approximation may be the Obama administration’s 2011 International Strategy 
for Cyberspace, an initiative spearheaded by Christopher Painter who became 
the State Department’s top cyber diplomat.21 Current lines of effort being pur-
sued by US diplomats still closely align to the 2011 strategy, even though the 
world has dramatically changed since that time.

The 2011 strategy ties global stability to the establishment of norms by 
like- minded states. Toward this end, the strategy calls on the United States to 
(1) engage in urgent dialogue to build consensus around principles of respon-
sible behavior in cyberspace; (2) build international understanding around 
cyberspace norms, beginning with like- minded countries in bilateral dialogues; 
(3) carry this agenda into international organizations; (4) deter malicious actors 
from violating these norms; and (5) facilitate cyber security capacity build-
ing.22 The United States has steadily pursued these goals, even as authoritarian 
regimes strive to reshape the digital environment and rewrite international 
norms and standards.23

International diplomats have had some success in reaching agreement on 
principles of responsible state behavior in cyberspace.24 The 2013 and 2015 
meetings of the United Nations’ cyber- specific GGE reached a consensus on 
the applicability of international law in cyberspace, but established only vol-
untary, non- binding  norms –  which was their stated objective.25 The 2017 
UN GGE failed to deliver a consensus report.26 The 2021 consensus report 
elaborated on the voluntary norms agreed to in 2015.27

This decades- long cyber norms- building  project –  determining how exist-
ing binding norms apply in cyberspace and using non- binding norms to set 
expectations of behavior that could eventually be  codified –  has been a top- 
down process, based on the belief that diplomatic consensus on normative 
taboos can shape state behavior. Agreements on the non- proliferation of nuclear 
weapons and on the non- use of chemical weapons are cited as evidence of 
this approach.28 Yet these conventions were possible because the technologies 
were well developed, and their effects understood. By contrast, the risks and 
ramifications of cyber capabilities are not yet widely recognized. Norms can be 
powerful tools, but as Stefan Soesanto and Fosca D’Incau demonstrate, “their 
creation is contingent upon a history of transnational interaction, moral inter-
pretation, and legal internalisation. Only through this tedious multi- pronged 
process is there any hope for national interests to be reframed and national 
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identities to be reconstructed.”29 In other words, international norms are con-
structed from the bottom up.

Strategic cyber  competition –  continuous campaigns outside of armed 
conflict that cumulatively produce strategic  gains –  demands new initiatives, 
planning assumptions, and thinking. Adapting diplomacy to strategic cyber 
competition requires dislodging some of the assumptions guiding current dip-
lomatic approaches in bilateral and multilateral  fora –  specifically those asso-
ciated with how norms are constructed and the applicability of a strategy of 
deterrence to competition in cyberspace.

Constructing Norms

An imperfect analogy has distorted the US approach to norm development, 
one rooted in America’s post- Second World War success in fashioning a 
global political- economic structure of rules reinforced with institutions. At 
the time, the United States produced 60 percent of the world’s gross eco-
nomic product, held a monopoly on nuclear weapons, and had accrued a res-
ervoir of trust in the eyes of most of the international community. America’s 
dominance over the distribution of political- economic benefits meant that 
Washington could provide those benefits to states that adopted American- 
inspired norms. Conversely, the United States could deny such advantages to 
states that rejected those norms. This temporary apex of American influence 
enabled the United States to reform the world’s financial and trading systems, 
taking key steps at the Bretton Woods conference in 1944. The United States 
was in a unique position to credibly establish norms for a critical mass of 
states.30

Such is not the case today. While American institutions and corporations 
retain significant influence over the technical aspects of computing, network-
ing, and telecommunications, US dominance in cyberspace ebbed and was lost 
by the late 1990s and early 2000s. Unsurprisingly, the US government has not 
been able to shape and enforce norms of behavior in cyberspace. For example, 
in September 2016, while President Obama was telling reporters at the G20 
Summit that the US goal is to “start instituting some norms so that everybody’s 
acting responsibly,”31 Russia was flouting norms of responsible behavior by 
mounting a multipronged cyber campaign to influence the American presi-
dential election.

American diplomats have worked actively as norm entrepreneurs. They 
have attempted to call attention to problematic cyber behavior; set the agenda 
in international venues that possess the requisite membership, mandate, and 
legitimacy; advocated candidate norms; persuaded and pressured (through 
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naming, blaming, and shaming) other states to embrace these norms; and built 
coalitions of like- minded norm addressees to lead by example.32 These efforts 
have yielded some positive results. The year 2013 was a high- water mark with 
both Russia and China agreeing that “international law, and in particular, the 
United Nations Charter, applies in cyberspace.”33 From the US perspective, 
agreement on the UN Charter implied acceptance of the Geneva Conventions 
and the applicability of the laws of armed conflict to cyberspace. However, 
progress stalled shortly thereafter. Chinese officials emphasized the UN GGEs’ 
embrace of state authority over cyber issues. The 2015 GGE made incremen-
tal progress by recommending eleven voluntary, non- binding norms, rules, 
or principles of responsible behavior of states for consideration.34 The 2017 
GGE failed to reach consensus and advance how international law applies in 
cyberspace.

In terms of advancing the norms dialogue, the 2021 consensus report adds 
commentary on the meaning and means of complying with the eleven volun-
tary, non- binding norms agreed upon in the 2015 report.35 It also acknowl-
edges that international humanitarian law applies to cyber operations during 
armed conflict but reaches no agreement on how it applies. Thus, it marks the 
same moment in 2015 where all states agreed that the UN Charter applies, but 
none agreed on how it applies. Several years later we still have no agreement 
on how, and states continue to experiment with different ways to use cyber to 
achieve strategic gains. Also, the debate over whether sovereignty is a primary 
rule of international law, or only a principle that itself has no binding effect, 
remains unsettled.

Research has shown that certain states are critical to norm  adoption – 
 particularly those states without which the achievement of the substantive 
norm goal is compromised, either because they possess the capabilities or 
engage in the behavior the norm is intended to regulate, or because they 
 possess moral stature in the view of most members of the community.36 
China and Russia qualify as critical states because of their cyberspace capa-
bilities and willingness to use them. States opposed to a particular norm 
may be motivated to adhere to it because they identify as a member of 
an international society and thus will behave in a manner conducive to 
cementing their status within that society.37 China, in particular, wants to 
be accepted as a member of international society but as a norm maker, not 
a norm taker: it does not wish to yield to the self- interested standards of 
 liberal states.38 China is currently acting on the belief that it can shape norms 
to serve its specific interests. The approach of the US and its like- minded 
partners to building cyber norms must adapt to the realities that no hegemon 
exists to impose norms and that what is and is not currently acceptable varies 
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greatly depending on national perspectives, even among liberal democratic 
states.

An alternative approach to building norms is to model good behavior. 
Convergence of norms will occur over time as other actors see that more ben-
eficial outcomes flow from modeled good behavior than from bad behavior. 
This approach presents several challenges. First, behavior that might be cat-
egorized as unacceptable still produces benefits that outweigh costs. Second, 
adversaries cite various allegations of American bad behavior in  cyberspace 
–  global surveillance and the Stuxnet hack of the Iranian nuclear program are 
two  examples –  in labeling the United States a hypocritical standard- bearer 
for norms. Third, as both state and non- state actors continue to advance their 
interests through behaviors that others might consider unacceptable, modeling 
can easily be misunderstood as tacit acceptance.39

A third approach is reaction to a massively disruptive or destructive event 
that galvanizes global attention. This is how norms against genocide were set 
after the Holocaust. This approach presents obvious challenges. Relying on 
disaster to set norms is not an acceptable strategy. Nor does it seem likely that 
cyber capabilities will generate the level of abhorrence that characterizes atti-
tudes toward nerve agents, for example, and which have led to self- imposed 
proscriptions on their use.40

A fourth approach is for convergence of expectations to organically evolve 
through interaction. Common law demonstrates how norms emerge through 
practice and mature through political and legal discourse. The process of norm 
convergence for cyberspace has been troubling, however. For the last ten 
years, the world has witnessed the emergence of de facto norms, defined by 
massive theft of intellectual property, expanding control of internet content, 
attacks on data confidentiality and availability, violations of privacy, and inter-
ference in democratic debates and processes. These activities have become 
normalized because liberal states did not push back on them persistently and 
early on.41 This has encouraged more experimentation and envelope- pushing 
short of armed conflict. Conversely, if the United States and its allies and part-
ners actively contest such practices, it could help to counteract this trend and 
encourage a form of normalization more suited to liberal interests.

These pathways can be mutually reinforcing. The first two approaches have 
largely succeeded with US allies and partners, but important differences with 
major competitors remain. In the opening decades of the twenty- first century, 
no state is sufficiently powerful to dictate the rules of the road. The third 
 approach –  waiting for a  disaster –  is politically and morally problematic. The 
fourth approach of “normalization” holds more promise for engaging with 
Moscow and Beijing. Norms are constructed through “normal” practice and 
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then become codified in international agreements. By persistently engaging 
and contesting cyberspace aggression, the US and its allies can draw parame-
ters around what is acceptable, nuisance, unacceptable, and intolerable. The 
international community should not abandon UN First Committee processes 
on responsible state behavior in cyberspace, or other avenues for socialization 
such as international institutions or cyber capacity- building programs. But to 
be more effective, explicit bargaining must be reinforced by tacit bargaining 
through maneuver with non- like- minded states in the strategic space below 
armed conflict.42 Diplomats have an important role to play in this process.43 
They possess the skills to mobilize  coalitions –  of governments, industry, aca-
demia, and citizenry, at home and  abroad –  for competition with ideological 
foes.

Scoping Deterrence

Another major thrust in the cyber diplomacy of the US and its diplomatic 
partners is an international cyber deterrence initiative.44 The 2018 US National 
Cyber Strategy asserts that, “the imposition of consequences will be more 
impactful and send a stronger message if it is carried out in concert with a 
broader coalition of like- minded states.” Therefore, “the United States will 
launch an international Cyber Deterrence Initiative to build such a  coalition 
. . .  The United States will work with like- minded states to coordinate and 
support each other’s responses to significant malicious cyber incidents.”45 The 
cyber deterrence initiative is a US government- wide, State Department- led 
initiative with other US government agencies that proposes options for use 
in response to a significant cyber incident. Allies are encouraged to develop 
options as well. However, the preponderance of cyberspace aggression falls 
outside the initiative’s purview.

The Cyber Deterrence Initiative strives for collective attribution and 
responses when norms are violated. It concentrates on responding to signifi-
cant cyber incidents, which aligns with deterrence strategy’s focus on reaction 
and episodic contact. Yet the empirical reality in cyberspace is that adversaries 
are continuously operating against the United States and its allies and partners 
below the threshold of armed attack. Strategic significance in cyberspace is 
not the result of any single event, but stems from the cumulative effect of 
a campaign comprising many individually less- consequential operations and 
activities carried out toward a coherent strategic end. Moreover, significant 
cyber incidents are not “bolts from the blue.” Rather, the ability to cause 
unacceptable harm or engage in otherwise destructive, disruptive, or destabi-
lizing activities are the result of advanced persistent campaigns.
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A strategy based on response after the fact to significant incidents is not flex-
ible enough to address most malicious cyber activity. Response per se does not 
deter; only responses that outweigh benefits can change the perceptions and 
behavior of an ideologically motivated actor. Sanctions, indictments, expul-
sions, designations, and naming and shaming can all in principle constrain an 
adversary’s freedom of maneuver by exposing bad behavior, but they are not 
likely to impose sufficient costs to deter (prevent from acting) or compel (stop 
acting). Relying on redlines and responding to incidents after the fact have not 
stemmed malicious cyberspace activity, and there is no reason to believe such 
measures will suddenly dissuade authoritarian sponsors of cyber misbehavior. 
More of the same will not produce different results. A strategy of deterrence 
has conspicuously failed to prevent cyberspace aggression where it is most 
 prevalent –  outside of armed  conflict –  yet the deterrence frame, rather than 
the realities of strategic cyber competition, continues to guide key elements of 
cyber diplomacy practiced by the US and its partners.46

An alternative approach was introduced in 2018 by the US Department 
of Defense. Measures to ensure deterrence of significant cyber incidents (that 
is, cyber “armed- attack” equivalent operations) would be pursued in tandem 
with steady, sustained activities that persistently push back against adversary 
cyberspace campaigns below the level of armed conflict.47 The Department of 
Defense adopted the strategy of defend forward and the operational approach 
of persistent engagement.48 Both depart from the 2011 International Strategy 
for Cyberspace reliance on “credible response options” to dissuade and  deter 
–  reactive approaches based on threats of prospective action and episodic 
response after a declared threshold has been crossed.49

This pivot to a proactive approach acknowledges that cyberspace is an 
active operational space. Its dynamic terrain, regenerating capabilities, low 
entry costs, anonymity, pervasive vulnerabilities, and prospect of cumulative 
gains rewards continuous action, initiative- seeking, and sustained exploitation. 
Therefore, relying on threats to impose consequences after the fact cedes ini-
tiative and lets others set norms by default.50 The pivot also addresses the chal-
lenge presented by persistent campaigns, which produce cumulative gains for 
adversaries while also permitting them to cause unacceptable harm.

Diplomatic and military efforts to counter malicious cyberspace behavior 
must be mutually reinforcing. Diplomacy can strengthen collective efforts to 
degrade, disrupt, and contest malicious cyberspace activities and campaigns 
below the level of armed conflict by leveraging diplomatic channels to increase 
routine and agile collaboration with partners and allies. The goal would be 
to proactively constrain adversaries’ strategic options and frustrate and thwart 
cyberspace aggression before it harms the United States, its allies, and partners. 
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The military’s adoption of persistent engagement below the level of armed 
conflict, to complement deterrence of armed- attack equivalent effects, can in 
turn bolster diplomatic efforts. Closer synergy between promoting norms of 
responsible state behavior in international venues and conducting persistent 
cyberspace operations that expose and contest behavior inconsistent with such 
norms has the best chance of producing a convergence of expectations on 
acceptable behavior.

Cyber Diplomacy for Great-Power Competition: Seizing and 
Sustaining Initiative

Russia and China’s aggressive information, political, and economic warfare 
campaigns have highlighted the risks to the US, its allies, and partners and the 
need to focus diplomatic efforts on building coalitions for continuous pressure 
against adversary cyberspace campaigns outside of armed conflict.51 Such joint 
efforts will normalize collaborative cyberspace operations for mutual defense, 
reinforcing principles of responsible state behavior with actions that contest 
and preclude violations of those principles. In other words, the US and its allies 
must seize the initiative in cyberspace. This will require national and allied 
dialogues to define boundaries of acceptable behavior below the level of armed 
conflict as a precursor to constructing consensus with competitors, and mobi-
lization of international coalitions to reinforce those boundaries. Diplomatic 
discourse must be accompanied by persistently engaging and defending for-
ward in cyberspace below the level of armed  conflict –  a necessary ingredient 
for constructing norms through interaction. With these goals in mind, the 
following recommendations are offered as a roadmap for implementing com-
petitive cyber diplomacy.

Enable Collective Efforts to Defend Forward

A framework of responsible state behavior in cyberspace, one that ensures 
there are consequences for irresponsible behavior, must be pursued in tandem 
with an active approach to stem ongoing adversarial cyberspace campaigns 
outside of armed conflict and mitigation of threats before they reach the US 
and allied and partner networks. It is time for cyber diplomats to join in these 
efforts.

The United States needs to operate continuously alongside allies and part-
ners. Leadership from the State Department can increase the speed, agility, and 
scale of defend forward activities and operations by working through diplo-
matic channels to set the conditions for the United States to operate by, with, 
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and through foreign partners and their networks to expose, contest, and defend 
against adversary cyber aggression. Sustained diplomacy can help institution-
alize these operational partnerships and make defending forward more antic-
ipatory and effective. Institutionalized cooperation, including the conduct of 
joint and coalition operations and the development of agreed- upon legal and 
policy frameworks, is essential to prevail in long- term strategic competition.

Diplomats can proactively set the conditions for consensual foreign partner- 
enabled discovery operations (“hunt forward” operations) through bilateral 
engagements.52 Then the United States, working side by side with partners, 
can gain insight into adversary tactics, techniques, and procedures, which in 
turn enables more effective collective network defense, improves anticipatory 
resilience, and thwarts cyberspace aggression before it reaches friendly net-
works.

Mobilize Coalitions

The US State Department has a history of coalition building, most recently with 
the Global Coalition to Defeat ISIS formed in 2014. It is uniquely equipped 
to mobilize partners to sustain pressure on adversary cyberspace behavior and 
cyber- enabled campaigns. A three- tiered coalition could increase information 
sharing, agile collaboration, and operational agility against persistent adversary 
cyberspace campaigns.

At the core of this coalition would be states that possess the capability and 
capacity to conduct full- spectrum cyberspace operations and work with diplo-
matic, law enforcement, and industry partners. A second tier would comprise 
less- capable or less- committed states that core states operate with (and through) 
to counter and contest aggression below the level of armed conflict. The 
United States has extensive experience negotiating basing and transit rights in 
sovereign territory along the Soviet perimeter during the Cold War. It should 
negotiate the cyber analogue of basing and transit rights to set the conditions 
for swift and persistent action. The transit issue is likely to be less controversial 
for allies and partners than for remote cyber operations on infrastructure within 
another state’s territory, which is addressed below (Recommendation 4).

A third tier would comprise public and private actors across the broad-
est practicable set of countries in a resilience consortium to leverage collec-
tive market power, secure the internet and counterbalance the illiberal vision 
of information control promoted by Russia and China.53 This is especially 
urgent as countries shift from 3G and 4G to 5G communications networks. 
By offering attractive financial terms, authoritarian governments can dominate 
the telecommunications industry in developing countries and control digital 
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tools that increase censorship, repression, and surveillance. It is imperative that 
public and private actors assist the broader coalition in combating such trends.

Several pillars for a resilience consortium already exist. Cyber security 
capacity building received a boost when the US State Department and USAID 
launched the Digital Connectivity and Cybersecurity Partnership in July 2018, 
with a focus on the Indo- Pacific region.54 In July 2019, USAID launched a 
development framework called Countering Malign Kremlin Influence. The 
framework was designed to build the economic and democratic resilience of 
countries targeted by Russia. Cyber security is considered high priority.55 The 
launch of the US Development Finance Corporation in October 2019 can 
attract private capital flows into contested markets to stem the spread of sur-
veillance networks.56 In November 2019, the United States, Australia, and 
Japan announced the Blue Dot Network to promote high- quality and trusted 
standards for global infrastructure development as an alternative to the pred-
atory lending and debt- trap diplomacy of China’s Belt and Road Initiative.57 
Re- prioritizing emerging market economies for affordable and reliable inter-
net access and infrastructure can shore up internet freedom, ensure economic 
prosperity for the United States and its partners, and secure the outer ring of 
telecommunications networks as a first line of cyber defense.

Another initiative launched by the Trump administration, the Clean 
Network program, envisioned a comprehensive effort by a coalition of like- 
minded countries and companies to secure their critical telecommunications, 
cloud, data analytics, mobile apps, Internet of Things, and 5G technologies 
from malign actors. The coalition would rely on trusted vendors who are 
not subject to unjust or extra- judicial control by authoritarian governments.58 
Proposed lines of effort aimed to ensure telecommunication carriers, mobile 
app stores, apps, cloud- based systems, and undersea cables would all be rooted 
in digital trust standards.59 More than thirty countries and territories are Clean 
Countries, and many of the world’s biggest telecommunications companies are 
Clean Telcos.60 These efforts have laid the foundation for a broader coalition 
that can be mobilized to implement competitive cyber strategies.

Accelerate Consensus on What Constitutes a Cyber Armed-attack Equivalent 
and on Conventions Below the Use of Force

What constitutes acceptable cyber behavior outside armed conflict? While 
there is a normative prohibition against crossing the threshold of armed con-
flict and while states appear to tacitly agree on many types of behavior that 
cross that threshold, the unilateral ingenuity displayed in developing novel 
approaches to achieving strategic gains invites the potential for miscalculations 
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on and around this threshold. As a first step, arriving at an international agree-
ment on what constitutes a cyber- armed- attack equivalent operation would set 
an explicit threshold and could serve as a deterrent. Yet so long as the strategic 
competitive space outside of armed conflict is maturing, rules will be malleable 
and mutual understandings of acceptable and unacceptable behavior will be 
limited.61

The US and its partners need to reach consensus on the preferred bound-
aries of acceptable behavior outside of armed conflict and promote them in 
international fora. Discussions should proceed in tandem with consultations 
with the private sector. Agreed- upon conventions can then be reinforced by 
the actions of all US departments and agencies. Working bilaterally, multilat-
erally, and through international institutions, the United States and its partners 
can influence and message what behaviors they consider unacceptable. This 
can help reduce the ambiguity that adversaries exploit, enhance the ability to 
build coalitions against adversary campaigns, and secure commitments from 
like- minded countries to impose consequences on those whose actions are 
counter to the principles.

However, the United States and its partners must first decide what each 
believes are the boundaries of acceptable and unacceptable behavior. This 
requires each to detail how national interests manifest in cyberspace and the 
security postures needed to defend those interests.62 The issue is where there is 
convergence, not just with like- minded states, but with adversaries. Examples 
that come to mind are the integrity of the global financial infrastructure; 
nuclear command, control, and communications; and disinformation that dis-
rupts public health  efforts –  an issue which is of special relevance considering 
the current global health crisis.63

Shape International Discourse on Cyber Operations and Sovereignty

One of the greatest concerns for US allies and partners are operations that 
generate cyber effects outside US military networks. These operations are 
designed to disrupt the ability of an adversary to conduct malicious cyber 
operations against the United States, its allies, and partners.64 There is no 
US declaratory policy on the sovereignty implications of cyber operations. 
Specifically, the United States has not declared its position on whether remote 
cyber operations that generate effects on infrastructure within another state’s 
territory require that state’s consent. There is a divide among states on this 
issue, and on whether such acts require international legal justification.65 There 
is also divergence in state views on how international law applies to states’ 
conduct of cyber operations below the threshold of a use of force and outside 
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the context of armed conflict.66 On one end of the spectrum is the United 
Kingdom, which has publicly declared that remote cyber operations below the 
non- intervention threshold are not prohibited by international law and do not 
require consent.67 On the other end of the spectrum, the Netherlands agrees 
with the 2017 Tallinn Manual 2.0 on the International Law Applicable to Cyber 
Operations that such operations violate state sovereignty and require consent.68

The United Kingdom and the Netherlands have officially declared their 
respective positions and they have polar opposite views on this core question. 
Estonia, Australia, and the United States have officially articulated their posi-
tions on the applicability of international law to cyber operations yet have not 
weighed in on this particular issue. Gary Corn considers this range of posi-
tions “prima facie evidence of the unsettled nature of the question.”69 The most 
explicit official US statement comes from the Department of Defense general 
counsel:

For cyber operations that would not constitute a prohibited intervention or 
use- of- force, the Department believes there is not sufficiently widespread 
and consistent State practice resulting from a sense of legal obligation to 
conclude that customary international law generally prohibits such non- 
consensual cyber operations in another State’s territory. This proposition is 
recognised in the Department’s adoption of the “defend forward” strategy: 
“We will defend forward to disrupt or halt malicious cyber activity at its 
source, including activity that falls below the level of armed conflict.” The 
Department’s commitment to defend forward including to counter foreign 
cyber activity targeting the United  States –  comports with our obligations 
under international law and our commitment to the rules- based interna-
tional order.70

This is an area where the State Department should be leading internationally if 
the United States hopes to persuade others to adopt its preferred norms, par-
ticularly as allies wrestle with legal ambiguities surrounding cyber operations.71

Adopt a Competitive Mindset

Cyberspace is a contested domain where two distinct models are competing to 
shape the infrastructure, standards, conventions, and norms of the global infor-
mation  environment –  a liberal model of information freedom and an author-
itarian model of information control. There are two distinct approaches to 
this strategic cyber competition: China and Russia rely on continuous action 
to exploit cyberspace for strategic advantage; the US and its partners rely on 
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imposing consequences after the  fact –  react and respond. Given that cyber-
space is an environment of continuous activity, these disparate approaches 
have produced an imbalance of initiative in China’s and Russia’s favor, and 
cumulative losses for the US and its partners.

Adversarial competition is not new. During the Cold War, nuclear deter-
rence pushed competition between the superpowers below the threshold of 
conventional US- Soviet armed conflict. Today, however, below- the- threshold 
actions are being employed to strategic effect rather than merely in peripheral 
conflicts. They are helping position authoritarian states to compete more effec-
tively and to define the rules and norms of a new international order.

Meeting this challenge requires the US and its partners to adopt a “com-
petitive mindset.” This means being proactive and anticipatory; continu-
ously seeking and actively sustaining initiative; and working across traditional 
bureaucratic lines and stovepipes to address multifaceted cyber problems which 
cross jurisdictional and territorial boundaries, and which engage multiple 
authorities, actors, and organizations. It means transcending inter- bureaucratic 
differences so that all tools of national power are leveraged toward a coherent 
strategic  objective –  a secure, stable cyberspace based on principles of infor-
mation freedom.

Adopting a competitive mindset also means recognizing that cyberspace 
operations have become a standard tool of diplomacy and competition; adver-
saries are executing continuous campaigns of non- violent operations in day- to- 
day competition; and these persistent campaigns are a prerequisite to engaging 
in destructive, disruptive, or destabilizing activities that may cause unaccept-
able harm. What works to deter catastrophic cyber attacks will not dissuade 
adversaries from routinely operating in and through cyberspace for strategic 
gain. Rather than relying on response after the fact, we need coordinated and 
sustained energy and resources across the US government, and with allies and 
partners, all focused on strategic cyber competition.

Conclusion

Cyberspace is replete with vulnerabilities that adversaries can exploit for stra-
tegic gain without ever crossing a threshold that calls for self- defense under 
international law. Cyberspace aggression (and our approach to thwarting it) 
is continuous across space and time. It cannot be confined to “areas of hostil-
ity.” There is no operational pause. This does not mean being everywhere all 
the time; it does mean that the struggle to retain the initiative in cyberspace 
is enduring and relying on episodic responses after the fact has failed to make 
cyberspace more secure and stable.
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Up until now, the potential roles for diplomats in strategic cyber compe-
tition have been under- utilized. Instead of continuing to focus primarily on 
deterrence and defining redlines for response after the fact, cyber diplomacy 
should mobilize partners to preclude and contest adversary cyber misbehav-
ior before it breaches US, allied, and partner networks. Forging coalitions of 
partners for agile collaboration and continuous pressure against authoritarian 
adversaries also has the best chance of producing a convergence of expectations 
on acceptable behavior through tacit bargaining with non- like- minded states. 
Then liberal democracies will be in a position to define a framework of respon-
sible state behavior and collectively enforce consequences for irresponsible acts.
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(De)Stabilizing Cyber Warriors: The Emergence of 
US Military Cyber Expertise, 1967–2018

Rebecca Slayton

The race for cyber warriors is on. The United States has led the way, estab-
lishing its first joint force for computer network defense in the late 1990s, then 
gradually expanding and elevating it to become US Cyber Command, the 
10th unified combatant command, in 2018. Competitors around the world, 
including China, Russia, and Iran, have responded by training, equipping, 
and deploying their own cyber forces. US allies such as Israel, the United 
Kingdom, and South Korea have similarly developed cadres of cyber warriors.

The race for cyber warriors might suggest a kind of arms race  instability –  a 
mutually reinforcing expansion of military capabilities. But cyber warriors are 
not the same as missiles or other technological artifacts; they are experts whose 
skills can be turned to a wide range of purposes. Whether and in what ways 
this surge in cyber warriors is stabilizing or destabilizing depends upon both 
what they do, and how those actions are perceived by others.

This chapter examines how the US  military –  arguably the world leader 
in cyber warfare  capabilities –  has developed the professional status, roles, and 
responsibilities of cyber warriors over the past thirty years. As we will see, 
many cyber warriors have been tasked with stabilizing the technological sys-
tems upon which US warriors and their allies rely. However, the activities 
that have brought cyber warriors the highest status and prestige focus less on 
stabilizing technology for allies and more on destabilizing adversary operations.

I argue that the greater status accorded to destabilizing adversary opera-
tions reflects the historical challenge of establishing cyber experts as “warriors.” 
Advocates of military cyber capabilities have historically struggled to persuade 
military leadership that specialists in information- related fields such as intelli-
gence, computing, and  communications –  which had long been regarded as 
warfighting  support –  should be regarded as warriors in their own right. And 
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indeed, it might seem strange to consider cyber experts as warriors. Traditional 
warriors use physical force against adversaries, putting their bodies in harm’s 
way; cyber warriors typically work at desks, and without substantial physical 
risk. Furthermore, while missiles, drones, combat aircraft, and other high tech-
nology have all changed how militaries fight and what it means to be a war-
rior, the technologies with which cyber warriors work are not unique to the 
military.1 Every major civilian organization today relies on complex computer 
networks and experts who defend them. Indeed, the US Defense Department 
has leveraged the civilian US National Initiative on Cybersecurity Education 
workforce framework to build its own cyber workforce.2 And the Department 
of Defense uses civilian contractors for both offensive and defensive cyber 
operations.

What most distinguishes military and civilian cyber experts is the military’s 
offensive role. Under joint doctrine, offensive cyber operations aim to “project 
power by the application of force in and through cyberspace.” US law pro-
hibits civilian organizations from conducting offensive cyber operations unless 
they are operating under military authority. Offensive cyber operations thus 
have the greatest claim to “warfighting” and tend to have the highest status. 
They also tend to be the most destabilizing to adversary operations.

Yet under joint doctrine, offensive cyber operations are only the first of 
three missions for cyber warriors. The second mission, defensive cyber opera-
tions, focuses on destabilizing adversary operations that have breached Defense 
Department networks. These activities, including network monitoring and 
incident response, are very similar to defensive work within major corpora-
tions, civilian government, and other non- military organizations. Nonetheless, 
because defensive cyber operations disrupt adversaries, they have gained the 
status of “warfare.”

The third mission, Department of Defense Information Network 
(DODIN) operations, focuses on mitigating vulnerabilities, and tends to be 
regarded as the least war- like activity. It includes “actions taken to secure, 
configure, operate, extend, maintain, and sustain [Defense Department] cyber-
space.” DODIN operations mitigate both technological and human vulnera-
bilities; for example, DODIN operators not only operate firewalls, but train 
users in good security practices. Not only are these activities commonplace in 
civilian organizations, but their focus on technology rather than adversaries 
tends to lower their claim to being “warfighting.” In an effort to cast its work 
as warfighting, Joint Force Headquarters- DODIN describes its mission with 
the phrase “Fight the DODIN,” not “secure,” “maintain,” or “sustain” the 
DODIN.3 Joint doctrine seems to recognize the lower regard in which such 
operations might be held, noting that “although many DODIN operations 
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activities are regularly scheduled events, they cannot be considered routine, 
since their aggregate effect establishes the framework on which most DOD 
[Department of Defense] missions ultimately depend.”4

In other words, DODIN operations focus on stabilizing the technological 
systems upon which all US warriors and their allies critically rely, but they are 
generally regarded as lower in status than defensive or offensive cyber oper-
ations. However, the activities that bring cyber warriors the highest status 
and prestige focus less on stabilizing technology and more on destabilizing 
adversary operations. As discussed in more detail below, individuals engaged 
in offensive or defensive cyber operations tend to have greater professional 
opportunities and prestige than those engaged in DODIN operations.

The tendency to valorize threat- focused cyber operations, and particularly 
offensive cyber operations, is likely to contribute to intertwined forms of 
technological and political instability. The problem is not that cyber offense 
will necessarily escalate violence. On the contrary, as Jervis and Healey argue 
(in this volume), in times of relative peace, offensive cyber capabilities may 
serve as a kind of pressure release that reduces the propensity for violent 
escalation.5 Nor is it the case that defensive cyber operations, which stabi-
lize technology for friendly operators, inevitably decrease the propensity for 
international conflict. If kinetic operations contribute to international insta-
bility, the cyber defenses that enable those operations enable that instability. 
Nonetheless, as I will discuss further in the conclusion, the valorization of 
cyber offense creates multiple kinds of instability because it creates multiple 
kinds of uncertainty.

The remainder of this chapter is organized in four main sections, followed 
by a brief conclusion. First, I briefly outline the origins of computer net-
work operations in the Defense Department, highlighting both vulnerability- 
oriented and threat- oriented approaches. This section extends previous 
accounts, which frame the rise of US cyber operations as a response to external 
threats, by showing that the rise of cyber operations was also a response to the 
growth of technological vulnerabilities within the US Defense Department.6 
Furthermore, while past accounts frame the establishment of cyber capabili-
ties as a necessary innovation, this section highlights the growing necessity of 
mundane maintenance work, such as training users, patching software, and 
strengthening passwords.7 In fact, as we will see, it was the pursuit of tech-
nological innovation, and neglect of vulnerability mitigation work, that cre-
ated technological vulnerabilities. Innovation is thus not an unmitigated good; 
as one computer security researcher’s tagline notes, “today’s innovations are 
tomorrow’s vulnerabilities.”8 Vulnerability- mitigation techniques aimed to 
maintain and recover the security that innovations destabilized.
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The second section discusses the rise of “information warfare,” which pro-
vided a conceptual and organizational context for further developing computer 
network operations during the 1990s. While computer network operations 
remained in a supporting role, efforts to elevate them tended to emphasize 
threat- oriented activities, and particularly offense.

Third, I discuss how the growing challenge of defending networks spurred 
the establishment of the first joint computer network operations in the mid- 
and late 1990s. Fourth, I discuss how the rise of joint operations led the services 
to elevate computer network operations in the new millennium. In conclu-
sion, I briefly return to the question of how and in what ways cyber warriors 
contribute to stability and instability.

The Origins of US Computer Network Operations
Technological, Organizational, and Professional Vulnerability

The origins of what came to be called computer network operations can be 
found in US intelligence organizations, which tested the security of several 
state- of- the- art computer systems in the late 1960s and early 1970s by attempt-
ing to break in and take control of them.9 These “tiger teams” were always 
successful, demonstrating pervasive vulnerabilities in even the best- designed 
systems.10 It is reasonable to assume that intelligence agencies were also explor-
ing ways of compromising adversaries’ computer systems, although the exist-
ence of any such operations remains highly classified.11

By contrast, the need for computer network defense became a subject for 
public discussion after a panel of computer scientists addressed it at a 1967 
conference and, for the first time, publicly acknowledged the existence of the 
National Security Agency, previously described as “No Such Agency.”12 For 
computer scientists, the ease with which computers could be penetrated by 
outsiders was partly a technological problem: hardware- software systems were 
so complex that they inevitably contained errors that could be exploited. With 
the sponsorship of the National Security Agency and the Air Force, com-
puter scientists worked on developing techniques for reducing such errors and 
proving that computer systems actually enforced the security policies that they 
were programmed to enforce. These efforts failed to produce a provably secure 
computer, but succeeded in growing a community of government, industry, 
and academic computer security experts.13

This community recognized that security was also a market problem: 
companies had no incentive to design secure systems in the 1970s and 1980s, 
because there was little consumer demand for security. The personnel respon-
sible for buying systems usually lacked the understanding needed to specify 
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security requirements for new purchases.14 Similarly, computing managers got 
“mostly ‘arm waving’ from the vendor,” rather than an objective evaluation 
of the “secure- worthiness” of computer systems.15 Accordingly, computer sci-
entists convened by the National Bureau of Standards in 1978 proposed to 
develop “a process for evaluating the security of computer systems, and for 
accrediting particular systems for particular applications.”16

These recommendations led to the creation of the Trusted Computer 
System Evaluation Criteria and the associated National Computer Security 
Center at the National Security Agency.17 The center helped coordinate the 
development of these criteria and then used them to evaluate the security 
of commercial computer systems. But rapid innovation and the rise of com-
puter networking threatened to make the criteria obsolete and led to a long 
series of “interpretations” to guide evaluations of new kinds of products.18 
Meanwhile, the slow process and high expense of evaluation deterred many 
organizations, including those in the Defense Department, from demanding 
high security ratings.19 That changed somewhat after 1987, when the National 
Telecommunications and Information Systems Security Committee directed 
that, by 1992, all federal agencies must use only operating systems evaluated at 
level “C2” or higher to process national security information.20 Evidence sug-
gests that this mandate was indeed successful in improving security standards 
in the computer market.21

Nevertheless, C2 was still not a particularly high level of security, and com-
munications and computing personnel did not typically demand more security 
than was required by the federal mandate. Furthermore, these personnel did 
not know how to use “trusted” systems to build secure networks.22 Computer 
network vulnerabilities were thus also a result of training and management 
problems, in addition to being technological and market problems.

In 1990, the assistant secretary of defense for command, control, commu-
nications, and intelligence tasked the National Security Agency and Defense 
Communications Agency (soon to become the Defense Information Systems 
Agency) with developing means of better managing information security. This 
led to the creation of the Defense Information Systems Security Program, 
whose aim was to develop a comprehensive and integrated security architec-
ture and policy for the Defense Department.23

However, the purchase, deployment, and management of computer net-
works remained highly decentralized across the military, and networks pro-
liferated in the 1980s and early 1990s. This left the problem of configuring 
and maintaining such networks to disparate personnel in communications and 
computing fields throughout the services.24 As I have discussed elsewhere, 
each of the services structured its computer and communications career fields 
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 differently, but the personnel charged with deploying and managing computer 
networks generally received insufficient training in computer security.25

To summarize, vulnerabilities in Defense Department networks were not 
just a matter of external technological changes nor insecurities in commercial 
products that the department could not control. The Defense Department 
actively drove many innovations in computer networking and security. But 
it was ultimately the Defense Department’s inability to centrally manage the 
security of computer networks, combined with a lack of security skills and 
knowledge among its disparate communications- computing personnel, that 
made its networks so vulnerable.

Threat-oriented Approaches to Computer Network Defense

Computer scientists working with intelligence agencies recognized early on 
that even if they could create systems that would enforce security policies 
perfectly, an insider could wittingly or unwittingly compromise the system.26 
This recognition led to the development of one of the first threat- oriented 
approaches to computer network  defense –  intrusion detection  systems –  that 
would monitor computers and networks for suspicious behavior and alert 
security officers about potentially unauthorized activity. The National Security 
Agency, the Navy, and the Air Force all sponsored research into intrusion 
detection systems in the 1980s, and by the early 1990s they were using such 
systems to monitor select networks.27 They also developed new kinds of exper-
tise associated with intrusion detection systems, as security officers learned how 
to evaluate alerts about suspicious activity and determine what actions, if any, 
should be taken.28

Another early threat- oriented approach to computer network defense 
came in the form of computer emergency response teams, also known as com-
puter incident response teams. These teams were first created in response to 
the Internet worm of 2 November 1988.29 The Internet worm was the first to 
significantly disrupt the internet, which was then primarily a research network 
sponsored by the Defense Department. The Computer Emergency Response 
Team Coordinating Center, a federally funded, non- governmental organi-
zation based at Carnegie Mellon University, was established in January 1989 
with the goals of preventing future incidents, providing a network of elite 
experts who could be called upon to diagnose future attacks, and facilitating 
the creation of a network of similar response teams.30

Defense Department units and the national nuclear laboratories were 
among the first organizations to form their own computer emergency response 
teams. In the early 1990s, the Defense Intelligence Agency formed an inci-
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dent response team for its classified Intelligence Information Systems network, 
which, in late 1992, was renamed the Automated Systems Security Incident 
Support Team and moved to the Defense Information Systems Agency, where 
it was tasked with responding to incidents across the Defense Department.31 
Each of the services also began to form incident response capabilities.

In the early 1990s, response teams helped to identify and make visible 
intrusions that might otherwise have gone unnoticed. For example, the 
Department of Energy’s Computer Incident Advisory Capability helped dis-
cover that between April 1990 and May 1991, at least thirty- four of the Defense 
Department’s computers had been hacked.32 Further investigation eventually 
concluded that the hackers were teenagers in the Netherlands who called 
themselves “High Tech for Peace” and had gained access to a computerized 
logistics management system. During preparations for Operation Desert Storm 
in Iraq, the hackers offered to sell the capabilities gained through that system 
to Saddam Hussein for $1 million. Had the Iraqi government responded to the 
offer, which fortunately it did not, the hackers could have disrupted the flow 
of supplies to US troops preparing for Desert Storm.33

Intrusion detection systems and incident response teams were impor-
tant not only for identifying and stopping intruders, but also for making the 
argument that computer networks were increasingly under attack. Response 
teams tracked an exponential rise in incidents that paralleled the exponential 
rise in internet host sites in the 1990s.34 Incident investigators also worked 
to identify the causes of the breaches and, in the process, repeatedly under-
scored the importance of a prior layer of defense: the systems administrators 
and personnel who were charged with deploying and maintaining secure net-
works. The 1988 Internet worm, the Dutch hacking incident, and many other 
breaches were enabled by a lack of security knowledge, skills, and practice 
among systems administrators.35 In 1999, an analysis by the Air Force Office of 
Special Investigations showed that a majority of root intrusions in the previous 
year had resulted from non- compliance with security policies or emergency 
response team advisories. Only 13 percent were definitively determined to be 
“unpreventable.”36

Thus, the Defense Department’s threat- oriented approaches to network 
defenses became critical in the mid- 1990s in no small part because of failings in 
the first line of defense: the systems administrators and maintainers who were 
uniquely positioned to prevent and mitigate vulnerabilities. Although both 
threat- oriented and vulnerability- oriented forms of expertise would eventu-
ally be incorporated into a new conception of warfighting, that transition was 
slower and more difficult for vulnerability- oriented expertise, as discussed in 
more detail below.
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The Rise of Information Warfare and Information Assurance

In the mid- 1990s, computer network operations began to find an organiza-
tional and conceptual home in “information warfare.” To be clear, informa-
tion warfare was not primarily about computer network operations. When 
military officers described Operation Desert Storm as the “first information 
war,” they were discussing much older traditions of work such as gathering 
intelligence through satellites and airborne reconnaissance systems, using such 
intelligence to bomb command- and- control facilities, and setting up an in- 
theater communications system.37

Similarly, when the Department of Defense issued a top secret directive on 
information warfare in December 1992, it devoted little, if any, attention to 
the opportunities and risks inherent to using computer networks in military 
and intelligence operations.38 The directive defined information warfare as the 
“competition of opposing information systems” through methods such as “sig-
nals intelligence and command and control countermeasures.”39 Such coun-
termeasures, also known as command- and- control warfare, were defined as 
the “integrated use” of five elements – “operations security (OPSEC), military 
deception, psychological operations (PSYOP), electronic warfare (EW), and 
physical destruction” – all “mutually supported by intelligence.”40 Information 
warfare thus encompassed a very diverse range of military specializations, all of 
them long pre- dating computers.41

Nonetheless, information warfare provided the primary conceptual and 
organizational context for efforts to raise the status of computer network 
defense and attack in the mid- 1990s.42 As discussed further below, each of the 
services approached computer network operations somewhat differently, but 
they all built upon incident response and intrusion detection work that had 
begun in their signals intelligence organizations rather than their communica-
tions and computing units.

Air Force: Cyberspace as a New Warfighting Domain

The Air Force responded to the information warfare directive by merging the 
security functions of the Air Force Cryptologic Support Center with the Air 
Force’s Electronic Warfare Center, thereby creating the Air Force Information 
Warfare Center at Kelly Air Force Base in San Antonio, Texas.43 About half of 
the center’s personnel had backgrounds in signals intelligence, while the rest 
came from a variety of fields.44 The Information Warfare Center was estab-
lished in the Air Force Intelligence Command in September 1993, which was 
demoted to become the Air Intelligence Agency the following month.45
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The Information Warfare Center played a supporting role, helping integrate 
various information warfare methods into combat operations. Nonetheless, the 
Air Force began to formulate doctrine which treated computer network attack 
as a new form of warfare. In 1995, the Air Force published “Cornerstones of 
Information Warfare,” which argued that information should be understood as 
a new “realm” or “domain” for operations, akin to land, sea, and air.46 Based in 
part on this argument, in August 1995 the Air Force ordered the formation of 
the 609th Information Warfare Squadron under the 9th Air Force at Shaw Air 
Force Base. The squadron was charged with conducting both defensive and 
offensive missions in support of the 9th Air Force and Central Command’s Air 
Operations Center.47

In keeping with an emphasis on warfighting, the squadron’s work appears 
to have been focused on threat- oriented activities. Defensive operations 
focused on intrusion detection and response, rather than vulnerability mitiga-
tion, which would have included password management, configuration man-
agement, and training.48 Furthermore, the majority of its mission time was 
actually spent on offensive operations.49 The squadron also privileged offensive 
work by requiring individuals to do defensive duty before they were allowed 
to take the offensive.50

In the late 1990s, a review by a National Research Council committee 
critiqued the squadron’s overall emphasis on offense:

With a culture that values the taking of the offensive in military operations, 
the military may well have difficulty in realizing that defense against infor-
mation attack is a more critical function than being able to conduct similar 
operations against an adversary, and indeed is more difficult and requires 
greater skill and experience than offensive information operations.51

The squadron’s emphasis on offense, however, makes perfect sense from 
the perspective of a new unit eager to demonstrate its value to warfighters. 
Offensive operations could create dramatic military effects, at least in theory. 
By contrast, the effects of a successful defense are unremarkable: military oper-
ations and networks would continue to function as planned.

Navy: Net-centric Warfare

The Navy responded to the 1992 information warfare directive by estab-
lishing the Naval Information Warfare Activity in 1994, within the Naval 
Security Group, the Navy’s cryptologic group.52 The Navy also established 
the Fleet Information Warfare Center under Atlantic Command in October 
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1995 to help operationalize capabilities developed by the activity.53 The Fleet 
Information Warfare Center had a defensive focus, and was a tiny organization 
comprised of  warfighters –  its first director was a former fighter  pilot –  along 
with cryptologists, electronic warfare technicians, and intelligence officers.54

While the Naval Information Warfare Activity and the Fleet Information 
Warfare Center remained in supporting roles, some leaders in the Navy argued 
that computer networking skills should be recognized as part of warfight-
ing. The most influential articulation of what came to be called “net- centric 
warfare” came from Vice Adm. Arthur K. Cebrowski, a fighter pilot who 
had earned a master’s degree in Information Systems Management from the 
Naval Postgraduate School in 1973.55 In the mid- 1990s, Cebrowski became 
the Navy director for space, information warfare, and command and con-
trol, and in this role he co- authored a Proceedings article outlining the con-
cept of “network- centric warfare.”56 Cebrowski and his co- author, John 
Garstka, technical adviser to the Command, Control, Communications, and 
Computers Directorate, argued for shifting from platform- centric operations 
(that is, focusing on ships, submarines, and aircraft) to network- centric oper-
ations. They further argued that this shift entailed elevating the status of indi-
viduals with skills in information technology:

“Operator” status frequently is denied to personnel with these critical tal-
ents, but the value of traditional operators with limited acumen in these 
processes is falling, and ultimately they will be  marginalized . . .  The ser-
vices must both mainstream and merge those with technical skills and those 
with operational experience in these areas. These are the new operators.57

But while the Navy did make some changes to its information technology 
specializations in the late 1990s, it was not until after the rise of joint cyber 
operations that the Navy made cyber a warfare specialization.

Army: The Global Information Environment

The Army responded to the 1992 information warfare directive by establishing 
the Land Information Warfare Activity within the Intelligence and Security 
Command. This activity began with fifty- five personnel, including eleven 
enlisted, and roughly a dozen government civilians, and grew to about 250 by 
October 1997. The majority of the personnel were field- grade or higher- level 
officers from signals or intelligence. In the late 1990s, the Land Information 
Warfare Activity sought to incorporate more traditional operators, and it often 
augmented its technical capabilities by hiring contractors, with one member 
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recalling that it was half contractors at one point in its history.58 But the Land 
Information Warfare Activity remained in a supporting role; it helped com-
mands plan information operations but did not conduct them.59

The Army also began to develop doctrine related to computer network 
operations. Perhaps most notably, Army “Field Manual 100- 6: Information 
Operations,” published in 1996, highlighted “database corruption” and “mali-
cious software” as means of attacking information systems.60 It also featured dis-
cussion of the Internet worm and Rome Labs breaches, which was excerpted 
in the Joint Doctrine for Command and Control Warfare, issued in February 
1996.61

In 1998, the Army began creating a dedicated computer network opera-
tions force within Intelligence and Security Command’s signals intelligence 
group. However, the Army struggled to grow a computer network operations 
capability because its personnel management system did not reward technical 
depth.62 In the late 1990s it began to revise the Officer Personnel Management 
System to give technical specialists a path to promotion, and briefly created an 
“information operations” career field. However, when the Officer Personnel 
Management System was revised in 2006, this field was eliminated and most 
of the functional areas needed for cyber operations, including telecommuni-
cations engineering and information systems management, were firmly placed 
within operations support.63

The Problem of Defense

By the mid- 1990s, efforts to elevate computer network operations from warf-
ighting support to the level of “warfare” tended to emphasize threat- oriented 
activities, and particularly offense. Yet many observers were growing increas-
ingly concerned about the challenge of defense, and particularly its reliance 
upon civilian assets that the US military could not control.

In 1994, the Joint Security Commission, which had been established by 
the secretary of defense and the director of central intelligence, highlighted the 
challenge of protecting information systems and networks “that are connected 
and depend upon an infrastructure we neither own nor control.”64 A 1994 
Defense Science Board task force echoed these concerns, noting that “DoD 
[the Department of Defense] has tied its information systems to the private/
commercial sector.”65 The task force was “persuaded that DoD is currently 
spending far too little on defensive IW [information warfare], and that the 
gravity and potential urgency of the problem deserves [sic] redress.”66

Articles in the trade press at the time also suggest that defense was not a 
major focus in the early 1990s. An August 1994 Defense Daily article noted that 
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“[a]ll of the services’ information warfare tactics are currently focused more 
heavily on the offensive mission.”67 Reporting on an Information Warfare 
Conference in October 1995, one technology journalist described “Pentagon 
skeptics who joke that information warfare is just ‘computer security with 
money.’”68 As this suggests, computer  security –  a defensive  activity –  was seen 
as something that was different and less important than warfare.

Nonetheless, some military leaders worked to elevate the status of com-
puter network defense.69 In 1994, four years before the publication of his 
widely read article on “net- centric warfare,” Cebrowski served as the direc-
tor of the Joint Staff’s Command, Control, Communications, and Computers 
Directorate, and established an information warfare division. Cebrowski 
brought in William Gravell, a captain in the Naval Security Group, to set it 
up.70 As head of the Joint Staff’s Information Warfare Division, Gravell aimed 
to persuade both military and private organizations to improve the security 
of computers and other information systems upon which military operations 
depended.71 However, Gravell recalls that “private sector organizations and 
their lawyers and stockholders did not want to hear that they were engaged 
in ‘warfare.’”72 Accordingly, by 1995, the Joint Staff’s Information Warfare 
Division had been officially renamed the Information Assurance Division, 
drawing on a term that was seeing increasing use in military and intelligence 
circles.73

Civilian control of infrastructure was just part of the challenge for infor-
mation assurance.74 In 1997, an Information Assurance Task Force led by 
the Office of the Assistant Secretary of Defense for Command, Control, 
Communications, and Intelligence and the Joint Staff’s Information Assurance 
Division argued that the Defense Department’s decentralized management of 
increasingly complex computer networks could not provide adequate secu-
rity.75 This led to a Defense- Wide Information Assurance Program, which was 
launched by the assistant secretary of defense for command, control, commu-
nications, and intelligence in his capacity as the Defense Department’s chief 
information officer in January 1998.76

The Defense- Wide Information Assurance Program aimed to combine 
“centralized oversight with decentralized execution” of information assurance 
activities.77 But it was not given the authority or resources needed to fulfill its 
charter.78 Ultimately, elevating the status of computer network defense required 
more than an information assurance program from the Defense Department’s 
chief information officer. The path to elevating computer network defense to 
the level of warfighting went through the Joint Staff’s Operations Directorate.
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The Need for a Joint Operational Defense

In June 1997, the Joint Staff’s annual no- notice interoperability exercise, 
known as Eligible Receiver, included a computer network intrusion for the 
first time.79 A National Security Agency red team comprised of about twenty- 
five personnel successfully broke into the computer systems of the US Pacific 
Command, the National Military Command Center, and a number of other 
joint command facilities. Eligible Receiver was set to run for two weeks, 
with an additional two weeks set aside, if necessary, but the National Security 
Agency red team was so successful that it ended after just four days.80

The Joint Staff had assigned a new Division for Information Operations to 
monitor the exercise around the clock and make recommendations. The divi-
sion was spun off from the Joint Staff’s Operations and Plans Division and was 
headed by Brig. Gen. John “Soup” Campbell, an Air Force fighter pilot. As 
Campbell’s group began formulating recommendations for responding to the 
exercise, it quickly became clear that no single organization could be given pri-
mary responsibility for implementing them; nobody was in charge of defend-
ing computer networks.81 Representatives of three directorates in the Joint 
 Staff –  intelligence; operations; and command, control, communications, and 
computers — and the Defense Information Systems Agency joined the oper-
ations deputies of each of the services in exploring who should be in charge.

By November of 1997, the services’ operations deputies were considering 
several possible organizational structures, including the possibility of assigning 
the task to an agency such as the Defense Information Systems Agency or 
the National Security Agency.82 However, Campbell recalls “resistance from 
the Services who didn’t want any outside agency telling them how to run 
their networks, and having a Combat Support Agency ([for example] DISA 
[the Defense Information Systems Agency] or NSA [the National Security 
Agency]) do so was a non- starter.”83 Campbell and others eventually con-
cluded that they should establish a new task force to direct computer network 
defense, and ensure that it had sufficient authority to get its work done.84

Efforts to establish the task force were made more urgent by the discov-
ery of a new intrusion at Andrews Air Force base, just outside Washington, 
DC, on February 3, 1998. A task force that included members of the Joint 
Staff’s Information Operations Directorate, the FBI, the Defense Information 
Systems Agency, and the National Security Agency began to investigate, and 
soon concluded that the hackers were three  teenagers –  two in the United 
States and one in Israel.85 Although the hackers were soon apprehended, the 
breach demonstrated the ease with which the military’s information systems 
could be compromised.
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Not long after the discovery of the breach at Andrews Air Force Base, 
Deputy Secretary of Defense John Hamre called a meeting of about thirty 
people in the Pentagon. He asked the same question that had been looming 
since Eligible Receiver: who’s in charge? Recounting the meeting fourteen 
years later, Campbell stated that he couldn’t recall “if I raised my hand or if 
somebody poked me and I jumped,” but as the director of the Joint Staff’s 
Information Operations Division (“the J- 39 Bubba”), he became the answer 
to Hamre’s question.86 Eventually Campbell became the commander of the 
new Joint Task Force- Computer Network Defense that the Information 
Operations Division was helping to organize.

What is Operational Computer Network Defense?

But what exactly would the new task force do? The answer to this question 
was shaped not only by analysis of the results of Eligible Receiver, but also by 
distinctive conceptions of the kinds of expertise and work that might consti-
tute “warfighting.”87

Eligible Receiver demonstrated the need for improvements in both mit-
igating vulnerabilities and responding to threats. Some vulnerabilities con-
cerned poor security awareness and training: personnel at targeted units gave 
out their passwords over the phone or left them in the trash to be discovered 
by dumpster divers. Other vulnerabilities were well- known technological 
weaknesses that nonetheless remained unmitigated. Threat- oriented defenses 
had also failed. In an after- action report on Eligible Receiver, the National 
Security Agency red team targeting officer noted that intrusion detection sys-
tems had worked well but that reporting on intrusions came two weeks late: 
“They now know that the horse is out of the barn after it burned down and 
the ashes are cold.”88

These weaknesses suggested that the new computer network defense task 
force needed to address both vulnerability mitigation and threat response. 
And, indeed, representatives from the Defense Information Systems Agency 
and the Joint Staff’s Command, Control, Communications, and Computing 
Directorate argued that the task force should include vulnerability assess-
ment, red teaming, and other kinds of work to prevent successful intrusions.89 
However, according to an October 1998 background paper by Air Force 
Capt. Jason Healey, an intelligence officer in the Air Staff, efforts to prevent 
intrusions “are not part of the JTF’s [Joint Task Force’s] computer network 
warfighting role and have been strongly resisted by the Services.”90

In a later briefing, Healey described computer network defense as 
outwards- focused, engaging enemies, active, and requiring operational exper-
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tise. By contrast, he depicted information assurance as inwards- focused, not 
engaging enemies, passive, and requiring network management expertise.91 
Consistent with the services’ preference for a warfighting focus, Healey noted 
that the task force would be staffed “mostly by traditional operators (pilots, 
combat arms, and so on), relying on DISA [the Defense Information Systems 
Agency] for technical comm- computer expertise.”92 Members of the task 
force distinguished their work from the technical support focus of the Defense 
Information Systems Agency. In October 1999, Army Col. Larry Frank, the 
chief of the task force’s operations division, asserted, “we bring an operational 
focus” to defense and “we don’t fix computers.”93

This operational focus was partly driven by the need to persuade warfight-
ers of the value of this new activity. As Campbell recalls: “[I]f you’re going 
to have any credibility with the war fighters, you had to have operational 
people.”94 Specifically, the task force was projected to consist of nineteen bil-
lets, ten of which were dedicated to operations, four to communications, and 
five to intelligence.95

This tiny task force was officially “responsible for coordinating and direct-
ing the defense of the Department of Defense’s computer systems and com-
puter networks,” a potentially enormous range of activities.96 It functioned 
by relying on the services, contractors, and the Defense Information Systems 
Agency, where it was co- located. The services were each tasked with designat-
ing component forces and an associated commander that the Joint Task Force 
would have authority to coordinate and direct.97 The Defense Department’s 
computer emergency response team was also placed under the Joint Task 
Force- Computer Network Defense.98 By 2000, it was composed of about 
one- third contractors, one- third military personnel, and one- third govern-
ment civilian personnel.99

Significantly, many vulnerability mitigation activities were delegated to the 
Defense Information Systems Agency.100 For example, the Defense Information 
Systems Agency developed the Information Assurance Vulnerability Alert 
process, wherein all of the Defense Department’s systems administrators were 
required to receive, acknowledge, and report on their compliance with vul-
nerability alerts.101 Nonetheless, in briefings before Congress, Campbell explic-
itly included red teaming and the Information Assurance Vulnerability Alert 
process within the category of “operations,” alongside the Joint Task Force- 
Computer Network Defense. As this suggests, the concept of computer net-
work operations was beginning to broaden to include vulnerability mitigation. 
And yet, this expanding concept of operations still excluded certain forms of 
vulnerability mitigation, such as training and certifying systems administrators 
and users.102
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The Rising Status of Joint Cyber Operations and Service Responses

Computer network operations, both defensive and offensive, grew in influ-
ence, size, and authority in the twenty years following the establishment of 
the Joint Task Force- Computer Network Defense. Although the Joint Task 
Force- Computer Network Defense was initially chartered as a defensive 
organization, by January 1999 the Joint Chiefs of Staff had agreed that it would 
integrate both offensive and defensive operations and become part of US Space 
Command.103 After the terrorist attacks of September 11, 2001, operations in 
Afghanistan and Iraq underscored the importance of defense. Thus, in 2004, 
the joint task force was returned to its initial defensive focus, with the new 
name, the Joint Task Force- Global Network Operations.104 Offensive opera-
tions were moved to a new Joint Functional Component Command- Network 
Warfare within the National Security Agency. Both defensive and offensive 
components were commanded by Strategic Command, which had taken over 
several functions of Space Command when the latter dissolved in 2002.105

But the Joint Task Force- Global Network Operations did not discover the 
first- known breach of classified US military networks in October 2008. Instead, 
it was the National Security Agency’s Information Assurance Directorate that 
first detected the intrusion, which was eventually attributed to the Russian 
Federal Security Service (FSB), Russia’s national intelligence agency. Within 
a day the National Security Agency had devised a means of eliminating the 
intrusion, although cleaning up all of the Defense Department’s networks 
would take well over a year.106

The National Security Agency’s rapid response to the problem bolstered 
its case for unifying computer network attack and defense under the agen-
cy’s authority. In June 2009, Secretary of Defense Robert Gates announced 
the formation of US Cyber Command, a unified command under Strategic 
Command that merged the Joint Task Force- Global Network Operations 
and the Joint Functional Component Command- Network Warfare. He also 
announced his intention to make the director of the National Security Agency 
dual- hatted as a four- star commander of US Cyber Command.107 After dec-
ades of arguing for the importance of computer network operations, leaders 
in the intelligence community had finally gained the authority of a combatant 
command.

Gates also directed the services to establish component commands, which 
were expected to be three- star commands, to support US Cyber Command.108 
The elevation of joint computer network operations galvanized the services 
to elevate the professional and organizational status of computer network 
expertise. Each organized its supporting commands and associated career spe-
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cializations slightly differently, but all gave greater status and priority to threat- 
oriented specializations than vulnerability- oriented work.

Air Force: Transforming Communications into “Operations”

The Air Force built its operational Cyber Command upon the earlier work 
of intelligence organizations while keeping communications organizations 
in a support role. However, when the Air Force finally established a new 
cyber operations career field, it drew most heavily on the communications 
career field. This was not because communications personnel were seen as 
warfighters, but because organizations specializing in electronic warfare and 
signals intelligence were unwilling to lose personnel to a field that it would 
not control. By contrast, computing- communications personnel were eager to 
raise their status by becoming the core of a new career field in cyber opera-
tions.109 On April 30, 2010, the entire communications and information officer 
field, which included over 3,000 officers, changed to a new cyberspace officer 
field.110 The cyberspace and information officer field quickly became a very 
broad career field that included both vulnerability reduction roles (for exam-
ple, DODIN operations) and threat- oriented roles (for example offensive and 
defensive cyber operations).111

However, Air Force officers continue to view threat- oriented roles as pref-
erable to vulnerability- oriented roles, by virtue of their greater warfighting 
status. For example, in a recent survey of the Air Force’s cyberspace operations 
officers (17D), one officer asserted that “all 17Ds should be executing cyber 
operations, whether on the offensive line or defending a weapon system. Not 
supporting and maintaining.”112 Another argued that they were “making ‘sup-
port’ and ‘maintenance’ dirty words by calling everything ‘operations,’ and 
the true operational community sees that a huge portion of what we do is 
support or maintenance, and our marketing campaign costs us credibility.”113 
Similarly, 1st Lt. Robert Lee, a cyber team leader in the Air Force Intelligence, 
Surveillance, and Reconnaissance Agency, has recognized that vulnerability- 
oriented roles were very important, but insisted on differentiating them from 
operational defense, that is warfighting: “Applying vendor- issued software 
patches is not defense; it is maintenance.”114

Navy: Organizing an Information Warfare Community

To support US Cyber Command, in 2009, the Navy reactivated the 10th 
Fleet, which had played a critical role in anti- submarine warfare during the 
Second World War, and renamed it Fleet Cyber Command. The Navy moved 
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all network organizations under Fleet Cyber Command/10th Fleet, empha-
sizing that “victory will be predicated on intelligence and information rather 
than fire power.”115

With growing demand for cyber warriors, the Navy also reorganized 
and elevated relevant career fields. Perhaps most significantly, in 2010 the 
Navy made information dominance a warfare specialization with an associ-
ated qualification process and associated  pin –  something support fields typi-
cally lacked.116 In 2016, the Information Dominance Corps was renamed the 
Information Warfare Community to further “mainstream information warfare 
as one of four predominate warfare areas.”117

Nonetheless, Navy personnel specializing in cyber operations have yet to 
gain the full opportunities available to traditional warfighters. The Information 
Warfare community is restricted line, meaning that officers within it are not 
eligible for command at sea.118 Within the Information Warfare Community, 
the limitations have been particularly significant for the information profes-
sional  specialization –  the Navy’s network maintainers. Information profes-
sionals saw dwindling command billets in the new millennium, not only due 
to technology and mission changes but because of civilian outsourcing.119 By 
contrast, the cryptologic warfare specialization, which conducts defensive and 
offensive cyber operations, has been standing up new commands with asso-
ciated opportunities.120 This suggests that individuals specializing in threat- 
oriented work continue to have more opportunities than those focused on 
reducing vulnerabilities.

Army: Intelligence, Communications and the Creation of Cyber Branch

In October 2010, the Army established its component support to US Cyber 
Command at Fort Belvoir, Virginia, home to the Army’s Computer Emergency 
Response Team.121 The component, Army Cyber Command, assumed oper-
ational control of the Army’s communications and computing command, as 
well as computer network operations forces within the Army’s intelligence 
command.122

The Army’s Signals Branch and Intelligence Branches each created new 
career specializations to support the growing scale of joint cyber operations.123 
And, in 2014, the Army announced the new cyber branch as one “that will 
take its place alongside infantry, artillery and the other Army combat arms 
branches.”124 Officers within Cyber Branch were given the threat- oriented 
missions of defensive and offensive cyberspace operations.125 By contrast, 
vulnerability- oriented work was assigned to warrant officers and enlisted 
 personnel –  a rank lower than commissioned  officers –  in the Army’s Signals 
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branch.126 Thus, while Army cyber operations gained considerable status after 
the establishment of Cyber Command, threat- oriented roles continue to have 
greater warfighting status than vulnerability- oriented roles.

Conclusion: The Race for Cyber Warriors and Uncertainty in 
Cyberspace

By the time Cyber Command was elevated to become the 10th Unified 
Combatant Command in 2018, the professional identity and work roles of 
US cyber warriors had expanded to include not only threat- oriented activ-
ities, but also vulnerability- oriented activities. But it was the threat- focused 
activities, and particularly offensive cyber operations, that most readily gained 
warfighting status, and that continue to enjoy the most prestige and oppor-
tunity today.

Threat- focused activities, and particularly cyber operations, have also con-
tributed most to an international race for cyber warriors. Shortly after the 
United States began developing information warfare capabilities, and placing 
a heavy emphasis on offense, China began to do the same. In 1997, China 
established a 100- person elite cyber warfare corps to launch attacks on US 
military networks, and it has grown its forces since then.127 In 2015, China 
consolidated its cyber espionage and cyber attack forces into a single “Strategic 
Support Force,” and established a network of training programs to train and 
recruit growing cadres of cyber warriors, moves similar to those undertaken in 
the United States.128

As noted above, it was partly the 2008 discovery of a Russian intrusion in 
US military networks that spurred the US to establish Cyber Command. And 
in turn US Cyber Command, along with revelations of US cyber attacks on 
Iran, encouraged Russia to build up its military cyber force, the GRU, which 
had languished for decades in the shadows of its intelligence agency.129

For its part, Iran responded to the cyber attacks on its nuclear enrichment 
facility by launching attacks on the Saudi Aramco oil company, and training 
its own force of cyber warriors. US officials in turn expressed concern about 
the growing threat from Iran as it learned from the US attack, and called for 
expanding cadres of US cyber warriors.130

These are just a few examples of how offensive operations by one nation 
have encouraged others to build up their own cyber warrior cadres. It is impor-
tant to recognize that the organization and operational focus of cyber warriors 
vary in different nations. While US cyber warriors operate under formal com-
mand structures with official government authorization, and tend to focus on 
amplifying US military and intelligence operations, nations like North Korea, 
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China, and Russia rely more on volunteer or coerced citizen groups, and focus 
on stealing intellectual property or other financial resources.131

Nonetheless, as Healey and Jervis note (in this volume), offensive cyber 
operations appear to be ratcheting up in intensity. Once discovered, nations 
can build upon the exploits launched against them. For example, evidence 
suggests that Iran learned from the Stuxnet attacks, and one US industry expert 
recently warned that Iran’s cyber warriors are “leapfrogging our defenses as they 
learn.”132 While these threat assessments at times may be  inflated –  and both 
industry leaders and military cyber forces have incentives to exaggerate threats 
as they make the case for investing more resources in their  organizations –  they 
amplify the race for cyber warriors, creating positive feedback and something 
akin to arms race instability.

It is important to recognize that offensive cyber operations do not neces-
sarily escalate violence in any absolute sense. As Healey and Jervis also note, 
cyber operations can serve as an alternative to using force, de- escalating vio-
lent conflict. Nonetheless, offensive operations can create multiple kinds of 
instability simply because they create uncertainty. When military organizations 
find their computer networks behaving strangely, they may be quick to suspect 
other nations of an intrusion. Furthermore, once they discover an intrusion, 
they may be uncertain whether it was simply espionage, or preparation for an 
attack.

Additionally, cyber warriors cannot always predict the effects of their 
offensive operations. The physical effects of bombs and kinetic weapons are 
largely determined by physical laws; years of tests and experience have ena-
bled relatively reliable predictions about destructiveness, collateral damage, and 
more. By contrast, the effects of cyber operations are shaped by the relatively 
unpredictable “arbitrary complexity” of information  systems –  the ad hoc ways 
in which humans and organizations have designed and interconnected com-
puters and networks.133

Uncertainty about the impacts of cyber  offense –  whether intentional or 
 unintentional –  in turn increases anxiety and contributes to an international 
race for cyber warriors. Some of these investments focus on defense; intrusions 
in US computer networks have repeatedly led to investments in defensive 
technologies and personnel. But officials also have pointed to the offensive 
operations of other nations when arguing for expanding their own offensive 
capabilities. Furthermore, the race to train and deploy cyber warriors appears 
to be driven primarily by investments in offensive capabilities and associated 
 uncertainties –  not investments in defensive forces. It is difficult to find exam-
ples of officials expressing concern that they must expand offensive cyber capa-
bilities because others have invested in defense.
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In this respect, the race for cyber warriors is markedly different from 
nuclear arms races. With the exception of attacks on Hiroshima and Nagasaki, 
nuclear weapons have primarily served one purpose: to deter attack by threat-
ening others with devastation. While nuclear threats are destabilizing insofar as 
they provoke international tensions and encourage further offensive build- up, 
deterrence is stabilizing insofar as it reduces the likelihood or destructiveness 
of attack. Nuclear defenses erode deterrence by creating uncertainty about the 
effectiveness of nuclear attack, giving nations incentives to invest in additional 
offense to overcome the defense, and thereby encouraging arms races.134

But cyber warriors carry out more variable and uncertain missions than 
nuclear weapons. Cyber warriors aim not only or even primarily at deterrence, 
but rather at subversion, espionage, and sabotage, all of which are destabilizing 
to adversaries.135 Cyber defenses reduce uncertainty for defenders, both by pre-
venting intrusions that have uncertain effects and by making them visible. And 
while cyber defenses may impose costs on attackers, they do not substantially 
increase uncertainty for attackers, who have always navigated uncertainty in 
the defenders’ computer and information systems.

Of all the forms of defense undertaken by the United States, DODIN 
operations arguably are the most focused on maintaining  stability –  specifically, 
the stability of the technological systems upon which allied warriors rely. 
However, even DODIN operations do not necessarily contribute to stability 
in the ultimate sense. If the kinetic forces that they enable are deployed in ways 
that destabilize international relations, they too enable instability. The role of 
cyber warriors in stabilizing or destabilizing international order thus depends 
not only upon their technological capabilities, but also upon how national 
and military leaders use those capabilities to advance or undermine political 
objectives.
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Cyber Entanglement and the Stability of the 
Contemporary Rules- Based Global Order

Mark A. Raymond

This chapter examines the rapid emergence and expansion of the global cyber 
regime complex. It places particular emphasis on the role of the Internet of 
Things (IoT) in entangling the internet with an array of other issue- areas, 
and thus in generating potentially problematic interactions among the legacy 
internet governance regime, a host of other international regimes, and with 
domestic governance arrangements in highly networked countries. While the 
IoT exacerbates existing trends and underlying problems more than it creates 
them, it remains one of the most important drivers of change in this area, and 
one that has been underappreciated relative to issues such as social media dis-
information. I use the IoT here to illustrate a larger argument about the effects 
of internet technologies on the stability of the international system.

The chapter argues that alongside the rapid penetration of the internet, we 
are seeing the metastasization of the global cyber regime complex, or the set 
of partially overlapping institutions and governance arrangements for cyber-
space.1 I use the word “metastasization” to convey three essential character-
istics of the way that the internet and its legacy governance arrangements are 
becoming entangled with other institutions and governance arrangements in 
almost every country, and in almost every global issue- area. First, this entan-
glement is genuinely systemic, in that there is virtually no part of the inter-
national system that will remain untouched. Second, this growth is rapid and 
relatively unplanned from the perspective of the systems it affects, unfolding 
according to market- based and technical logics that are distinct from the core 
logics of diplomacy, international law, and international relations. Third, it 
is an enormously consequential development with the potential to funda-
mentally transform the operation and even the viability of those systems and 
arrangements.

Cyber Entanglement and the Global Order

7. Cyber Entanglement and the Stability of the 
Contemporary Rules- Based Global Order
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As a result of this ongoing metastasization process, the viability of a variety 
of international regimes and domestic governance arrangements will increas-
ingly depend on the effectiveness and legitimacy of the global cyber regime 
complex with which they are becoming inextricably entangled. The chap-
ter briefly illustrates several examples of such entanglements across an array 
of distinct issue- areas. The chapter discusses these developments in light of 
their effects on the stability of the rules- based international order, identifying 
four challenges for international order exacerbated by the mass adoption of 
IoT systems and the continued diffusion of internet technologies more gener-
ally: an increased number and range of coordination problems with significant 
distributional implications; the potential for increased enforcement problems, 
mainly arising from a sharply increased number of relevant actors; problems of 
rule interpretation and application arising from the combination of complex, 
novel issues with multiple simultaneously valid rule sets; and challenges to 
maintaining democratic control and accountability over key domestic politi-
cal issues subject to increasingly transnational and polycentric control. Under 
such conditions, cyber stability is not simply a matter of maintaining technical 
interoperability or reliability, or even the viability of international govern-
ance arrangements essential to cyberspace. Rather, the simultaneous ongoing 
development of internet technologies and related governance arrangements 
have crucial implications for the stability of rules- based international order. 
The chapter concludes by making the case for treating this regime complex as 
“critical governance infrastructure.” Just as electric grids, water systems, and 
financial systems are systemically important components of modern societies, 
the global cyber regime complex is rapidly acquiring a singular importance as a 
condition of possibility for the remainder of the present system of rules- based 
global order and global governance.

IR literature has been concerned with international regimes for roughly 
forty years. This literature defines regimes as sets of “implicit or explicit prin-
ciples, norms, rules and decision- making procedures around which actors’ 
expectations converge in a given area of international relations.”2 For insti-
tutionalist scholars, these regimes shape the payoffs and incentives available to 
rational state actors seeking to achieve joint gains in an anarchic international 
system, and thus condition the behavior of those actors. For constructivists, 
regimes exert additional kinds of effects. They shape the choices actors see as 
appropriate, and rule certain options in or out based on a logic of appropriate-
ness.3 They also constitute the ways that actors see themselves and the world 
around them, exerting what Barnett and Duvall4 call productive power. They 
do this in part by constituting various social practices,5 including social prac-
tices pertaining to making, applying, and interpreting global rules.6
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Early scholarship typically treated issue- specific international regimes as 
analytically distinct. For example, the international trade regime could be 
studied independently of the international human rights regime and the inter-
national environmental regime. Raustiala and Victor observed that the increas-
ing institutional density of the international system entailed the emergence of 
regime complexes. They defined a regime complex as “a collective of partially 
overlapping and nonhierarchical regimes.”7 This observation was picked up by 
a range of scholars, examining a variety of issue- areas including plant genetic 
resources,8 refugees,9 climate governance,10 energy,11 and cyberspace.12 The 
central insight of the regime complex literature is that the overlapping regimes 
that constitute a particular regime complex generate problematic interac-
tions13 as a result of “legal inconsistencies” that are created because “the rules 
in one regime are rarely coordinated closely with overlapping rules in related 
regimes.”14 This insight is consistent with constructivist work that starts from 
the premise that rules are a ubiquitous feature of social life and that demon-
strates how the simultaneous existence of multiple overlapping valid rule sets 
shapes and regulates social interaction.15

The regime complex literature has thus far focused primarily on demonstrat-
ing the utility of the concept and on documenting individual cases. Realizing 
the promise of the concept for IR theory requires the investigation of pro-
cesses of regime complex formation, as well as the dynamics and morphology 
of existing regime complexes. It is also essential to investigate the implications 
of increasing institutional density and regime complex formation for the oper-
ation and future trajectory of contemporary rules- based global order, including 
for the stability of that order. This chapter takes important preliminary steps in 
both of these directions.

It does so by examining the rapid emergence and expansion of the global 
cyber regime complex.16 Rather than duplicating existing literature on inter-
net governance,17 I emphasize one particular contemporary trend within this 
regime complex with far- reaching and potentially transformative implications: 
the development and widespread deployment of a vast number of internet- 
connected devices in contexts well beyond traditional networked computing 
applications. This trend is colloquially referred to as IoT. Cisco, a leading 
global manufacturer of networking equipment, estimates that by 2023, there 
will be 29.3 billion networked devices and that 50 percent of global net-
work connections will be machine- to- machine (M2M) connections.18 These 
devices, and the associated growth of M2M communication, will further 
change the nature of the internet from a global communications facility to a 
means of control.19 Internet- connected sensors and control devices will facil-
itate the remote monitoring and operation of physical devices and systems in 
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real time and at large scale. In combination with expected advances in artificial 
intelligence and machine learning, it is anticipated that these monitoring and 
control applications of IoT systems will be accomplished with high levels of 
automation and relatively little direct human intervention.

The mass adoption of IoT systems is often thought of in terms of consumer 
products and services, but these systems will be as, or more, important in 
the context of industry and manufacturing, as well as in municipal infrastruc-
ture and the public sector more broadly. Notwithstanding the close relation-
ship between IoT systems and the physical world, it is essential to note that 
there are crucial public policy concerns associated with these technologies that 
cannot be addressed by any single firm or country, no matter how powerful.20 
For example, many IoT products are likely to be produced by a small number 
of large firms located in Western countries; however, these same products are 
likely to be widely exported and operated in various legal jurisdictions around 
the world. As more and more countries adopt consumer privacy laws, lawful 
access statutes providing for law enforcement access to encrypted communi-
cations, and other similar legal and regulatory instruments, manufacturers and 
operators of IoT systems are likely to face significant compliance problems. In 
some cases, it may be impossible to simultaneously comply with relevant local 
laws and regulations in all jurisdictions. This problem is not unique to IoT 
systems, of course, but the scale of these technologies and the ways in which 
they will make data collection more pervasive and remote control of our phys-
ical world more common suggest that the mass adoption of IoT systems will 
effectively make the internet part of virtually every aspect of our economic, 
social, and political lives.

One important implication of this transition, from an internet dominated 
by communications to one in which remote sensing and control applications 
are pervasive and critically important, is that every part of human life will be 
increasingly dependent on internet connectivity. It follows from this that every 
aspect of governance will increasingly confront issues arising from and asso-
ciated with internet policy. That is, the mass adoption of IoT systems should 
be expected to entangle the legacy internet governance regime with virtually 
every other international regime and with critical domestic institutions and 
governance processes.

This entanglement will be uneven in several respects. First, it will be uneven 
in temporal terms across different issue- areas and geographies. Industries expe-
riencing the greatest potential benefits will likely adopt these systems most 
quickly, and adoption will likely be most rapid in advanced industrial democ-
racies. Other factors affecting the speed, extent, and intensity of IoT adoption 
include the concentration of ownership in a particular industrial sector, and the 
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perceived security of the technology itself. In the public sector, IoT adoption 
may be driven by potential environmental and health benefits associated with 
these technologies, as well as by the potential for gains in security provision. 
On the other hand, adoption may be curtailed in critical infrastructure sectors 
if geopolitical tensions create perceptions that available sources of supply for 
particular IoT systems are vulnerable to politically motivated interference or 
manipulation, or if the technologies themselves or the business practices of 
firms in the sector create concerns about negative effects on human rights. 
Despite the likely uneven adoption of IoT systems, over the medium to long 
term it seems virtually certain that the technology itself will be integrated into 
almost all major issue- areas currently governed by international regimes, as 
well as into a wide range of domestic public policy concerns. This uneven 
integration will pose challenges for both the stability of the internet and the 
stability of the international system.

The next section of the chapter examines the ways in which mass adoption 
of IoT systems will create overlaps and problematic interactions among the 
legacy internet governance regime on the one hand, and other international 
regimes, domestic institutions, and governance processes on the other hand. 
The metastasization of the global cyber regime complex will entangle vastly 
different cultures and modes of governance. The highly privatized and some-
times multistakeholder governance arrangements typical of the legacy inter-
net governance regime will be brought into close and regular contact both 
with multilateral governance modalities typical in international regimes and 
with various kinds of domestic governance modalities employed by individual 
states.21 The result will be a global cyber regime complex characterized by per-
vasive multilevel,22 polycentric,23 and multistakeholder24 governance operated 
by a highly diverse group of participants with little experience in such social 
settings. The section then explores ways that this particular metastasization of 
the global cyber regime complex will make the viability of legacy international 
regimes and domestic governance arrangements dependent on the effective-
ness and legitimacy of the enlarged and empowered global cyber regime com-
plex that will emerge alongside the mass adoption of IoT systems. The chapter 
concludes by examining the implications of this scenario for the global cyber 
regime complex and for the stability of the contemporary rules- based global 
order writ large.

The Metastasization of the Global Cyber Regime Complex

I argued in the previous section that the mass global adoption of IoT systems 
will entangle the legacy internet governance regime with other international 
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regimes and with domestic institutions and governance processes. That is, the 
adoption of IoT systems will drive what I refer to as the metastasization of 
the global cyber regime complex. As outlined above, the concept of a regime 
complex recognized that the growing institutional density of the international 
system made it antiquated and indefensible to maintain the previous approach 
of treating governance arrangements for specific issue- areas as analytically dis-
tinct. Grasping the reality of contemporary global internet and cyber security 
governance required understanding the legacy internet governance regime in 
the broader context of what Nye called the regime complex for global cyber 
activities, which included an array of actors, institutions, and processes for 
management of the international economy, human rights, and international 
security.25 

My analysis here carries this argument one step further. The mass global 
adoption of IoT systems, and other drivers of internet adoption including con-
tinued growth in the global internet user base (which is still only slightly more 
than half the planet’s population), will implicate at least parts of the global 
cyber regime complex in virtually every other international regime, as well 
as in the domestic governance arrangements of every state on the planet. The 
2021 agreement among major economies on coordinating their corporate tax 
policies reflects the development not only of international trade and transpor-
tation, which have been evident for more than a century, but of a new level of 
economic integration enabled by internet technologies.26

One crucial mechanism for this process of metastasization will be the devel-
opment, deployment, and operation of automated remote sensing and control 
systems that will collect vast amounts of data and that will exert meaning-
ful control over important elements of individuals’ daily lives. The develop-
ment, deployment, and operation of such IoT systems at transnational scale 
will create situations in which elements of the legacy internet governance 
regime will apply much more broadly than they have in the past. As such, the 
legacy internet governance regime will overlap with many more international 
regimes and with many more domestic (national and subnational) legal and 
regulatory frameworks. These encounters between previously separate rule sets 
and governance processes will raise novel questions of how to resolve actual 
and potential conflicts. Such conflicts include whether to adopt the rules and 
norms associated with the global internet governance regime or with the rel-
evant other international regime and/or domestic governance arrangement, 
and how to interpret and apply these distinct rule sets in combination with 
each other. They also include jurisdictional or competence conflicts between 
authorities from these disparate issue- areas that may wish to engage in over-
sight or enforcement actions. Finally, such conflicts include procedural disputes 
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about how to handle or resolve incompatible rule sets drawn from different 
governance domains. All of these kinds of conflicts currently exist within the 
global cyber regime complex (as well as in other regime complexes), but in a 
world of pervasive IoT systems they will be more common and will apply to 
many more aspects of human social, political, and economic life. They will 
also tend to extend downward from the international system to the state and 
sub- state levels with much greater frequency than in the past, in part because 
of the local and material nature of IoT systems. The pervasive adoption of IoT 
systems will therefore increase the scale, scope, and complexity of the global 
cyber regime complex, and amplify and exacerbate a range of existing chal-
lenges for global and national governance.

One example of such complexity arises from concerns about supply- chain 
cyber security. Such concerns presently exist mainly with respect to hardware 
and software for 5G mobile broadband networks and sensitive government 
computer networks. The adoption and utilization of national security excep-
tions to international trade rules in the information technology sector would 
become a far larger concern in a world in which internet connectivity is pres-
ent in a wide range of consumer products, industrial equipment, infrastructure, 
and other sectors. Managing these challenges will bring the global cyber regime 
complex into sustained contact both with the international trade regime more 
broadly and with the regime for managing international security affairs.

Another example arises from conflicts between the international trade 
regime and the international human rights regime. Different approaches to 
privacy protection led to the replacement of the United States–European 
Union Safe Harbor agreement with the Privacy Shield framework, which 
governs the conditions under which firms are permitted to transfer consumer 
data between legal jurisdictions. The future of the Privacy Shield agreement 
remains in doubt due to European concerns about American compliance.27 
The challenge in reconciling human rights and international trade concerns 
within the global cyber regime complex is underlined by the difficulty the 
United States and EU have experienced in creating a bilateral agreement in 
a context where a relatively limited number of firms (compared to the over-
all size of their economies) are affected. The mass global deployment of IoT 
systems will exacerbate these issues by affecting more firms, and by creating 
governance concerns around the deployment and operation of such systems 
that affect additional states.

Privacy and human rights concerns are not limited to the context of intra- 
firm transnational data transfers. Similar issues should be expected to arise with 
respect to secondary and tertiary markets in data, which will grow considerably 
as the volume of data collected is increased by the adoption of IoT systems. 
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European efforts to enforce the “right to be forgotten” on a global basis28 will 
be particularly challenging in the context of mass IoT adoption if they are held 
to extend not only to publicly searchable information on the World Wide 
Web but also to data retained by firms and perhaps even civic authorities in 
other jurisdictions. Broadly, public demands for users to have more knowledge 
of, and control over, who possesses what kinds of data about them will chal-
lenge fundamental aspects of the internet economy, which Shoshana Zuboff 
has aptly described as “surveillance capitalism.”29

The mass adoption of IoT systems also exacerbates the potential for conflict 
between the global environmental regime complex, the global cyber regime 
complex, and regimes for international security and international human 
rights. The deployment of IoT sensors offers potential for improving monitor-
ing of global environmental conditions, such as greenhouse gases, air and water 
pollution, and other key indicators. However, these sensors may inadvertently 
collect data about individuals and about state military activities that could be 
utilized in ways that undermine human security and human rights, as well as 
international security. The deployment and operation of these systems would 
require state agencies and non- governmental organizations in the environ-
mental protection sector to deal with concerns about data privacy and secu-
rity, and other related policies with which they have little expertise, thereby 
enhancing the potential for inadvertent harms.

A final example arises from the intersection of the global cyber regime 
complex with the law of armed conflict and a loosely organized set of insti-
tutions and governance mechanisms for international security. The United 
Nations General Assembly’s First Committee has dealt with issues relating to 
the state military use of information and communications technologies (ICTs) 
since the late 1990s. In 2013, the committee’s Group of Governmental Experts 
(GGE) process issued a consensus report endorsed by a group of states that 
included all permanent members of the Security Council. This report included 
a candidate norm against the targeting of critical infrastructure in peacetime.30 
While this candidate norm (reiterated and expanded in the 2015 GGE report) 
represents an important step forward, it should be noted that Russia is believed 
to have conducted attacks against the Ukrainian electrical sector.31 The US 
position is that these attacks did not violate the candidate GGE norm since 
they took place during a period of conflict between Russia and Ukraine. For 
its part, Russia has denied responsibility for the attacks.32 The crucial point for 
the purpose of this chapter is that the candidate norm against targeting critical 
infrastructure during peacetime is of limited utility if states are willing to vio-
late it and/or able to avoid credible attribution of the attacks. It is also of lim-
ited utility in the event of open military conflict. And, finally, it is important 
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to note that both of these problems are exacerbated by the mass adoption of 
IoT systems, which will rapidly and significantly increase the size and signifi-
cance of the attack surface, especially as IoT systems are adopted within critical 
infrastructure sectors ranging from energy, water, financial services, and other 
vital applications.

These kinds of situations associated with the mass global adoption of IoT 
systems cause at least four distinct kinds of difficulties for the global cyber 
regime complex and its component regimes and actors. First, they extend the 
range of issues on which global policy coordination is required. The resulting 
coordination problems are rendered more difficult to resolve by the presence 
of multiple equilibria with varied distributional consequences.33 This kind of 
distributional problem is further exacerbated by the rapidly growing number 
of players involved34 as a result of the diffusion of IoT systems across the globe 
and throughout the economy and by the varied conceptions of substantive and 
procedural justice held by those actors.35

Second, the growing number of actors creates other kinds of difficulties in 
situations characterized by enforcement problems, or incentives to defect.36 
Monitoring and ensuring the compliance of large numbers of actors involves 
significant transaction costs, particularly in an environment where some kinds 
of violations can be carried out anonymously. Enforcement efforts will also 
likely be complicated by ambiguities about jurisdiction, especially in cases 
where multiple sets of rules associated with different organizations and actors 
at different levels of analysis may be perceived as relevant. Here, the decen-
tralization of governance creates difficulties for enforcement that are partially 
independent of the number of actors.37

Third, the necessity of interpreting and applying multiple sets of loosely 
related and partially overlapping rules to relatively novel empirical cases cre-
ates difficulties beyond those relating to determining who is authorized to 
enforce which set(s) of rules. In particular, the metastasization of the global 
cyber regime complex creates myriad opportunities for disputes about how a 
particular rule should be applied, which of multiple possible rules should be 
applied in a given case, and how to resolve conflicting rules applicable to the 
same issue. The final kind of difficulty of rule interpretation and application 
is likely to be particularly contentious when the conflicting rules originate in 
different international regimes and/or in different sovereign states. While these 
difficulties of interpretation and application are by no means limited to the 
global cyber regime complex or the mass adoption of IoT systems,38 they are 
particularly important in this context given the large number of actors and the 
decentralized nature of governance, as well as the diversity of cultural perspec-
tives on how to legitimately conduct social practices of rulemaking. In cases 
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where participants have divergent views on practices of rulemaking, the ability 
to create and operate shared governance enterprises is limited.39

Fourth, the metastasization of the global cyber regime complex creates and 
exacerbates difficulties relating to democratic control and accountability. In a 
decentralized governance landscape, individual states are likely to make differ-
ent choices about how to address issues such as antitrust regulation, encryption 
policy, net neutrality, and other matters. Power inequalities among states will 
mean that larger jurisdictions are likely to be much more able to enforce their 
policy preferences on large global technology firms, while smaller jurisdictions 
will effectively be rule- takers. Given global corporate concentration in many 
aspects of the internet economy, this means that even not so small states will 
exercise little effective control over technology policy matters that will shape 
the conditions of possibility not only for their economies but also for their 
public  spheres –  which have increasingly migrated to privately- owned online 
platforms. Parliaments in the United Kingdom and Canada have struggled to 
secure testimony from Facebook founder Mark Zuckerberg, for example. This 
difficulty has led parliamentarians to band together transnationally in efforts to 
exercise their oversight roles, so far without success.40 It is striking that two 
G7 economies are unable to secure testimony from a firm with a major role 
in their domestic information ecosystems. Even aside from issues of oligopo-
listic market structure, some jurisdictions have disproportionate power in this 
regard as a result of their critical positionality in terms of physical internet 
infrastructure.41 American policy on net neutrality has global importance in 
an internet landscape where, by some estimates, more than half of all internet 
routes originating in other countries pass through the United States.42 This 
position of network centrality means that internet providers in other countries 
may be forced to seek transit arrangements with American network operators 
that guarantee top- priority treatment, or else be relegated to providing lower- 
quality internet service to their own customers due to the traffic management 
practices and pricing structures of American firms. American privacy policies 
have similar global implications, though in many respects American policy 
here results in higher protection for non- American users than their own gov-
ernments would be likely to provide. While researchers have begun to develop 
“Region- Aware- Networking” tools to give users at least a semblance of con-
trol over the jurisdictions through which their data is routed, it is unclear 
whether these kinds of technical workarounds are sufficient to provide the 
level of democratic control and accountability citizens will prefer. People in 
countries other than the United States, for example, face limited options in the 
event that they prefer not to have their data routed through American infra-
structure. Individual users are also likely to be limited by the routing control 
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options offered by major global telecommunications providers, which may fall 
short of what is technologically possible. And addressing routing issues does 
nothing to prevent the further resale or transfer of accumulated data, including 
about people’s internet history. It is also unclear whether these kinds of tools 
will scale well enough to permit the global internet to function as well as it 
currently does. These tools could also be used in conjunction with data local-
ization requirements and other legislative initiatives to effectively fragment 
the internet and push global internet governance toward what Demchak and 
Dombrowski provocatively termed cyber Westphalia.43

At a macro level, these four kinds of challenges associated with the mass 
global adoption of IoT systems arise because this technological diffusion entan-
gles a vast array of different cultures, institutions, processes, and modalities of 
governance. It brings the highly privatized44 and sometimes multistakeholder45 
legacy internet governance regime into persistent contact both with other 
multilateral46 regimes and also with a variety of democratic, authoritarian, and 
hybrid regime types for domestic politics and governance.47 The result is a sub-
stantially enlarged global cyber regime complex that is difficult to disentangle 
from any particular area of global or domestic governance. As such, the effect 
of the mass global adoption of IoT systems is likely to be tantamount to the 
transformation of all governance arrangements into highly complex, multi-
level, polycentric, and multistakeholder governance arrangements.

Such an outcome would have a further consequence worth noting. 
Namely, it would make the viability of legacy international regimes and of 
domestic governance arrangements (at least in highly networked societies) 
partially dependent on the effectiveness and legitimacy of the enlarged and 
empowered global cyber regime complex. This is likely to be problematic 
given that the complexity of the global cyber regime complex is itself likely to 
increase the odds of governance failures of various kinds, and given the neces-
sity of a relatively significant level of global coordination on internet and cyber 
security governance. The mass global adoption of the internet, and especially 
IoT systems, raises difficult and yet largely unavoidable problems for which the 
international community presently lacks viable solutions. In the next section 
of the chapter, I discuss the implications of this scenario for global governance 
and for the contemporary rules- based global order.

The Global Cyber Regime Complex and the Stability of the 
Contemporary Rules-Based Global Order

The idea that the cyber domain, or internet technologies more generally, 
may affect international relations is hardly novel. However, there is also no 
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clear consensus about the nature and extent of any such effects. Demchak and 
Dombrowski argued that the growing importance of the cyber domain would 
effectively compel the creation of “cyber borders.”48 In contrast, Mueller has 
argued that the nature of the technology renders such developments both 
impractical and unwise.49

Most studies focus on the relationship between the state military use of 
information technology and patterns of war and peace, which have been cen-
tral concerns for IR scholars since the founding of the field. As I will argue 
below, the focus on strategic military stability is myopic and risks occluding 
important effects of the global adoption of internet technologies on the stabil-
ity of the international system, like the ones outlined in the previous section 
of this chapter. Even within this community, however, assessments  differ – 
 including about how to define strategic military stability. Rovner and Moore 
argue that the technical stability created by decentralized, redundant internet 
architecture creates conditions in which hegemons can exploit their asymmet-
ric advantages by playing offense without risking systemic instability.50 This 
assessment is in line with the desire within the American military and national 
security community to adopt a more offensive posture in the cyber domain, 
under the aegis of terms like persistent engagement.51 Similarly, Borghard and 
Lonergan suggest that escalation risks in the cyber domain are exaggerated.52

Not all analyses conclude that offense is required or feasible. Schneider 
argues that new technologies for warfare can create a capability/vulnerability 
paradox, in which countries that invest heavily in the technology experience 
gains in relative power but also a heightened state of vulnerability that can 
create first- strike incentives on both sides of a potential conflict.53 Healey wor-
ries that proponents of persistent engagement and other more offense- oriented 
approaches overlook the associated downside risks.54 Nye and Slayton each 
question a key premise of the argument for persistent engagement, seeking to 
demonstrate that there are reasons to expect deterrence can be an important 
part of an overall cyber security strategy and that offense dominance is less 
certain than has been claimed.55

It is unlikely that something as complex as the set of technologies, practices, 
and policies that collectively comprise the cyber domain will have a straight-
forward, easily discernible effect on the stability of the international system. 
This is especially true given uncertainty about whether that stability should be 
defined in terms of the likelihood of crisis escalation, the propensity for war 
initiation, the severity of hostilities’ effects on associated systems, or on some 
combination of these and other factors. Given these uncertainties, the com-
plexity of the cyber domain more generally, and the entanglement of the cyber 
domain with nuclear command and control systems,56 extreme caution should 
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be exercised in accepting and acting upon arguments for making use of offen-
sive cyber capabilities. Mass adoption of IoT systems, and the concomitant 
metastasization of the global cyber regime complex, only increases the impor-
tance of such caution. It does so primarily by augmenting the potential for 
significant unintended consequences arising from state military use of infor-
mation technologies on other socio- technical systems, as well as by increasing 
the possibility that interaction with other such systems may negatively affect 
critical military  systems –  such as those for the command and control of nuclear 
weapons.

Despite their clear importance, however, focus on questions of strategic 
military stability has tended to obscure other crucial dimensions of the rela-
tionship between the cyber domain on the one hand, and the international 
system or the contemporary rules- based global order on the other hand. The 
study of international organizations and regimes, in particular, has tended to be 
cantoned separately from the study of power politics and of the international 
system’s structure. This is odd, given that constructivists and institutionalists 
have demonstrated that these organizations and regimes, and the deeper social 
structures that constitute them,57 are in fact fundamental to and constitutive of 
the more surface- level questions addressed by the majority of the literature on 
the international system. Recognizing this, Goddard and Nexon articulated 
a framework for the study of power politics that explicitly treats contestation 
of rules and institutions in social settings as power political in nature, and 
therefore deserving of treatment alongside traditional questions in this litera-
ture, such as the issues of strategic military stability discussed previously in this 
section.58 More recently, scholarship on the politics of hegemonic orders has 
begun to deliver on the promise of this analytical move. Internet and cyber 
security governance is the clearest contemporary example of the ways in which 
rulemaking, interpretation, and application are explicitly power political activ-
ities of the highest significance for the future trajectory of the international 
system.

Treating the international system in broader terms than simply its strate-
gic military dimension expands the chessboard among major states to include 
cyber norms and diplomacy, as well as the relationship between ICTs and the 
global economy. Each of these are crucial aspects of power political compe-
tition in the twenty- first century but have not yet been fully considered by 
IR literature on the relationship between the cyber domain and the interna-
tional system. Further, the increasing entanglement of cyber issues with every 
part of human society means that treating these dimensions of the interna-
tional system in isolation will be less analytically defensible than in the past. 
Maintaining any specific rules- based global order requires far more than simply 
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avoiding large- scale war. This is particularly true for an order like the current 
one that is predicated on the coexistence of a system of sovereign states with 
a complex global economy that includes highly transnational supply chains, 
relatively high capital mobility, and at least a modicum of labour mobility. 
The contemporary rules- based global order also depends on an architecture 
of international organizations and multistakeholder governance arrangements 
for managing shared global challenges such as climate change and global public 
health, in addition to maintaining the interoperability and stability of the 
internet and related technologies. Utilization of national security exceptions 
to international trade rules has clear potential to disrupt crucial global supply 
chains and perhaps set off trade wars that could undermine the overall health 
of the global economy and thus of the contemporary rules- based global order. 
Likewise, efforts to impose rules on network operators that enable monitor-
ing for national security purposes are in tension with the international human 
rights regime, which has affirmed privacy as a technologically neutral right. 
Finally, efforts to shape technological standards and the broader digital econ-
omy are part of a status competition in the international system that states 
appear to believe will pay dividends in terms of soft power and broader global 
leadership. While these are not purely IoT issues, IoT systems have clear and 
important implications for each.

The metastasization of the global cyber regime complex should be expected 
to have at least two kinds of broad effects on the stability of the international 
system. First, it will substantially increase the degree of complexity facing pol-
icymakers on virtually every issue and at every level of analysis from local 
to global. This increase in complexity is likely to decrease the effectiveness 
of governance overall and may lead to governance failures that reverberate 
and cause wider effects than they would have done previously. In turn, such 
decreases in effectiveness and larger disruptions should be expected to have 
corrosive effects on perceptions of legitimacy. Second, there will also be a 
more direct negative effect on governance legitimacy arising from the collision 
of different views about who is entitled to govern and how they should do 
so. The metastasization of the global cyber regime complex creates new chan-
nels, and widens existing channels, by which the decisions made by one actor 
can potentially affect conditions experienced by other actors. This problem of 
interdependence is hardly unique to the cyber domain,59 but the affordances of 
the technology create challenges in terms of speed and scale for the transmis-
sion of such effects. Effectively, the mass adoption of the internet and of cyber- 
physical systems and the metastasization of the associated regime complex will 
make externalities arising from everyday governance both more common and 
more consequential.60 This should be expected to lead to additional disputes 
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among actors, or a higher base level of friction in the international system. A 
world in which governance is less effective, less legitimate, and more contested 
should be expected to be less stable, especially because the international system 
generally lacks clear arrangements or procedures for handling disputes about 
who governs and how they should do so on the scale that will be required by 
mass adoption of these technologies.

The Global Cyber Regime Complex as Critical Governance 
Infrastructure for the Contemporary Rules-Based Global Order

The importance of protecting critical infrastructure from cyber security threats 
is widely recognized,61 as are the challenges associated with the integration of 
IoT systems in critical infrastructure contexts.62 The United States Department 
of Homeland Security already recognizes both the information technology and 
communications sectors as critical infrastructure in their own right, in large 
part because other critical infrastructure sectors are dependent upon them.63 
However, the analysis presented in this chapter suggests a further sense in 
which we need to think more broadly about the notion of critical infrastruc-
ture.

In particular, the mass adoption of IoT systems and the associated metas-
tasization of the global cyber regime complex requires treating that regime 
complex as critical governance infrastructure. The United States Department 
of Homeland Security defines critical infrastructure as:

Assets, systems, and networks, whether physical or virtual that are consid-
ered so vital to the United States that their incapacitation or destruction 
would have a debilitating effect on security, national economic security, 
national public health or safety, or any combination thereof.64

This national level definition can easily be repurposed to think more gener-
ically about critical infrastructure. As IoT systems are adopted more widely, 
the global cyber regime complex will take on this kind of importance because 
it will become a condition of possibility not only for the continued operation 
of the internet but also, by extension, for the operation of all systems that are 
highly integrated with internet technologies  and –  crucially – for the govern-
ance of any issue- areas that incorporate high degrees of internet connectivity.

The combination of pervasive IoT systems and the concomitant metasta-
sization of the global cyber regime complex pushes the international system 
toward a state in which it has a single point of  failure –  a design in which that 
kind of failure prevents the entire system from operating. While designs with 
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single points of failure are never desirable, this particular scenario is doubly 
undesirable because the global cyber regime  complex –  especially in the metas-
tasized form envisioned in this  chapter –  is relatively likely to fail, for several 
reasons. The large, and rapidly growing, number of players poses a problem by 
itself.65 This problem is compounded by participants’ diverse views of legiti-
mate practices of rulemaking.66 Finnemore and Hollis correctly point out that 
cyber norms, and by extension cyber governance, must be understood in pro-
cess terms rather than as an output.67 But managing processes, and maintaining 
shared agreement on the legitimacy of those processes, is extremely difficult 
without agreement on how to do so. And insofar as there is agreement on 
legitimate governance procedures for cyberspace, it appears that the trend is 
toward nationalizing governance. But this is inherently complicated given the 
global nature of the technology itself, and the potential for negative externali-
ties arising from attempts to govern aspects of the global internet at the national 
or subnational level.68 Even more worrisome, empirical studies of actors moti-
vated by justice concerns suggests that such actors are prone to fight harder and 
with less restraint,69 and that those agreements perceived as unjust are less likely 
to last.70 To the extent that actors in the cyber domain frame their disputes in 
justice terms and/or pursue maximalist positions, they are more likely to create 
lasting conflicts.71 The prevalence of framing the internet as a source of threat 
is indicative of these kinds of dynamics, as are arguments downplaying the risks 
of conflict in and over the cyber domain.72 Finally, such disputes are taking 
place in the context of a relative lack of knowledge about the consequences of 
internet technologies for global governance, and a relative lack of knowledge 
about how to operate anything like the global cyber regime complex.

This analysis suggests that the mass global adoption of IoT systems should be 
understood as a risk not only to the stability and interoperability of the global 
internet, but also as a systemic risk to the broader system of  global –  and even 
 domestic –  governance. Criticism of global technology firms and of internet 
governance has tended to focus on factors like the role of these firms in exac-
erbating economic inequality, undermining human rights, enabling authori-
tarianism, and stoking political division.73 I am not suggesting that such risks 
are unimportant. In fact, I believe that further research should examine the 
ways in which these better- known risks interact with the additional source of 
systemic risk I have identified in this chapter. For instance, governance failure 
could exacerbate inequality, since those with greater resources are better able 
to absorb unanticipated crises or exogenous shocks. Governance failure may 
also encourage authoritarian populisms by creating a perception that the con-
temporary rules- based global order has not adequately delivered on its promises 
and may thereby exacerbate human rights violations. And governments may 
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resort to othering strategies in an attempt to deflect blame for their inability 
to govern effectively in a complex, multilevel, polycentric, multistakeholder 
institutional landscape where participants struggle to agree on ways to manage a 
vast number of entanglements among legacy international regimes and domes-
tic governance arrangements. In short, mass global adoption of IoT systems will 
exacerbate existing trends and pose a fundamental challenge to existing prac-
tices of global governance.74 Unfortunately, this challenge is looming at a time 
when the contemporary rules- based global order has already been weakened.

Treating the global cyber regime complex as critical governance infrastruc-
ture suggests two key priorities for dealing with the challenges to international 
system stability that I have identified in this chapter. First, it directs attention to 
key gaps in existing capacity, while the notion of infrastructure also makes clear 
that these gaps are appropriately remedied by construction efforts to fill them. 
Without downplaying the importance of the continuing digital divide in terms 
of quantity and quality of physical internet infrastructure, my aim here is to point 
out an equally pressing need for constructing additional governance infrastruc-
ture. Among the highest priorities for new and expanded governance infrastruc-
ture is to develop rules, institutions, and practices for settling disputes about how 
to resolve differing interpretations of how to deal with governance challenges 
arising from the internet and from cyber- physical systems, particularly where 
these technologies and associated decentralized governance efforts create exter-
nalities for other parties. Far from affecting only the information technology 
sector itself, these disputes already encompass a huge range of public issues, rang-
ing from public safety to law enforcement investigation, taxation, media content 
governance, intellectual property rights, consumer protection, and more. What 
were formerly domestic issues in individual countries will increasingly affect 
firms, governments, and even individuals in other states. These effects will occur 
not only when those firms or individuals travel or do business in other countries, 
but often in the course of their normal domestic lives. Handling these kinds of 
disputes requires thinking far beyond traditional diplomacy as a means of dispute 
resolution, even though foreign ministries and international organizations are 
likely to be involved as means of last resort for the most serious disputes.

Finally, treating the global cyber regime complex as critical governance 
infrastructure highlights the need to treat the global cyber regime complex 
with considerable caution. The discourse around critical infrastructure empha-
sizes, rightfully, the importance of its protection. Placing the global cyber 
regime complex in this category makes clear that states, as public authorities, 
have an important stake in these rules, institutions, and practices. However, 
it makes equally clear that states have obligations to their citizens and to their 
fellow states to refrain from taking actions that place shared critical governance 
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infrastructure in jeopardy. It demands that states recognize more completely 
than many have to date that military conflict is not the only way that their 
actions in the cyber domain can negatively affect the stability of the interna-
tional system or undermine the operation of the contemporary rules- based 
global order. Responsible state behavior in cyberspace requires not only a con-
siderable degree of restraint in the military and espionage uses of information 
technology, but also a more robust, good- faith engagement in basic tasks of 
shared governance and peaceful dispute resolution.
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The Negative Externalities of Cyberspace 
Insecurity and Instability for Civil Society

Siena Anstis, Sophie Barnett, Sharly Chan, 
Niamh Leonard, and Ron Deibert 

It has long been assumed that civil society1 has benefitted from cyberspace. 
Initial research focused on how digital technologies provided innovative and 
much- needed mechanisms by which civil society could communicate and 
conduct advocacy work while evading repressive state policies. These views 
were reinforced during the Arab Spring when new digital technologies, in 
particular social media, provided civil society with means to circumvent gov-
ernment censorship and mobilize protest movements.2 However, as repres-
sive regimes became aware of the disruptive potential of digital technologies, 
many took measures to neutralize them.3 Sophisticated information controls 
increased over time, with a growing number of states deploying surveillance, 
targeted espionage, and other types of covert disruptions against civil soci-
ety targets.4 Authoritarianism now routinely takes place online (referred to 
as “digital authoritarianism” or “networked authoritarianism”) as well as in 
person.5

Yet, civil society continues to depend on the international communications 
ecosystem to facilitate national and transnational advocacy. This ecosystem is 
constantly mutating, invasive by design, poorly regulated, and prone to abuse. 
Surveillance capitalism, the products and services of the cyber warfare industry, 
and increasingly aggressive offensive cyber policies yield an insecure structure, 
contributing to an unstable environment for civil society. No single regula-
tion, policy, technology, or application will resolve these issues. Further, these 
conditions will worsen as the center of gravity of “cyberspace” shifts to China, 
India, and the Global South, where human rights are fragile, exploitation of 
digital technologies to repress global civil society is increasingly de rigeur, and 
institutionalized safeguards against abuses of power are either weak or alto-
gether absent.

Negative Externalities of cyberspace insecurity
Antis, Barnett, Chan, Leonard, and Deibert
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In this chapter, we shift the focus from the benefits of cyberspace for civil 
society to how the central characteristics of our evolving communications eco-
system produce mounting insecurities for the work of civil society. We adopt 
a narrow definition of the word “insecurity,” focused on technical insecuri-
ties that arise in devices, protocols, applications, and telecommunications net-
works. These insecurities have, in turn, led to greater instability by facilitating 
the activities of  state –  and non- state –  actors to surveil and silence civil society, 
both nationally and transnationally. In the first section, we define the notions 
of insecurity and instability. While there is a substantial corpus of literature on 
various dimensions of international stability6 and cyber stability,7 we propose 
to engage with these concepts through a different “human- centric” lens that 
makes civil society the focal point of the analysis.8 We then consider two 
underlying key features of our insecure global communications ecosystem: sur-
veillance capitalism and states’ growing adoption of aggressive offensive cyber 
policies. In the second section, we take a closer look at a third feature of the 
global communications ecosystem: the surveillance industry. This industry is 
dependent on, and a significant contributor to, continued insecurity in global 
communications. It feeds the ability of state and non- state actors to abuse 
digital technologies and repress civil society. We describe different surveil-
lance products for sale, highlight select companies in the industry, and outline 
how these technologies contribute to human rights abuses. We also note key 
aspects of the surveillance industry that contribute to a lack of accountability, 
especially limited transparency in the development of surveillance technolo-
gies, export transactions, procurement, and the market for zero- days. Finally, 
in the third section, we consider one particular surveillance technology in 
more detail: spyware. This technology is intimately reliant on the “accidental 
megastructure” described by Benjamin Bratton and its security failings. It leads 
to significant and even lethal harms for civil society. In closing, we step back 
and evaluate what these features of the global landscape mean for the future of 
civil society and instability in international relations.

Central Features of the Digital Communications Ecosystem

Innovation has been a central feature of our digital communications envi-
ronment over the last several decades. Much of the world’s population is 
now collectively immersed in a constantly mutating, networked environment: 
always on; increasingly indispensable; and intimately intertwined with the 
most intimate details of our personal lives.9 The term “cyberspace” is often 
used to describe interconnected technology, but without precision; there are 
countless definitions of cyberspace. However, cyberspace is not fixed, nor is 
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it a single “thing.” It is better described as an ecosystem that is a “continu-
ously evolving mixture of elements, some slow- moving and persistent and 
others quickly mutating.”10 As new technologies and infrastructures are intro-
duced, they are built “on top of legacy systems and then patched backwards 
haphazardly, leaving persistent and sometimes gaping vulnerabilities up and 
down the entire environment for a multitude of bad actors to exploit.”11 This 
communications ecosystem was not developed with a single well- thought- 
out design plan, and computer, network, and data security has largely been 
an afterthought. Bratton aptly describes the communications ecosystem not 
as disparate systems but “as forming a coherent and interdependent  whole 
. . .  an accidental megastructure, one that we are building both deliberately 
and unwittingly and is in turn building us in its own image.”12 Within this 
system, data breaches flow through the cracks, leaving many opportunities 
for exploitation. Bratton notes how understanding the communications eco-
system as an accidental megastructure allows us to see how “these differ-
ent machines are parts of a greater machine” which allows us to “make the 
composition of  alternatives –  including new sovereignties and new forms of 
 governance –  both more legible and more effective.”13 Tackling these issues 
in the communications ecosystem requires a holistic approach to reform the 
innovation and development landscape from the infrastructure to the socio- 
economic system around it.

Instability and Insecurity in our Digital Ecosystem: Focusing on Civil Society

In this section, we outline two terms used throughout this chapter: insecurity 
and instability. We adopt a human- centric approach to cyber security and 
focus the discussion of insecurity and instability in cyberspace on the perspec-
tive of civil society.

First, we adopt a narrow, focused definition of the term “insecurity” cen-
tered on “the protection of connected users” and one that puts “humans at 
the center of cyber security.”14 In doing so, we set aside definitions of cyber 
security that have traditionally been dominated by private sector and state 
actors.15 We are concerned with insecurity in the sense of lack of safety in 
users’ computers, networks, and data and how this facilitates human rights 
violations. As we discuss in more depth in the subsequent section, our global 
digital ecosystem is organized around the exploitation of a power imbalance 
that facilitates the (often non- consensual) collection of data from the public. 
The surveillance industry profits off this infrastructure by exploiting flaws in 
software code and our communications infrastructure to facilitate state surveil-
lance and other authoritarian practices. We thus conceive of the depth and 
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breadth of insecurity in cyberspace as a conduit for rights violations against 
civil society.

Second, we argue that this narrow notion of “insecurity” in computers, 
networks, and data is related to a lack of “stability” in cyberspace for civil 
society. In using the term “stability,” we adopt a definition that is focused on 
civil society, rather than the traditional concern for interstate and intrastate 
relations. “Stability” in international relations  literature –  and without delving 
into granular  detail –  has generally been understood as referring to “a desired 
outcome of international order and a pre- condition of peaceful international 
and domestic life.”16 Thus, “stability, for a single state, represents the probabil-
ity of its ‘continued political independence and territorial integrity without any 
significant probability of becoming engaged in a war for survival.’”17 In short, 
“stability concerns an entity’s capacity to resist unavoidable threats and accom-
modate to inevitable changes.”18 The focus of “stability” has been largely state- 
centric. “Stability” in international relations literature also abstracts away from 
how state actors achieve and acquire stability, for example through authoritar-
ian means and the violation of the rights of those seeking to change the status 
quo. State actors are likely to argue that a measure of insecurity in cyberspace 
is a mechanism that allows for stability to persist in intrastate affairs (and, by 
extension, facilitating regional stability). For example, insecurities in the digital 
ecosystem provide (for now) relatively low- cost mechanisms to exert author-
itarian practices domestically and internationally as a means to silence dissent 
and maintain regime stability.

However, we argue  that –  when viewed through the lens of civil  society 
–  what state actors may consider to be beneficial for “stability” can perversely 
end up being a threat to civil  society –  the very subjects of state security, at least 
in theory. The continued overt and covert violation of rights by state actors 
creates instability for civil society and undermines its efforts. For example, it 
creates a chilling effect by using digital surveillance technology that leads to 
digital self- censorship among advocacy communities, by undertaking surveil-
lance to detect and shut down online advocacy networks, or even by tracking 
the location of activists and committing extrajudicial killings. Through this 
chapter, we urge for a different concept of stability that adopts the perspective 
of civil society actors as the primary concern. Viewed through this “human- 
centric” lens, we draw the inescapable conclusion that our digital ecosystem 
is deeply flawed and in need of an overhaul: the agenda of state actors and 
the private sector has dominated, generating and perpetuating insecurity and 
instability for civil society.
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Surveillance Capitalism: A Business Model Premised on Insecurity

The digital communications ecosystem’s primary characteristics are derived 
from the underlying business model of many social media applications and 
other sectors of the economy. Shoshana Zuboff defines this business model as 
“surveillance capitalism,” in which the goal is to “predict and modify human 
behaviour as a means to produce revenue and market control.”19 In exchange 
for the use of their products, companies engaged in surveillance capitalism 
gather as much personal information as they can monetize and sell to adver-
tisers, other businesses, and, increasingly, to governments. Personal human 
experiences have become the new raw materials that can be mined and turned 
into what Zuboff calls “behavioural surplus” to produce prediction products. 
Under the regime of surveillance capitalism, the customers of social media 
are not the users per se, but rather the businesses (and other clients) who seek 
predictions about human behavior.20

In the race to innovate, gain market shares, and increase profits, social 
media companies collect as much personal data as fast as they can from as many 
human subjects and machine- based data points as possible. In Facebook’s 2012 
initial public offering (IPO), CEO Mark Zuckerberg noted that Facebook 
operates on a mantra of “move fast and break things.”21 This mantra is not 
unique to Facebook. It defines the personal data surveillance industry as a 
whole: rapid innovation alongside gross negligence for user security and the 
protection of user data. The current legal and market structure favors this 
strategy, as companies pass the cost of insecurity on to users and others in 
a rush to move products and applications first to the market. This system’s 
pathologies are reflected in a daily abundance of data breaches and security 
 failures –  ultimately leaving the burden of insecurity on users with little to no 
meaningful avenues of redress.

Civil society is affected by this data sharing frenzy. High- risk individuals 
depend on the same applications and networked platforms as billions of other 
users do, but the routine collection of personal information combined with 
generalized insecurity presents a much greater personal risk for this category of 
users.22 Even principal tools that are used to access the internet, such as brows-
ers, can pose risks to civil society because they can collect and store a lot of 
data about a user. For example, browser tracking can include data about your 
hardware and software, as well as your Internet Protocol (IP) address, browsing 
history, mouse movements, social media accounts, installed fonts, and other 
kinds of data.23 These data generate a unique fingerprint that data brokers and 
third parties can use to build profiles and sell to other actors, such as govern-
ments or companies.24 While seemingly innocuous, everyday privacy risks can 
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be especially dangerous for high risk members of civil society, such as human 
rights defenders. For example, if a human rights defender uploads a YouTube 
video, the IP address, which identifies your location, is stored and could be 
traced back to an Internet Service Provider (ISP).25 The ISP may be compelled 
to provide the subscriber information to the relevant authorities. Government 
access to such data can have dangerous consequences. For example, a report 
prepared for the United Nations (UN) Special Rapporteur on Extrajudicial, 
Summary, or Arbitrary Executions found that the physical safety of human 
rights defenders is closely linked to their digital security.26

These types of insecurities are not “bugs,” they are “features” of an industry 
constituted on the basis of surveillance capitalism.27 When profits depend on 
gleaning data from users, companies do not put in place adequate protections 
to prevent data from leaking. Moreover, businesses constituted on the basis 
of surveillance capitalism are driven by a relentless logic; they aim to become 
more invasive and “closer” to users through sensors deployed on smart home 
devices, personal artificial intelligence (AI) assistants, personal health applica-
tions, and a growing number of other embedded applications. As technol-
ogy and services offered by companies inch closer to users, their bodies, their 
habits, and the places they inhabit, the insecurities inherent to the sector are 
amplified.

This massive data extraction process yields huge volumes of fine- grained 
data that circulate widely among a growing number of third parties, “turning 
our digital lives inside out.”28 Data brokers, location tracking companies, and 
other data analytic service providers are ubiquitous in this digital ecosystem. 
They amass and monetize granular data points around specific categories of 
individual behavior, which themselves are gleaned from a growing number 
of embedded devices, applications, and software development kits. An inves-
tigation into one internet advertising company, Quantcast, revealed a massive 
trove of data for a single person in one week: “5,300 rows and more than 46 
columns worth of data including URLs, time stamps, IP addresses, cookies 
IDs, browser information and much more.”29 Most users are unaware of their 
data going to these data brokers and advertising companies.30

The data analytics industry emerged suddenly and spread widely, leaving 
the sector poorly regulated. In 2018, Privacy International argued these kinds 
of third parties do not comply with the General Data Protection Regulation in the 
European Union (EU) and filed complaints against a number of data brokers, 
credit reference agencies, and data protection authorities in Europe.31 While 
these and other cases move slowly through EU and United Kingdom courts, 
the businesses’ parasitic data- gathering and selling practices flourish largely 
unimpeded in the regulatory equivalent of terra nullius.
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Of even greater concern is the growing proclivity of companies in this 
sector to sell their data services to governments (in particular, law enforce-
ment, intelligence, and other security agencies). Collected through a myriad 
of device manufacturers, application developers, data brokers, and other third 
parties, government agencies purchase detailed data on the public, often with-
out judicial authorization, arguing that such data are in the “public domain.”32 
For example, in the US, government contractor Venntel gathers location data 
from advertisers and other entities and “sells location data of smartphones 
to US law enforcement agencies including ICE [Immigration and Customs 
Enforcement], CBP [Customs and Border Protection], and the FBI [Federal 
Bureau of Investigation].”33

In Canada, the Calgary Police Service uses Palantir Gotham from Palantir 
Technologies to store “individuals’ information about physical characteris-
tics, relationships, interactions with police, religious affiliation, and ‘possible 
involved activities,’ in addition to using Palantir to map out the location of 
purported crime and calls for services.”34 Palantir Gotham has the capability to 
incorporate open source, third- party, and email and telecommunication infor-
mation but at the time of writing, Palantir was not being used by the Calgary 
Police Services for predictive policing.35 Despite these disturbing cases, there 
is no comprehensive detail on which governments are purchasing these types 
of capabilities and why.

The large, growing, and poorly regulated marketplace of data analytics, 
location tracking, and advertising companies creates an environment ripe for 
malicious exploitation and subversion. We face greater personalized insecurity 
as our lives increasingly move online, particularly with the push for sensors 
closer to users and the data extracted from those sensors circulating widely in 
a poorly regulated marketplace. The “accidental megastructure” of the com-
munications ecosystem and its proclivity to surveillance capitalism provides 
bad actors with an endless and multiplying number of vulnerabilities to be 
exploited and a growing and poorly regulated sector of data vendors whose 
services can be used to target civil society.

The Growth of Offensive Cyber Operations

This environment of pervasive insecurity, combined with huge volumes of 
highly revealing data, has led governments to develop so- called “offensive 
capabilities” in  cyberspace –  in short, to “militarize” the space.36 One criti-
cal but understudied aspect of this militarization37 has been the proliferation 
of institutions and funding dedicated to the development and implementa-
tion of offensive cyber operations by state actors against both perceived for-
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eign and domestic threats. In 2017, the former Deputy Director of the US 
National Security Agency (NSA), Richard Ledgett, estimated that “well over 
100 countries around the world are now capable of launching cyberattacks.”38 
Given the increasing climate of instability, this figure has likely grown since 
then. Although the size of commands and military intelligence units does not 
necessarily correlate with their level of operational activity, the sheer amount 
of resources that states are dedicating to these ends indicates the importance 
attached to them. For instance, the US Cyber Command (USCYBERCOM) 
was established in 2010 as a sub- unified command under the Strategic 
Command to direct and conduct “integrated electronic warfare, information 
and cyberspace operations as authorized, or directed, to ensure freedom of 
action in and through cyberspace and the information environment, and to 
deny the same to our adversaries.”39 Citing the increasing importance of cyber-
space to US national security, USCYBERCOM was elevated to a Unified 
Combatant Command in 2018, making it the 11th joint military command of 
the Department of Defense (DOD).

Offensive cyber operations embody several features that make them attrac-
tive options for infiltrating or controlling targets. Importantly, they are easy 
to execute and difficult to attribute to a specific state. Undertaken remotely 
and behind a computer screen, offensive cyber operations are less likely to 
directly endanger the life of the perpetrator. Furthermore, they are generally 
conducted in secret,40 making them hard to identify and regulate. The growing 
demand to attack and surveil in this way has also created a market in which 
products and services tailor- made for such operations can be purchased easily 
and at low cost, thus carrying greater capacity to provoke instability. We are, as 
a consequence, living in the golden age of cyber espionage: the benefits gained 
by choosing information operations over other means makes it unlikely that 
states would decline to participate.

Some states have specifically outlined the intent and purpose behind their 
integration of offensive cyber policies. For example, Canada’s 2017 National 
Defence Policy states that the Canadian Armed Forces (CAF) will invest 
in capabilities including “offensive cyber operations capabilities to target, 
exploit, influence and attack in support of military operations.”41 Further, 
the Department of National Defence and the CAF work closely with the 
Communications Security Establishment (CSE) to develop “active” cyber 
 capabilities –  which the CAF concedes may refer to offensive  operations –  and 
the CSE assists them in the operations themselves (Supplementary Estimates 
A 2019–2020). Section 19 of the 2019 CSE Act also broadly authorizes the 
CSE to conduct “active cyber operations” – activities to “degrade, disrupt, 
influence, respond to or interfere with the capabilities, intentions or activities 
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of a foreign  individual, state, organisation or terrorist group as they relate to 
international affairs, defence or security” – abroad.42

In the US, the persistent engagement approach has informed the conduct 
of cyber operations since 2018. This approach is an element of DOD’s defend 
forward concept, under which USCYBERCOM operations are “defending 
forward as close as possible to the origin of adversary activity extends our reach 
to expose adversaries’ weaknesses, learn their intentions and capabilities, and 
counter attacks close to their origins.”43 Cyber operations taken below the 
level of armed conflict thus pursue “attackers across networks and systems to 
render most malicious cyber and cyber- enabled activity inconsequential while 
achieving greater freedom of manoeuvre to counter and contest dangerous 
adversary activity before it impairs our national power.”44 Indeed, the confi-
dential 2018 “National Security Presidential Memorandum 13” allows the US 
military to more easily engage in “actions that fall below the ‘use of force’ or 
a level that would cause death, destruction or significant economic impacts.”45

Moreover, the Joint Publication 3-12 on Cyberspace Operations establishes 
that offensive cyber operations “may exclusively target adversary cyberspace 
functions or create first- order effects in cyberspace to initiate carefully con-
trolled cascading effects into the physical domains” or compromise actions that 
constitute the use of force, including physical damage.46 The 2019 National 
Defense Authorization Act further expands USCYBERCOM authority to exe-
cute offensive cyber  operations –  including in areas beyond conflict  zones –  as 
part of the US policy to “employ all instruments of national power, includ-
ing the use of offensive cyber capabilities” to deter malicious cyber activities 
of foreign states. Under section 1642, Russia, China, North Korea, and Iran 
are explicitly identified as permissible targets where one of them conducts an 
“active, systematic and ongoing campaign of attacks” against the US.47

Although authoritarian regimes are not so explicit in their adoption of 
offensive cyber capabilities, it is possible to identify certain cyber operations, 
including against civil society.48 For example, Nate Schenkkan and Isabel 
Linzer observe how states engage in campaigns “across national borders to 
silence dissent among their diaspora and exile communities.”49 Although these 
actions can include physical acts of repression, digital technologies are increas-
ingly making these activities much easier to execute. Acts of digital transna-
tional  repression –  identified by the authors as part of the repression tactic of 
executing “threats from a distance” – are particularly popular “because [of] 
their ease for the origin state and degree to which they can affect the target,” 
leading Freedom House and other civil society groups to call it an “everyday” 
form of transnational repression.50 Digital transnational repression is particu-
larly harmful to civil society, whose modes of advocacy are increasingly con-
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ducted online by dissidents who are careful of the fate of remaining family 
members in the country of origin as a consequence of their actions.

Alongside the temptations presented by huge volumes of insecure data gen-
erated on a daily basis, and institutional shifts toward offensive hacking by states, 
the rise and spread of end- to- end encryption in the face of mounting digi-
tal insecurity has provided even more incentives for governments to develop 
hacking means and methods. Indeed, the general assumption amongst states 
appears to be that stability is enhanced by uses of such technology (for exam-
ple, greater control over the population). As Herpig observes, the increased use 
of encryption technologies has led some  states –  including Germany and the 
 US –  to allow law enforcement to conduct investigations via hacking tools.51 
“Lawful hacking,” as it is called, refers to the interference “with the integrity 
of  software –  including online  services –  or hardware to access data in transit, 
data at rest, and sensors to manipulate a target’s device by law enforcement 
for the purpose of criminal investigations.”52 The growth of lawful hacking 
by governments has, in turn, precipitated a concomitant growth of private 
companies offering such services (a sector that will be profiled in more depth 
below).

Evidently, the development of norms for state behavior in cyberspace has 
largely revolved around the stability of the international system. In the result, 
regime type has not mattered so long as the international order is “stable” – in 
other words, so long as there is no armed conflict between nation states in 
cyberspace.53 The focus is on achieving “systemic stability” in the international 
system, which occurs where no single nation state can become dominant, 
while survival of most states is ensured and there is no large- scale war.54 This 
view is reflected in the US Department of Energy’s approach to cyber stability, 
which “is undermined when actors behave aggressively in the cyber realm in 
ways that undermine US national interests and the post- World War II liberal 
democratic order.”55

However, the state- centric nature of existing discourse surrounding cyber 
stability obscures a different type of instability that emerges from the insecu-
rities of the cyber domain: instability around civil society. In particular, the 
militarization of cyberspace means that “[n]umerous governments have used 
the exigencies of cybersecurity to justify vast internet censorship regimes, 
extensive surveillance programs, international cyber espionage, [and] disin-
formation campaigns targeting regime critics.”56 This “sense of alarm” in the 
narrative “has clouded the need to objectively and evidentially substantiate 
the likelihood and nature of the dangers at hand.”57 While most state- centric 
approaches to cyber stability condone domestic repression as a by- product 
of international stability, stability for civil society necessitates different norms 
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 altogether –  affirming the ability to exercise human rights without reprisal. 
Of particular importance are the rights to privacy, freedom of expression, 
and freedom of assembly, all of which depend on responsible state behav-
ior in cyberspace, as well as human rights- friendly regimes, for effectiveness. 
However, only modest effort has been made to clarify the scope of interna-
tional human rights in cyberspace.58

The solution is an alternative approach to cyber stability under which 
humans, rather than state sovereignty, are the “primary objects of security.”59 
A human- centric approach promotes the protection of networks as “as part of 
the essential foundation for the modern exercise of human rights,” rather than 
as part of the “territorial sovereignty” of states. States are important only as 
“supporting institutions whose purpose is the protection of individuals’ rights 
and wellbeing.”60 When it comes to network security, this approach “would 
strive to ensure that all laws, policies, and practices uphold the integrity of 
communication systems worldwide . . . [thereby] preventing government pol-
icies that would deliberately impede technological developments that protect 
data and users’ security.”61 It would also prioritize unrestricted internet access, 
control of individuals over their personal data, and investigation of human 
rights violations online.62 In the end, cyber stability means:

Everyone can be reasonably confident in their ability to use cyberspace 
safely and securely, where the availability and integrity of services and infor-
mation provided in and through cyberspace are generally assured, where 
change is managed in relative peace, and where tensions are resolved in a 
non- escalatory manner.63

A Closer Look at The Surveillance Industry

In the prior section, we reviewed two underlying features of our digital com-
munications infrastructure: surveillance  capitalism –  where business models 
premised on insecurity in computers, networks, and data are able to  thrive 
–  and the growth in offensive cyber policies among state actors, which are 
premised on this digital insecurity. In this section, we take a closer look at the 
features and components of the surveillance industry. We define the surveil-
lance industry broadly to include a wide range of products that can facilitate 
the following types of activities to the detriment of human rights: data analysis, 
audio and video surveillance, phone, location and internet- monitoring, mon-
itoring centers, intrusion software, biometrics, counter- surveillance, equip-
ment, and forensics.64 These technologies have significant implications for 
international human rights, and are emerging in a marketplace that is secretive, 
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lightly regulated and exploited by state actors. This section, which provides an 
overview of central features of the growing surveillance marketplace, as well 
as a review of products sold to state actors, illustrates the growing diversity of 
products that exploit insecurities in our global ecosystem to the detriment of 
civil society. This insecurity, in turn, generates significant instability for civil 
society actors operating in cyberspace.

A Growing Industry Marked by a Lack of Accountability

The picture painted by existing data and research on the surveillance industry 
is that of a  marketplace –  with a strong footprint in the Global North65 – 
growing at a rapid rate and with few constraints despite the harmful effects. 
Privacy International’s Surveillance Industry Index, with data up to May 
2016, shows an increase in surveillance companies being created from the late 
1970s onwards. These companies are primarily located within Organisation 
for Economic Co- operation and Development (OECD) member countries 
(87 percent), with 75 percent of companies located in North Atlantic Treaty 
Organization (NATO) countries.66 Other reporting on the surveillance indus-
try confirms a continued expansion. In 2019, The New York Times reported 
that the marketplace for digital espionage services was valued at $12 billion.67 
In early 2021, NSO Group, a notorious producer of spyware technology that 
has been used against civil society, floated the possibility of an IPO. The com-
pany was reported to be valued by market sources at $2 billion.68 Meanwhile, 
the Chinese surveillance industry is also growing, and expanding.69 Chinese 
companies are not only exporting intrusive surveillance products abroad, but 
also sustaining the entrenchment of a system of digital control and surveillance 
within China.70 Persecuted minorities, in particular Uyghurs, are bearing the 
brunt of this deepening form of digital control, which has alarming conse-
quences because of its ability to facilitate and enable human rights violations.71

A number of features of the surveillance industry lead to a lack of regulation 
and accountability, which in turn contributes to the continued expansion of 
the surveillance industry and its growing profitability. Secrecy, in particular, is 
key: a highly secretive marketplace is a challenge to regulate. Secrecy perme-
ates numerous dimensions of the market.72 The sampling of surveillance tech-
nology takes place at specialized non- public events, such as the Intelligence 
Support System (ISS) World Meeting, as well as similar events like Milipol 
Paris where state actors come to shop for new surveillance wares. These events 
are closed to the public and remain exclusive and closed affairs.73 Surveillance 
companies keep their client lists confidential. The little information known 
to the public in the past few years regarding the surveillance industry’s client 
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base has been primarily due to public interest research by organizations using 
advanced methods of internet scanning and malware and spyware detection, 
investigations by journalists, freedom of information requests and associated 
litigation, as well as data breaches.74 There are obvious incentives for compa-
nies to keep their clients out of the public eye. For example, one company 
may sell the same vulnerability and associated malware to states with opposed 
political and security interests, creating a conflict of interest that might discour-
age business. Further, such public disclosure may attract the attention of state 
authorities in the company’s jurisdiction, leading to potential sanctions or the 
cancelation of export authorizations.75 Although marketed for use principally 
in law enforcement investigations, it is an open secret that these services are 
widely deployed for international espionage. States may also require secrecy as 
a condition of sale, to hide from the public that they are acquiring and using 
surveillance technologies. Companies are also engaged in selling surveillance 
technologies to authoritarian regimes, which attracts negative public attention. 
Hiding such sales is in the company’s reputational interests and protects its 
business model.

Another dimension of secrecy in the surveillance industry is how surveil-
lance companies structure the sale of their products. For example, public doc-
uments show that companies producing  spyware –  such as NSO  Group –  use 
intermediary business entities.76 In selling spyware technology to the Ghanaian 
government, for instance, NSO Group did not enter into a contract directly 
with the Ghanian government, but rather provided its products to the state 
through a third- party entity in Ghana called Infraloks Development Limited.77 
This sale structure creates complications in tracking the sale of spyware tech-
nology, the relevant business actors, and whether export laws are being com-
plied with. Similarly, Hacking Team used an intermediary reseller company 
called CICOM USA in the US in its sale of spyware technology to the US 
Drug Enforcement Agency (DEA). As Motherboard noted, this “allowed 
the existence of the contract with the spy tech company to go unnoticed 
for three years.”78 A 2021 investigation by Al Jazeera into the sale of surveil-
lance equipment to Bangladesh showed that company and client entered into 
a non- disclosure agreement and that the sale was structured with the use of 
an intermediary and was designed to “disguise the true nature of the deal and 
involved front companies.”79

While surveillance companies may publicly state a commitment to human 
rights, their internal operations and practices are largely obfuscated from the 
public. As David Kaye, former UN Special Rapporteur on the promotion 
and protection of the right to freedom of opinion and expression, noted in 
his 2019 report on the surveillance industry, “[b]ecause the companies in the 
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private surveillance industry operate under a cloak of secrecy, the public lacks 
any information about the way in which they  may –  if at  all –  consider the 
human rights impacts of their products.”80 For example, Israeli- based NSO 
Group claims to be running its business in compliance with the UN Guiding 
Principles on Business and Human Rights. However, citing legal provisions 
in Israel that prevent disclosure and commercial confidentiality, it continues 
to refuse to provide specific and verifiable information regarding its operations 
that would allow the public to hold it to account for its business activities.81

There are also significant hurdles in accessing information regarding the 
purchase and sale of surveillance technology from government agencies.82 This 
is particularly true not only of sales to authoritarian regimes, but also to gov-
ernment entities in democratic regimes with more robust rule of law systems, 
which purchase such technologies with little to no democratic debate and use 
it with insufficient legal controls. Even in countries with freedom of informa-
tion laws in place and an independent judiciary within which to litigate them, 
the process of acquiring information regarding state hacking practices can be 
lengthy and contentious.83

As numerous scholars and human rights practitioners have noted, there 
is only limited regulation affecting the expansion of the surveillance indus-
try.84 For example, in response to allegations of abuse of mass surveillance and 
commercial spyware, Wassenaar Arrangement member states agreed to add 
clauses restricting items related to IP network communications surveillance 
systems and intrusion software to the Arrangement’s control lists, which are 
then to be implemented in domestic law given that the Arrangement itself is a 
non- binding framework. Yet, despite being the principal instrument referred 
to in the “regulation” of international trade in the surveillance industry, 
the Arrangement remains insufficient to regulate trade and prevent human 
rights abuses. In particular, the Arrangement does not ban trade, but rather 
establishes “a licensing framework” and is “designed to account for security 
considerations while also facilitating commerce to the extent possible.”85 In 
short, “[t]here is simply no guarantee that licensing parameters and decisions 
in any given state will properly account for human rights concerns.”86 There 
are numerous examples of export licenses being approved for the export of 
surveillance equipment implicated in human rights abuses by states who are 
participating in the Arrangement.87 There are also significant challenges in 
defining the items to be regulated, in ensuring sufficient and timely coverage 
of novel surveillance technologies, and in ensuring that legitimate uses (for 
example security research) are adequately protected.88
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The Functions, Features, and Harms of Surveillance Technologies

Having reviewed some of the key features of the surveillance industry that 
contribute to an environment of lawless development, this section gives an 
overview of a selection of surveillance technologies that are being developed 
and sold to state actors (while also being acquired, at times, by non- state 
actors), as well as associated dangers to civil society and human rights in the 
deployment of these technologies. Further, this section underlines how inse-
curities in our digital ecosystem lead to significant instability for civil society 
actors, evidenced through how these technologies facilitate a range of human 
rights violations. For example, data analytics used by policing agencies entail 
the application of discriminatory algorithms which further entrench existing 
racist policing practices. Location- tracking technology and the ability to access 
target communications and networks facilitates the detention and prosecution 
of civil society targets in authoritarian regimes.

Data analytics
Data analytics software involves using data to “map relationships, recog-
nize patterns, and analyse words’ meaning.”89 An example of the harms that 
can flow from the usage of powerful data analytics software is exemplified 
by Palantir, an American public company. Palantir markets itself as creating 
“software that lets organizations integrate their data, their decisions, and their 
operations into one platform.”90 While this may sound innocuous, the com-
pany’s software has been linked to the facilitation of multiple human rights 
abuses by government agencies. In 2020, for example, Amnesty International 
highlighted Palantir’s provision of its Integrated Case Management (ICM) and 
FALCON software to the US Department of Homeland Security (DHS) for 
products and services for ICE, an agency involved in numerous human rights 
abuses in the US. According to Amnesty International’s research, Palantir’s 
technologies enabled ICE operations by facilitating the identification, shar-
ing of information, investigation, and tracking of migrants and asylum seek-
ers to effect arrests and workplace raids.91 Palantir software is also being used 
by police departments in the context of harmful and controversial predictive 
policing activities. For example, in 2018 it was revealed that the Los Angeles 
Police Department (LAPD) uses Palantir software to analyse LAPD data in 
order to target “chronic offenders.” This use- case has been characterized by 
the Stop LAPD Spying Coalition as creating a “racist feedback loop” as the 
data being analyzed is based on the police’s own racist policing.92 Palantir 
continues to strengthen its relationship with government agencies worldwide, 
raising questions about human rights, data privacy, and government transpar-
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ency regarding relationships with the corporation.93 While Palantir is not the 
only company engaged in data analytics, it serves as a useful case study to show 
how the deployment of data analytics software by government agencies facili-
tates harmful surveillance practices with serious human rights impacts.

Location tracking, data interference, and more: IMSI-catchers
International Mobile Subscriber Identity catchers (or “IMSI- catchers”) permit 
operators to undertake “indiscriminate surveillance” of mobile phones and 
users.94 IMSI- catchers emulate mobile phone towers and “entice mobile 
phones to reveal their IMSI and International Mobile Equipment Identity 
(IMEI) data. They can be used to track and locate all phones that are switched 
on in a specific area without user consent,” and for the interception of text 
messages, calls, and internet traffic.95 Some IMSI- catchers can “re- route or edit 
communications and data sent to and from” a mobile or jam service so that a 
phone can no longer be used, even in an emergency.96 The purchase and use 
of IMSI- catchers by a range of  states –  from the US to Canada, Bangladesh 
and the  UK –  raises serious concerns in light of their surreptitious and intrusive 
nature, and particularly where there is an absence of a legal framework in the 
jurisdictions in which they are deployed.97 IMSI- catchers present a significant 
threat to a range of human rights, including freedom of expression, freedom of 
assembly and association, and the right to privacy. 

A “spy in your pocket”: spyware technology
 Spyware –  which is discussed in more detail in the third section of this  chapter 
–  is a highly intrusive surveillance technology that permits the operator access 
to a range of functions on a device. For example, the Pegasus spyware pro-
duced by NSO Group is marketed as allowing the operator to “remotely and 
covertly extract valuable intelligence from virtually any mobile device.”98 The 
software facilitates the extraction and secure transmission of collected data for 
analysis, and installation is done remotely and without necessarily requiring 
user interaction (so called “zero- click” spyware). The data collected from the 
device can include texts, emails, calendar entries, call history, messaging, con-
tacts, browsing history, and more, as well as accessing audio and visual files 
and allowing location tracking.99 As with IMSI- catchers, spyware technol-
ogy can threaten a number of human rights, including the rights to privacy, 
free expression, and assembly and association.100 These human rights  harms 
–  flowing from spyware produced by different companies, such as Hacking 
Team, Cyberbit, and NSO  Group –  have been documented by a number of 
research bodies and advocacy organizations. Targets have included journalists, 
human rights defenders, members of political opposition movements, dissi-
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dents exiled abroad, and more.101 In the third section, we review how spyware 
has been specifically deployed against global civil society.

Internet-monitoring: deep packet inspection and internet-filtering technologies
Deep- packet inspection and internet- filtering technologies can be used by 
private companies for traffic management, but also by ISPs to prevent entire 
populations from accessing politically sensitive information online and/or be 
used for mass surveillance. Research by the Citizen Lab has shed a spotlight on 
a number of companies providing these services, namely Blue Coat, Sandvine, 
and Netsweeper.102 For example, in 2018, the Citizen Lab documented how 
Netsweeper’s internet- filtering products were used by clients to block political 
content sites and LGBTQ+ content, among other political and social online 
materials. In 2015, the Citizen Lab also documented how Netsweeper tech-
nology was being used to block internet content during the armed conflict 
in Yemen following the dictates of the Houthis, a Yemeni rebel group.103 
These technologies infringe a range of rights. For example, former UN Special 
Rapporteur David Kaye noted that the “multiple uses” of network monitoring 
equipment and technology raise freedom of expression and privacy concerns 
where they are used for internet- filtering, interception, and throttling data.104

Even more location-tracking: insecurity in global Signaling System 7 (SS7)
Long  known –  yet still  unaddressed –  insecurities in our global mobile com-
munications infrastructure are another prime example of how state actors ben-
efit from and exploit the collective insecurity of global civil society. Signaling 
System 7 (SS7) is a protocol suite developed in 1975 for the exchange of 
information and routing phone calls between wireline telecommunications 
companies. Because of SS7’s continued lack of authentication features, any 
attack that interconnects with the SS7 network can send commands to a sub-
scriber’s home network, falsely indicating that the subscriber is roaming. These 
commands allow the attacker to track the victim’s location and intercept voice 
calls and SMS text messages. They can also be used to intercept codes for 
two- factor authentication sent via SMS. At present, SS7 is used primarily in 
2G and 3G mobile networks. While 4G uses the Diameter protocol, which 
includes features for authentication and access control, they are optional fea-
tures and the need for 4G users to interconnect with older mobile networks 
introduces security concerns.105 The growth of a private surveillance industry 
has made access to technology exploiting SS7 vulnerabilities much easier. In 
2020, the Bureau of Investigative Journalism and The Guardian found that 
private companies were using phone networks in the Channel Islands to facil-
itate their clients’ surveillance operations, which targeted British and US cit-
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izens, among others.106 More specifically, such companies were “able to rent 
access from mobile phone operators,” which then exploit SS7 vulnerabilities 
to “allow the tracking of the physical location of users across the world” (as 
well as potentially facilitating interception of calls and data).107 The Citizen 
Lab has also documented how Circles, an Israeli cyber espionage company that 
exploits SS7 weaknesses, has clients around the world, including among states 
with poor rule of law and human rights records, like Mexico, Honduras, and 
Nigeria, to name a few.108 

Biometrics: the use of facial recognition software 
Facial recognition is a biometric identification technology that uses “computer 
algorithms to pick out specific, distinctive details about a person’s face.”109 
These collected details are “converted into a mathematical representation and 
compared to data on other faces previously collected and stored in a face rec-
ognition database.”110 Importantly, facial recognition takes the risks inherent 
to biometric technology “to a new level because it is much more difficult to 
prevent the collection of your face” and it “allows for covert, remote, and mass 
capture and identification of images.”111 This technology is being deployed by 
a variety of state actors. Facial recognition technology notably poses a threat 
to freedom of expression, assembly and association, and the right to privacy. 
For example, it has reportedly been deployed by the police in the context of 
protests112 and by Chinese authorities to facilitate the brutal persecution of 
Uighurs.113 The risks around facial recognition technology are especially acute 
and growing because digital networked cameras have proliferated at an expo-
nential rate, ranging from applications on mobile devices, social media plat-
forms, to CCTV cameras located in public and private spaces. Compounding 
these risks, as with many other applications in the surveillance capitalism eco-
system, many of these sources of digital imagery are poorly secured and open 
to malicious exploitation or unregulated data gathering. While biometric tech-
nologies are deployed by state actors in order to ensure a level of internal 
stability (for example, in attempting to track protest and quell internal dissent), 
this technology leads to greater instability when viewed from the perspective 
of civil society actors whose ability to engage in free expression and protect 
their own security and liberty is severely impaired.

A Spotlight on Spyware Abuse Against Global Civil Society

The unlawful use of spyware technology to surveil human rights defenders, 
journalists, civil society and related actors is a particularly pernicious example 
of the abuse of power in cyberspace. Once downloaded, spyware can provide 
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an operator with a complete window into a target’s life via their digital device. 
It includes a range of functions, from secretly downloading files from a device 
to covertly activating and using a device’s audio recording and video functions. 
The continued uptick in cases of spyware abuse, combined with the growing 
availability of spyware technology and associated zero- days to facilitate such 
activities, means that such instances of abuse will likely multiply. The follow-
ing section illustrates a handful of instances of spyware abuse, with a specific 
focus on the deployment of spyware against global civil society. While a com-
plete review of all publicly documented instances of spyware abuse is beyond 
the scope of this chapter, the selected case studies illustrate how spyware can 
be abused by states (and non- state actors), the troubling impact of such surveil-
lance on targets, and how this technology can enable transnational repression 
by authoritarian states, which in turn contributes to closing spaces for transna-
tional advocacy by civil society.

Mexico: Spyware Sold into the Hands of a Notorious Government

Mexico has a long track record of serious human rights violations. Journalists, 
in particular, have been the victim of countless horrific acts, including kidnap-
pings and assassinations. In 2020, the country was declared by the Committee 
to Protect Journalists (CPJ) as the world’s most dangerous country in which to 
be a journalist.114 Human rights defenders are subjected to “intimidation, crim-
inalization, and violence,” as reported by Human Rights Watch in its 2020 
World Report.115 Despite this clear track record of human rights violations by 
the authorities and as mentioned above, NSO Group sold its Pegasus spyware 
to the Mexican government, which subsequently used it against a range of 
human rights and civil society targets.116

Between 2017 and 2019, the Citizen Lab published a series of reports doc-
umenting the use of Pegasus spyware in Mexico against numerous targets, 
including: a scientist at the Mexican National Institute for Public Health and 
employees at non- governmental organizations working on obesity and soda 
consumption; journalists and lawyers working on a range of issues including 
investigations of corruption by the Mexican president and the government’s 
participation in human rights abuses, along with a minor child of one of the 
targets; senior politicians with the National Action Party; investigators into 
the 2014 Iguala Mass Disappearance; lawyers representing the families of three 
slain Mexican women; the director of a Mexican anti- corruption group; and 
the director of the publication Río Doce, a colleague of slain journalist Javier 
Valdez Cárdenas (who was also a journalist with that same paper as well as its 
founder), and Javier Valdez Cárdenas’ wife.117 In 2021, The Guardian revealed 
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that Mexico had targeted 15,000 numbers for infection with the Pegasus soft-
ware, the most of any country using the software.118

In addition to illustrating how government purchasers of spyware technol-
ogy are prone to abusing such capabilities in violation of international human 
rights law, the trajectory of NSO Group’s Pegasus spyware in Mexico is a 
cautionary tale regarding the broader potential for abuse of spyware technol-
ogy by non- state or other malicious actors. Not only has spyware technology 
been used with impunity by government authorities against various targets, but 
The Guardian has reported that spyware technology has ended up in the hands 
of non- state actors: Mexico’s infamous cartels.119 Officials from the US Drug 
Enforcement Administration confirmed in an interview that “[a]s many as 25 
private companies” have courted and sold spyware technology to Mexican 
federal and state police forces. They described the situation as a “free- for- all,” 
noting that there was “little or no regulation of the  sector –  and no way to 
control where the spyware ends up.”120 They also confirmed that “[c]orrupt 
Mexican officials have helped drug cartels in the country obtain state- of- the- 
art spyware.”121

The 2019 WhatsApp Hack and the 2021 “Pegasus Project”: The Spread of 
Commercially Available Spyware and its Impact on Targets

In addition to the numerous documented instances of abuse of NSO Group’s 
Pegasus spyware by the Citizen Lab, two significant events in the past few 
years illustrate the spread of spyware and its impact on civil society. In 2019, 
Facebook and WhatsApp filed a suit in the United States alleging that NSO 
Group helped state actors hack into the accounts of “at least 100 human- rights 
defenders, journalists and other members of civil society across the world.”122 
The complaint sets out in detail allegations of how NSO Group exploited 
WhatsApp servers without authorization to inject malware components into 
the targeted devices.123 In 2021, investigations by a consortium of media 
organizations and Amnesty International revealed numerous additional cases 
of the abusive deployment of NSO Group’s Pegasus spyware (the “Pegasus 
Project”).124 WhatsApp and Pegasus Project intrusions targeted residents of a 
number of states, including Rwanda, India, Morocco, and Togo. The geo-
graphical range of this hack illustrates how commercially available spyware 
technology is becoming increasingly accessible to a broad swathe of actors, and 
thus facilitates the abuse of power in cyberspace.

The impact on victims is notable. In 2020, Access Now published a compi-
lation of interviews with victims of NSO Group’s WhatsApp hack.125 Among 
the interviewees was Bela Bhatia, a human rights lawyer and activist in India, 
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who believes that she was targeted because of her work against police and 
paramilitary impunity. The WhatsApp hack was not the first abuse Bhatia 
was subjected to, and forms part of a continuum of other forms of physical 
attacks she has suffered in the past. Asked about the impact of this surveillance, 
Bhatia explained that she was “forced to work in an environment of suspicion 
and live a restricted life.” She noted that “[b]uilding trust among community 
members for any joint activity has become all the more difficult,” that she has 
not been able to live where she wants, and that she lives with the “constant 
apprehension of possible arrest based on false charges.”126 She also described 
that being targeted with the Pegasus spyware made her “even more controver-
sial and vulnerable.”127 Aboubakr Jamaï, a Moroccan journalist and winner of 
the CPJ’s Journalists’ International Press Freedom Award and another victim 
of the WhatsApp hack, explained that this surveillance ruined his professional 
relationships and “reduc[ed] . . . his social circle.” In particular, it meant put-
ting “at  risk . . .  relatives and friends [at risk] by the mere fact of freely talking 
to them on the phone.”128 Fouad Abdelmoumni, a Moroccan human rights 
and democracy activist working with Human Rights Watch and Transparency 
International, stated that the WhatsApp hack made him feel “invaded, harassed, 
and severely violated.” Abdelmoumni has also been subjected to other abuses, 
including torture, imprisonment, and enforced disappearance, and described 
himself as “experiencing [the recent surveillance] as much more violent.”129

These interviews illustrate that digital targeting with technologies like spy-
ware can have serious impacts. It generates fear, apprehension, self- censorship, 
and other behavioral modifications among targets, harming their ability to 
engage in transnational advocacy efforts online.130 The significant number of 
targets of software like NSO Group’s Pegasus and the range of countries in 
which they are located show a growing appetite for this technology. They also 
demonstrate a willingness to use it in contravention of international human 
rights law, for example by targeting journalists and human rights defenders.

The Long Reach of the Authoritarian Regime: The Use of Spyware Against 
Dissidents in Exile

A final example of the pernicious effects of the abuse of cyberspace through 
the deployment of intrusive spyware technology is that of authoritarian states 
using this technology to reach outside their borders and pursue dissidents in 
exile and others in the diaspora. This transnational digital repression illustrates 
the dangers associated with the unchecked proliferation of spyware technol-
ogy: it enables authoritarian regimes who undermine democratic spaces and 
interfere with transnational political and social advocacy by civil society.
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Over the past few years, we have seen a number of such cases. For exam-
ple, Omar Abdulaziz, a Saudi dissident who arrived in Canada as a refugee and 
is now a permanent resident, was targeted by Saudi operators using Pegasus 
in October 2018.131 This targeting happened in the months before Jamal 
 Khashoggi –  also a dissident and a friend of  Abdulaziz –  was kidnapped and 
murdered by Saudi officials in Turkey. In the UK, several dissident Bahrainis 
have instituted a legal action against Gamma Group for allegedly having sold 
their spyware technology to the Bahraini government, which was then used 
against the dissidents in exile.132 The Citizen Lab has also documented the use 
of spyware technology against Ethiopian dissidents in the US, the UK, and 
other countries.133 Targets of the 2019 WhatsApp hack were also living in 
exile, such as Rwandan victim Faustin Rukondo.134

The availability of spyware technology provides another mechanism by 
which authoritarian states can gather information against an extraterritorial 
target, discover what individuals are participating in a transnational advocacy 
network, and identify activists who may still be within a country’s borders for 
persecution, among other outcomes. The known availability of such technol-
ogy has a chilling effect on civil society in and of itself, hampering advocacy 
efforts. It may also accompany more sinister forms of transnational repression, 
such as kidnappings, forcible disappearances, and murders. As Schenkkan and 
Linzer note, the use of spyware and other forms of transnational repression at 
a distance “are intimately connected to physical attacks.”135 Ultimately, “[t]he 
very digital technologies that enable cross- border communication also present 
opportunities for interference by an authoritarian regime. States use spyware, 
social media monitoring, and online harassment to disrupt and surveil exiles’ 
networks from thousands of miles away.”136

Conclusion

The previous sections of this chapter have described in some detail the all- 
encompassing and multifaceted nature of digital insecurity, as well as the 
variety of technologies, companies, and state actors that thrive in our disor-
ganized and unregulated digital ecosystem. While traditional discussion around 
security and stability in cyberspace has focused on state actors (and to some 
extent private sector actors), we have reoriented this discussion to factor in 
the experience of civil society actors. As we illustrate, we are long past the 
days of uncritically hailing the revolutionary effects of digital communications 
in fueling the national and transnational advocacy efforts of civil society. The 
structure of our digital ecosystem, dominated by surveillance capitalism and 
a thriving surveillance marketplace, has become one of the most important 
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sources of insecurity for civil society actors. This insecurity creates significant 
instability for civil society actors through its ability to facilitate widespread and 
severe human rights violations.

Unfortunately, there is no simple remedy to these problems. Fixing the 
internet’s inherent insecurities is a heavy lift, and it would require a fundamen-
tal shift in the innovation and development landscape and a concerted effort to 
rein in surveillance capitalism. The large and growing sector of data brokers, 
location trackers, and advertising analytics firms has deeply burrowed its way 
into everyday applications. Extracting and monetizing the data they collect is 
now a major revenue generator, and a service highly sought after by govern-
ment agencies, particularly in law enforcement and intelligence. However, 
malicious despots and other actors intent on subverting the rule of law and civil 
society are reaping systematic benefits from the instabilities of cyberspace we 
have identified. Absent strong regulations to the contrary (which, at present, 
seem unlikely to materialize) these trends will continue.

While wholesale reform of the entire ecosystem is unlikely to come soon, a 
number of targeted strategies, policies, laws, and regulations could be adopted 
to reform some elements of this digital ecosystem and, in particular, to begin 
to better constrain and regulate the actors within the surveillance industry. For 
example, the inclusion of human rights as a justification for export control in 
the recent amendments to the EU’s Dual- Use Regulations and steps toward 
greater transparency regarding export authorizations present a hopeful expan-
sion of the regulation of surveillance technologies, although how this will 
play out in reality remains to be seen.137 A similar approach might be adopted 
for export legislation in national jurisdictions. Governments can also take 
significant steps toward ensuring greater transparency regarding the business 
practices of surveillance companies within national jurisdictions.138 Legislation 
could require that surveillance industry companies engage in detailed trans-
parency reporting and be subject to mandatory human rights due diligence 
legislation with significant consequences for failure to comply. Governments 
could ensure transparency in contracting with surveillance companies by pro-
actively identifying and disclosing contracts and complying with freedom of 
information requests without engaging in litigation. They could also adopt a 
broad definition of the “surveillance technology” and publish detailed statistics 
regarding export licenses granted for the industry’s products heading abroad. 
Further, states could ensure that public procurement processes for surveillance 
products are public, actively engage civil society, and categorically exclude 
tenders from companies with histories of providing technology to regimes 
that violate human rights or which have insufficient internal and independent 
oversight structures to ensure compliance with human rights.139 Finally, states 
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could take a categorical position against the transnational targeting of civil 
society within their borders, including by facilitating and pursuing litigation to 
deter state actors from undertaking such transnational repression and compa-
nies from facilitating it.

More broadly, targeted regulation could help reign in the free- wheeling 
data broker, location tracking, and data analytics sector. In 2020 alone, data 
brokers in the US “rivaled the spending of individual Big Tech firms like 
Facebook and Google” on lobbying congress.140 Of particular importance to 
curb the harms from these sectors would be regulations that clarify the legality 
of sales for these and other services to state agencies, and whether law enforce-
ment and intelligence agencies should be able to purchase them without judi-
cial oversight and approval. As these industries globalize, the challenges around 
effective legal controls grow  significantly –  especially as the center of gravity of 
innovation moves to the Global South and states like China, where the rule of 
law and public accountability is weak.

The analysis we have presented in this chapter highlights a tension between 
state- centric and human- centric approaches to cyber security, and by exten-
sion among differing conceptions of “stability” in international relations. 
Those approaching the topic from a realist perspective perceive international 
system stability as the primary value, which in turn privileges a state- centric 
approach to cyber security. Perversely, securing “the state” and the “interna-
tional system” in this manner has been a major contributor to different kinds 
of both insecurity and instability for other sectors of global politics. In the 
context of a digital ecosystem that is already deeply insecure, poorly regulated, 
and prone to abuse, this state- centric paradigm is producing enormous and 
growing “negative externalities” for human rights and for global civil society.
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Infrastructure, Law, and Cyber Instability: 
An African Case Study

Mailyn Fidler

Cyber stability for African countries is unique. Where dominant views of cyber 
stability tend to center technological and regulatory openness, interoperability, 
and internationality, African countries can view global integration as fostering 
cyber instability through dependence. Where dominant views of cyber sta-
bility tend to focus on within- domain threats, African states have heightened 
sensitivity to a wider range of cross- domain threats. Both of these differences 
mean that, for African countries, attaining cyber stability can initially require 
actions that the global community might view as destabilizing. 

This chapter challenges dominant conceptions of cyber stability from a 
subaltern perspective, drawing on research of African states. These arguments 
about cyber stability are a small part of a larger argument I make in a forth-
coming book, which argues that we should conceive emerging African rules 
about cyberspace as a kind of political resistance. I draw on two specific sets of 
policy decisions African countries have made with respect to the cyber realm: 
investment patterns in cyber infrastructure, and the legal architecture of cyber 
security. First, African states have demonstrated preferences for certain inter-
national investors in their undersea fiber optic cable infrastructure, even if that 
comes at the cost of decreasing the diversity of investors overall or at the cost 
of maximizing technological elements such as bandwidth. African states have 
demonstrated a preference for investments from other African countries or 
from non- African  countries –  including  China –  without a history of African 
colonialism. Although some argue that China is a neo- colonial power, or, at the 
least, an exploitative power, perception of China as a historical non- colonial 
power in Africa matters here.1 Again, these investment patterns contrast with 
dominant views of cyber security that associate stability with openness and 
maximizing international investment, not with selecting a few key partners.

Infrastructure, law, and cyber instability
Mailyn Fidler
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Second, African states have turned to authoring their own cyber security 
laws and regulations through the African Union, rather than joining domi-
nant external legal mechanisms, as a response to perceived threats and vul-
nerability in the cyber realm. This splintering of rules is viewed by dominant 
states as destabilizing but by African states as stabilizing. This example par-
ticularly highlights how more than just cyber vulnerability informs subaltern 
conceptions of cyber stability: both infrastructurally and historically vulnerable 
African states tend to support this pan- African legal authorship effort more 
strongly. 

My approach focuses on the perception of these elements by African states. 
As Robert Jervis articulated, “it is often impossible to explain crucial decisions 
and policies without reference to the decision- makers’ beliefs about the world 
and their images of others.”2 The empirical record on the effects of globali-
zation or colonial investment in Africa, or on cyber attacks on the continent, 
may be mixed, but I contend that African state perception of associated threats 
is the important factor in assessing cyber stability.

Subalternity in International Relations

Two introductory notes on terminology: “subaltern” is a term that emerged 
from postcolonial, critical, and Gramscian scholarship to denote populations 
occupying marginalized positions and typically excluded from the core of 
decision- making to the periphery.3 I use this term in a statist manner, follow-
ing international relations scholars such as Mohammad Ayoob, to denote states 
occupying marginalized positions in the international system.4 It does not con-
note a value judgment; rather, it takes its origins in the international relations 
tradition of assessing the relative material power of states with respect to each 
other and invokes a kind of material core and periphery.5 It is worth noting 
that using the term subaltern in a statist manner elides some of the complexity 
and heterogeneity its originators intended it to hold.6 Crucially, it is important 
to note that decision- makers within subaltern states might be considered more 
or less subaltern  themselves –  say, someone part of a transnational elite would 
not be considered a subaltern voice by original subaltern  scholars –  and that 
subaltern states also have varying experiences of colonialism, affecting their 
subaltern status.7 As one way of combating this elision, my research disaggre-
gates the colonial experience of the subaltern states I examine by identity of 
the colonial power. Overall, I use this term, despite these drawbacks, as an 
alternative to terms such as the “Third World” or “developing nations,” as a 
way of centring the agency of the relevant states more fully, viewing them as 
subjects rather than as objects of international relations.8
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This chapter speaks of states and organizational units like the African 
Union as unitary actors. This unitary actor approach simplifies complex 
dynamics in any study of international relations and does so specifically in 
African politics. My forthcoming book explores the internal dynamics of 
the African Union and member states in further detail, especially the roles 
that intergovernmental, supranational, and elite experts played in driving the 
development of the relevant African Union convention, drawing on Thomas 
Tieku’s three- pronged analysis of the African Union.9 This tripartite analysis 
is especially important in isolating the important role that elites have in the 
formation of African Union cyber policy.10 I focus in particular on the African 
Union as the regional body of African states because this is the body that 
developed the African Union Convention, but many other regional identities 
exist across Africa and are active on cyber matters, too, which I also explore 
further in my book.

This chapter proceeds as follows: First, I give an overview of African state 
perceptions of cyber stability. Second, I analyze and critique two dominant 
concepts from the cyber stability literature from an African subaltern state per-
spective. First, I show how the dominant view of interdependence as central 
to cyber stability misses important aspects of the African experience, using 
investments in undersea fiber optic cables as an example. Second, I show how 
African state perceptions about threats are cross- domain, using regional cyber 
security laws as an example. Overall, African states are pursuing cyber stability 
through control of laws and through selectivity in infrastructural investments, 
both of which cut against typical expectations of subaltern states.

An Overview of African State Experiences of Cyber Stability

For African states, cyber stability is primarily about African control of both the 
laws governing and the infrastructure comprising a new sphere of  influence 
–  the cyber realm. African states have turned to selecting who invests in infra-
structure and building their own legal governance systems as responses to per-
ceived vulnerabilities and threats in the cyber arena, rather than responding 
purely within the cyber domain. Again, this conception of cyber stability runs 
counter to the dominant view, which considers such inward- looking gov-
ernance and selective trade strategies to be destabilizing.11 Control, legal and 
otherwise, is not a unique goal of African states.12 But this seeking of control 
when material and historical conditions weigh against it is unusual, and African 
states in particular have rarely done so.13 Especially surprising is that African 
states with the most vulnerable internet infrastructures seem more disposed to 
support African- led legal mechanisms.
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This desire for control affects international policy, on which this chapter 
focuses, as well as domestic policy. My book explores the domestic side in 
more detail, but to briefly address it here: for many African states, negotiations 
on the international stage also serve a second goal of increasing government 
control and regime stability at home. This duality is not a phenomenon unique 
to Africa; many countries utilize this strategy.14 Domestic implementations of 
international laws, domestic laws, and technical tools all form part of this strat-
egy. For instance, the frequent internet shutdowns of the last decade in African 
countries demonstrate the use of a technical tool to this end.15

Part of this focus on control stems from hard facts about cyber capabilities: 
African states generally cannot match the cyber arsenals of dominant countries, 
and so turn to other methods of asserting themselves that are more availa-
ble to them.16 But a second part of this prioritization of control comes from 
African state experiences with conflict and governance by proxy. As decolo-
nization and the Cold War progressed, African states experienced the politics 
of world powers playing out in their domestic affairs in two ways: “imperial 
powers hoped to transfer the reins of government to neo- colonial regimes that 
would continue to serve their political and economic interests” and “Cold 
War powers strove to shape a new international order that catered to their 
interests.”17 Part of this second effort involved small conflicts in African states 
transforming into full- scale wars with the backing of outside interests.18

The cyber domain is “attractive as a way to shape conflict in other 
domains.”19 African states’ historical backdrop means they are particularly 
sensitized to such proxy conflicts. African states thus embody, perhaps to an 
extreme, a pattern cyber scholars have observed: “victims of aggression can 
and likely will look to responses not only in kind but also through whatever 
other means they possess.”20 Although “whatever means” usually means “mil-
itary retaliation, irregular warfare and covert subversion, trade and financial 
sanctions,” the African experience shows that those means range  further –  to 
authorship of legal rules and to ownership of  infrastructure –  all the more 
unexpected because of the existing material conditions that make this more 
challenging for African states.21 And, importantly, the African experience 
demonstrates that those particularly vulnerable on the infrastructural front are 
more likely to turn to legal rule authorship as a way of seeking cyber stability. 
To explore this African experience of cyber stability, this chapter next inves-
tigates two key traditional components of cyber  stability –  interdependence 
and threat  perception –  and how they differ in the African context. Namely, 
African states tend to prioritize independence over global interdependence, 
and engage in wide- ranging, cross- domain threat perception. 
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Stability, Through Interdependence or Independence?
Dominant Views

Dominant views of cyber stability tend to prioritize technological and gov-
ernance openness, interoperability, and internationality. Lu Chuanying argues, 
for instance, that cyber stability is only possible if state cyber strategies avoid 
cyberbalkanization.22 The United States has traditionally taken this viewpoint, 
arguing that multilateral cooperation and multistakeholder governance are the 
keys to a secure internet.23 The US State Department Deputy Coordinator 
for Cyber Issues, Michele Markoff, summarized the United States’ approach 
in 2015 as follows: regarding the internet, “we view the role of states as one 
of many  stewards –  that is, caretakers, who work with all other stakeholders 
to ensure that this resource is available to all to reap positive benefits and 
rewards.”24

The success of this vision relies on all states viewing the internet similarly, 
as a kind of commons, rather than as a threat to domestic stability (see Kerr, 
Chapter 3 this volume). This view tends to consider state over- involvement 
in the cyber governance realm as destabilizing. Christopher Painter, the State 
Department’s Coordinator for Cyber Issues, expressed this view in his tes-
timony to a Committee on Foreign Relations subcommittee in 2016.25 He 
identified China’s and Russia’s approach to cyberspace in the international 
context as a key “challenge to the implementation of our cyberspace strat-
egy.”26 Specifically, China’s “desire to maintain internal stability, [and] main-
tain sovereignty over its domestic cyberspace” and Russia’s “focus . . . on the 
maintenance of internal stability, as well as sovereignty over its ‘information 
space’” posed a threat to the US vision of an internationally stable internet.27 
These “alternative concepts of cyberspace policy” needed to be countered to 
preserve such stability.28 

Another key component of this stability- through- openness view is the free 
flow of the global tech trade. Countries risk destabilizing cyberbalkanization, 
Chuanying argues, when they “reject . . . foreign products and investments 
in ways that undermine global trade.”29 Under this view, developing coun-
try acceptance of foreign investments in telecommunications promotes, rather 
than undermines, stability.

This dominant account misses several important  considerations –  namely, 
 perceptions –  that are relevant to subaltern states. First, it neglects the possibil-
ity that, for such states, greater interdependence can foster a sense of depend-
ence. Critics of globalization have long articulated this view. Major elements of 
globalization as  implemented –  trade relations, foreign direct investment, and 
direct  aid –  created, in the eyes of some, “persistent forms of dependency.”30 
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Under this lens, globalization’s “promised bounties have not materialized.”31 
Instead, globalization “has proved to be inimical to the vulnerable majority 
especially in the poor sub- Saharan African countries.”32 Rather than stability 
and prosperity, “North- South integration failed in laying a more viable, fair 
and equal partnership between the developing and developed countries and 
arguably restricted and purposely took advantage of countries on the periph-
ery.”33 This view of globalization is contested, certainly, but the prevalent 
narratives of cyber stability fail to take into account the possibility that certain 
subaltern actors might not share a view of interdependence as stabilizing. For 
subaltern states, it is precisely this kind of integration that can be destabilizing. 

The African Experience: Selective, Non-colonial Investments in Cable 
Infrastructure as Stability-enhancing

Investment choices for cyber infrastructure show one way in which African 
state choices to maximize cyber stability counter dominant narratives. Across 
the board, African states have favored non- colonial financiers in undersea cable 
infrastructure, especially in the past five years. Preferred investors have included 
those who lack historical colonial ties with African countries, including other 
African countries, China, and the  US –  meaning cable infrastructure projects 
have moved away from (although not abandoned) European financing. Out 
of the six major cable projects in Africa completed or in progress 2017–2021, 
only one is primarily funded by companies with ties to a former colonial 
power.34 This shift in funders represents a change from earlier investments 
in undersea cables in Africa. Many existing “backbone” cables are funded by 
former colonial powers, sometimes in conjunction with African partners. For 
instance, the 2000 Atlantis- II cable received substantial support from French 
telecom companies, and the 2001 SAT3 cable was funded by French and US 
companies with additional support from Indian and Singaporean companies. A 
decade later, the major Africa Coast to Europe Cable (ACE) (2012) was also 
funded primarily by French companies in conjunction with African partners.

In contrast, the most ambitious cable projects in Africa now primarily draw 
their funding from African countries themselves, in conjunction with other 
Global South companies, US companies, or Chinese companies. Chinese 
companies are heavily involved in the Pakistan and East Africa Connecting 
Europe (PEACE) cable, launching in 2021 with landing points in Egypt, 
Somalia, Djibouti, Kenya, and the Seychelles. Chinese companies are also the 
only investors in the 2021 regional Senegal Horn of Africa Regional Express 
(SHARE) cable. Google is building a solely owned cable along the West Coast 
of Africa, with African landing points in Nigeria, the Democratic Republic 
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of the Congo, South Africa, and Namibia. And Facebook, along with China 
Mobile, are key investors in the pan- African cable project Africa2, scheduled 
for completion in  2023 –  although its co- investors look suspiciously like the 
old guard, with companies from the United Kingdom and France also invest-
ing.35 

It might seem like African countries are simply swapping one source of out-
side investment for another, especially if one considers China a neo- colonial 
power.36 But maintaining a diversity of outside investments as a hedge against 
unfavorable terms by former colonial powers matters to African countries, 
as does the source of the investment in and of itself.37 As one African Union 
official commented with respect to alleged espionage by the Chinese telecom 
company Huawei – “at least they never colonized us.”38

Since 2017, African countries are also increasingly funding cable projects 
solely or with partnerships with non- colonizer nations. The 2018 South Atlantic 
Cable System connects Angola to Brazil and is solely funded by Angolan tel-
ecom companies. The 2018 South Atlantic InterLink connects Cameroon 
with Brazil and is a joint venture between Chinese and Cameroonian telecom 
companies. On the regional side, a consortium of exclusively African com-
panies funded the Djibouti Africa Regional Express 1 (DARE1) to connect 
Kenya, Djibouti, and Somalia. The CEIBA2 project connects Cameroon and 
Equatorial Guinea, funded by an Equatorial Guinean company. And Maroc 
Telecom, a Moroccan company, solely funded the 2021 Maroc Telecom West 
Africa cable connecting Morocco, Côte d’Ivoire, Benin, Gabon, and Togo. 
These investment patterns run precisely counter to what dominant cyber sta-
bility literature considers to be stabilizing.

Cross-domain Threat Perception and Response
Dominant Views

The primary account of cyber stability also vastly simplifies cyber threat and 
vulnerability perception of subaltern states. For instance, this account tends 
to view strong states as more materially vulnerable, because more networked 
states have more cyber attack surfaces. Lindsay and Gartzke, for example, state 
flatly that “poor states are not vulnerable” because they lack the attack “sur-
face” to be as damaged by cyber operations as states more dependent on inter-
net infrastructure.39 But the notion of cyber vulnerability cannot be considered 
in isolation. Perceptions of and responses to vulnerability are informed by 
considerations across  domains –  not just cyber- related factors.

One of the critical and overlooked cross- domain considerations is a coun-
try’s experiences with colonialism. Many, if not most, threats are evaluated 
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by African states with reference to this historical fact and its lingering effects. 
Consider the concept of conflict escalation, as used in the cyber realm. Scholars 
often characterize escalation as “an increase in the intensity or scope of conflict 
that crosses threshold(s) considered significant by one or more of the partici-
pants.”40 The conflict escalation ladder looks different for postcolonial coun-
tries because the logic of colonialism continues to operate even today, both 
within states and between states.41 Just as Western countries might view an 
autocracy’s views about cyber openness as a threat to their vision of stability, 
postcolonial states might view a former colonizer’s views of cyber openness as 
a threat to theirs.

The issue of foreign investment in cyber infrastructure is an illustrative 
example of the complexities of threat perception in the postcolonial environ-
ment. As described above, the prevalent cyber stability view considers free 
trade and investment in cyber infrastructure a key component of cyber stabil-
ity. But this view fails to recognize the ways in which countries reliant on such 
outside investments are cognizant of the foreign influence and control such 
investments can bring.42 This view also conveniently elides details about great 
power influence on technological standards and covert interference with cer-
tain products; as the Snowden disclosures indicated, subaltern states are right 
to be concerned about backdoor influence.43 For subaltern, postcolonial, states, 
foreign products and investments from certain countries inculcate vulnerability 
of one kind in exchange for the promise of what, in the dominant state’s view, 
builds stability.44

Cyber skirmishes present another example. Jason Healey and Robert Jervis 
argue that small cyber skirmishes can either be stabilizing, if there is relative 
peace or strong desires on both sides to limit conflict, or destabilizing, if there 
is “tension in cyberspace between states.”45 This calculus misses a key con-
sideration for subaltern states: the ability to respond. A threat that other states 
might be willing to leave unanswered might appear to have a non- escalatory 
effect. But, for subaltern states, choosing not to respond versus being unable to 
respond results in different cumulative effects on threat perception; over time, 
even if relative peace and strong desires exist between states, an imbalance in 
ability to respond can exert a destabilizing effect.

On a similar note, perceptions of cyber escalation in subaltern states go 
beyond the standard “effects of an attack, the means by which an attack was 
conducted, and the physical location of the attack or effect.”46 To give a very 
cursory look at the internet landscape in Africa, only about 20 percent of the 
sub- Saharan African population used the internet as of 2017, according to the 
most recently available World Bank statistics.47 According to a 2016 report 
prepared jointly by the African Union and Symantec Security, only 1 percent 
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of global attacks targeted Africa and three percent originated in Africa.48 Given 
this comparatively low level of penetration and threat activity, both outgoing 
and incoming, Lindsay and Gartzke’s assessment that African states are not 
vulnerable might look accurate.49 But an actual cyber attack need not have 
occurred at all to increase an African state’s threat perceptions in the cyber 
realm. The next section of this chapter examines how considerations in the 
legal systems governing cyber security affect threat  perceptions –  specifically, 
how African states perceive dominant state efforts to assert legal primacy in the 
cyber area as a threat, and how African development of their own legal rules 
in this area serves as a form of threat response.

Rule Authorship and Threat Perception: Legal Splintering as Stabilizing

In 2014, the African Union launched its Convention on Cybersecurity and 
Data Protection. The African Union was the fifth regional organization to 
develop such an international  mechanism –  a step unusual at all for a region 
usually subject to an expectation or pressure to go along with Western 
attempts to promote international cooperation on a given subject.50 The 
European Commission had positioned its 2001 Budapest Convention on 
Cybercrime to become the global gold standard of cyber security governance. 
But its dominance was challenged from the start, first by the 2001 Russia- led 
Commonwealth of Independent States’ agreement on the same topic, then by 
the 2009 Russia- and China- led Shanghai Cooperation Organization agree-
ment, the 2010 League of Arab States convention, and the African Union 
Convention.

In interviews I conducted, interviewees invariably cast the African Union’s 
launch of this Convention as a kind of response to a perceived sense of vul-
nerability in a new issue  area –  cyberspace – and a desire to assert some form 
of control. Moses Karanja, then at the Centre for Intellectual Property and 
Information Technology Law at Strathmore University in Kenya said, “The 
problem came with the whole sovereignty thing. We can’t just borrow or 
join another Convention.” He continued, “anything that  is –  I don’t want 
to use the word  colonial –  dependent on international forces isn’t worka-
ble.” Arthur Gwagwa, then of the Zimbabwe Human Rights NGO Forum, 
was direct about the source of this sense of vulnerability: “it’s a non- starter 
to convince African governments to join a European  mechanism . . .  It’s 
the colonial legacy.” Emilar Vushe, then of the Association for Progressive 
Communications, continued this theme: the Convention could be charac-
terized as an attempt to assert “that we’ve done this ourselves. It’s an African 
Convention, from an African perspective, a pan- African approach.” ‘Gbenga 
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Sesan, then Director of Paradigm Initiative Nigeria, described the Convention 
as coming “from a sense of  pride –  we did this.” African ownership of the rules 
really mattered to African actors.

African ownership of rules matters, in particular, to the most vulnerable 
African states. Vulnerability is a complex concept to measure. I use two prox-
ies: colonial history and subsea fiber optic infrastructural development. Of 
these two factors, infrastructural development is easier to measure: I exam-
ine number of fiber optic cables, coastal landing points, and growth in these 
metrics. For colonial history, I use the identity of the colonizing country as a 
proxy for historical vulnerability. Former French colonies, as well as colonies 
of smaller nations such as Portugal and the Netherlands, are widely regarded as 
more economically vulnerable than former British colonies.51 To present a few 
of many reasons for this imbalance, French colonies continued to experience 
comparatively more dependence on France during the postcolonial era than 
other former colonies depended on their respective colonizer countries. France 
viewed its former colonies as a key economic and global political asset, main-
taining strong personal, financial, and security ties with former colonies and 
extending support to pro- French leaders.52 Former French colonies used the 
CFA Franc, pegged at a fixed rate and fully convertible with the French Franc, 
until 1994, which favored elites with French ties over indigenous producers.53 
The French aid budget was also huge: in the late 1980s, it was 50 percent larger 
than the World Bank’s sub- Saharan allocations.54 All of these factors contrib-
uted to overall higher perceptions of vulnerability in Francophone  Africa –  as 
well as worse economic realities. In contrast, scholars point to aspects includ-
ing the indirect nature and lack of forced labor of British colonial rule, as 
well as arguably positive economic effects of Commonwealth membership for 
former colonies, as contributing to an overall less  acute –  although not  absent 
–  sense of economic vulnerability.55

A clear pattern emerges on both measures of vulnerability: more vulnera-
ble states tend to support the African Union convention. Forty- seven percent 
of the nineteen member states that have acceded (of a possible total of fifty- 
five) are former French colonies.56 Thirty- two percent are from Portuguese or 
other smaller colonial powers.57 Only 21 percent are British.58 Among non- 
signatories, in contrast, 44 percent are former British colonies, 31 percent are 
former French colonies, 14 percent are former colonies of smaller countries, 
and 11 percent have non- standard colonial histories (see Table 9.1).59

Signatories share another common vulnerability: on average, signato-
ries have fewer undersea fiber optic cable landing points than coastal non- 
signatories. Undersea cables are critical components of internet connectivity: 
they carry most of the internet’s data across borders quickly and reliably.60 
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Countries generally classify these cables as critical infrastructure, since they 
are vulnerable to threats ranging from being cut by ocean- going ships to 
espionage and sabotage. For scale, the continental United States has between 
forty and fifty cities with landing points, with about twice that many enter-
ing cable branches. Boca Raton, Florida, alone, has six entering cables, more 
than the average African country.61 In 2021, coastal signatories of the African 
Union Convention had an average of 2.58 cables at 1.16 landing points, with 
an average growth of 0.58 cables over the last five years.62 In 2021, coastal 
non- signatories had an average of 3.66 cables at 1.57 landing points, with an 
average growth of 1.08 cables over the past five years (see Table 9.2). (Note 
that the comparison class here is to coastal non- signatories because, by defi-
nition, only coastal states can have undersea cable landing points.) Supporters 
of the Convention are, on average, more vulnerable in terms of the scale and 
growth rate of their undersea fibre optic infrastructure than comparable non- 
signatories.

The African Union’s decision to develop an alternative to the dominant 
global legal regime runs counter to mainstream notions of cyber stability. 
Dominant states consider global mechanisms more conducive to cyber stabil-
ity. Here, we see more infrastructurally vulnerable nations, and more histori-
cally vulnerable nations, supporting a legal effort that dominant states consider 
destabilizing. And these states are factoring more than just cyber vulnerability 
into their decision to support the African Union cyber legal mechanism: colo-
nial history has powerful echoes. These states are not supporting a “splintered” 
legal mechanism because they benefit from instability; conversely, these states 

Table 9.1 Signatory status by colonial history

French
(%)

British
(%)

Other
(%)

Non-standard
(%)

Signatories 47 21 32  0
Non- signatories 31 44 14 11

Note: “Other” indicates a colonial history with any other non- French or non- British colonizer. 
“Non- standard” indicates that (1) different areas of the country were under control by different 
nations at decolonization or (2) the country does not have a history of colonization.

Table 9.2 Signatories by undersea fiber optic cable data

Coastal countries Cables Landing points Cable growth 2017–2021

Signatories 2.58 1.16 0.58
Non- signatories 3.66 1.57 1.08
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are supporting the Convention precisely because it contributes to their view 
of cyber stability. If a state cannot set the terms of its historical and economic 
relationships with dominant states, and it cannot achieve the infrastructural 
independence and diversity it would like, it can at least control the rules of the 
game on its own turf, seeking (if not achieving) a sense of legal cyber stability.

Conclusion

Cyber stability looks different for subaltern states. Dominant states have pur-
sued their vision of cyber stability in ways that subaltern states perceive as 
destabilizing, namely, authoring “global” rules and expanding global infra-
structural investments. Subaltern states have pursued their own vision of cyber 
stability that dominant states perceive as destabilizing, by developing their 
own rules and selectively choosing infrastructural investors. The experience 
of African states, as presented here, underscores that cyber stability is funda-
mentally socio- technical in  nature –  it depends on more than just the contents 
of a state’s digital arsenal, including authorship of laws.63 Taking a subaltern 
view demonstrates that stability is a goal states share with respect to the cyber 
 realm –  but one that is difficult to achieve, given competing conceptions of 
what contributes to stability.
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Confronting Coloniality in Cyberspace: 
How to Make the Concept of (In)Stability Useful

Densua Mumford

Reflecting on the narrowly legal human rights framework through which her 
activist community operates, Gracie May Bradley, Interim Director of Liberty, 
considers the possibilities that have opened up by thinking about digital sur-
veillance in terms of “abolition”:

And I understand abolition to be concerned not simply with reacting to 
harm, but as I say, kind of transforming the conditions in which harm 
occurs. And rather than sort of just getting rid of stuff, if we think about 
how Angela Davis talks about prisons, it’s about making them obsolete . . . 
What would need to happen for surveillance tech to be obsolete? . . . We 
often do find it difficult to get out of the mode of “how do we just con-
strain this thing?” And I think abolition is really challenging, but it really 
pushes us to widen the frame of the debate and to look for transformative 
solutions that would get to the root, to look at what non- punitive policy 
solutions might be on the table when often we end up laser focused on 
when we can use facial recognition, not what else might solve the problems that 
facial recognition claims to solve without any of the rights harms.”1

Abolition as a frame of thought emerges from the epistemes of the subaltern2 
in the United States, specifically, African American knowledges rooted in the 
lived experience of slavery and incarceration.3 This is decolonial thinking. A 
decolonial approach to conceptualizing cyberspace is about escaping limited 
Eurocentric epistemic frames that constrain what we conceive of as possible. 
Especially important is the shift away from resisting power while still stand-
ing on its epistemic turf, to adopting entirely new epistemic foundations that 
make obsolete the dominant modes of thinking. Adopting epistemes rooted in 
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the experiences of silenced groups (border thinking) to entirely reinterpret an 
issue and the range of possible solutions will foster pluralistic knowledge that 
is useful4 for a plurality of communities and augment human creativity and 
knowledge production about cyberspace. 

I wish to emphasize that there is no such thing as a definitive decolonial 
conceptualization of (in)stability, nor is there ever likely to be. Decoloniality 
is not a uniform theory about the (social) world that generates universal con-
cepts to craft a systematized notion of reality. It is also not an ideology or a 
catch- all term for “critical” perspectives wanting to change bad or unpleasant 
conditions. Rather, it is “an epistemic stance that struggles against the igno-
rance of monocultural approaches” to knowledge production.5 As an epistemic 
stance, its key purpose is to, firstly, offer critiques about how idiosyncratic 
epistemes (cosmologies, ontologies, epistemologies, knowledges, understand-
ings, concepts, constructs) rooted in specifically Euro- American communities 
have come to dominate how we make sense of the world and, secondly, to 
dismantle this domination through forming coalitions (purposive collaborative 
action) amongst various communities and making visible their non- modern 
knowledges. 

The important question from a decolonial perspective is whose knowledge 
operates unquestioned and whose knowledge is systematically excluded from 
setting the terms of the debate about (social) reality in the first place. Many 
perspectives invite challengers into a fully furnished room to join in a suppos-
edly open conversation about this or that topic. Decoloniality, on the other 
hand, questions this presumed openness by asking who built and furnished 
the room in the first place, how this determines the atmosphere and trajectory 
of the conversation, and who has been prevented from helping to build or 
furnish the room and therefore can never be at home in the conversation. It 
goes beyond this to suggest what decolonial rooms might look like instead.6 
Decoloniality thus exposes the non- obvious silences; it aims to connect with 
communities whose epistemes have been marginalized in processes that shape 
the world. What makes it explicitly decolonial is that it sees this silencing or 
“epistemic violence” – the eradication, marginalization, delegitimization, or 
hierarchization of non- modern  epistemes –  as rooted in 500 years of coloni-
alism, and it argues that redressing this requires a continuing process of decol-
onization.

Therefore, in contrast to most chapters in this volume, I will not pro-
vide a substantive conceptualization of (in)stability. Instead, I offer decolo-
nial warnings about approaching conceptualization without first critically 
“positioning” such an endeavor, i.e. without first acknowledging the cultural, 
socio- economic, epistemological, historical, and spatial context of this book 
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project and the ways in which these particular contexts may limit its ability 
to develop a concept that speaks to the lives of those positioned differently. 
I also reveal how even critics and activists struggling against domination in 
cyberspace may still end up operating within the fundamental epistemic fram-
ings of those they are challenging. As an exercise in knowledge production, 
this book project will be enriched by decolonial insights. That is, a decolonial 
approach to conceptualizing cyberspace generally, and (in)stability specifically, 
will strengthen the quality of our knowledge by making it more useful for a 
plurality of communities. 

This chapter will first introduce the decolonial perspective, outlining its 
most important distinguishing propositions. It will then contextualize this vol-
ume’s focus on (in)stability in cyberspace as existing within a broader pattern 
of coloniality, thereby highlighting the dangers of uncritically extending idio-
syncratic understandings to all of cyberspace as though they were epistemically 
neutral. I argue that conceptualizations of (in)stability reproduce coloniality 
by reifying the epistemes, problem definitions, and understandings of dom-
inant Euro- American states, educational and research institutions, and civil 
society groups. Assumptions of epistemic neutrality will backfire by creating a 
worse experience of cyberspace for the global majority, no matter how well- 
meaning. Engaging more directly with the focal concept of this volume, I 
next problematize what exactly is meant to become (un)stable and for whom 
these conceptualizations intend to establish (in)stability. Mitigating coloniality 
will require sustained reflection about the positionality of this project and its 
authors, a shift in consciousness to what I term “self- aware humility,” and, 
most importantly, sustained dialogue with the epistemes of subaltern commu-
nities through border thinking. Finally, the chapter will summarize the main 
argument and reflect on some useful ways forward. 

The Epistemic Stance of Decoloniality

Decoloniality, at its core, is a practice of theorizing from the margins: it is 
concerned with exposing and undoing the epistemic violence eradicating or 
marginalizing the knowledges of subaltern communities in the world, thereby 
opening space for those silenced knowledges to shape dialogues about the 
human condition. It asserts that in thinking with knowledges from a plurality 
of communities, that is, delinking from narrow hegemonic forms of knowing, 
our understanding of the world will be richer and we may conceive of, and 
institute, radically alternative ways of living.7 Moreover, the knowledge gen-
erated will be more useful for a greater plurality of communities. Decoloniality 
is not simply about exercising epistemic justice but equally about ensuring 
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more robust knowledge that serves the many and not just a few. Knowledge 
is power: therefore, knowledge created by and for the few will only empower 
the few. 

Decoloniality is connected to a rich and varied “family” of Global South 
philosophies and political theories that broadly call for the decolonization of 
knowledge. Thus, many scholars from Africa, Asia, Latin America, and else-
where over the decades have acknowledged the continuing oppressive effects 
of colonialism on the knowledges of peoples from those regions. Pioneers and 
seminal contemporaries calling for decolonization include Ngugi wa Thiong’o, 
Syed Hussein Alatas, Anibal Quijano, Maria Lugones, Walter Mignolo, 
Achille Mbembe, Gurminder Bhambra, Sabelo Ndlovu- Gatsheni, and others.8 
Amongst this broad range of perspectives, decoloniality  specifically –  also 
known as the modernity/coloniality  school –  originating in Latin America 
with Anibal Quijano,9 and which provides the main framing of this chapter, 
offers in my view the most systematized set of concepts. 

According to decoloniality, the global political economy of knowledge 
production privileges the ontologies and epistemologies of Euro- American 
subjects. That is, European and North American definitions of knowledge 
as objective, neutral, and founded on Western rationality have dominated 
global debates on (social) reality at the expense of the epistemes of others.10 
This domination was achieved through colonialism’s deliberate and system-
atic displacement of the knowledges of the colonized.11 The assertion is not 
just that Euro- American knowledges have marginalized the knowledges of 
other communities, but that they have simultaneously masked their own idio-
syncrasy, thereby casting themselves as emerging from nowhere in particular, 
what Mignolo calls the “the zero point epistemology,”12 and serving no agenda 
in particular while rendering all other knowledges as relativist and particu-
lar and therefore not worthy of general promulgation. This phenomenon of 
Eurocentrism may be understood as an “arrogant ignorance,” i.e. “pretend-
ing to be wide- ranging, or even claiming universal validity, while remaining 
oblivious to the epistemic diversity of the world.”13

One of the important notions shaping decoloniality is that of conceiving 
of the last 500 years of history as shaped by modernity/coloniality. Modernity 
is understood as a set of conditions and norms related to individual rational-
ity, the rationalization of communities through the emergence of the modern 
bureaucratic sovereign state, a belief in perpetual linear progress, and capi-
talism. It constructs itself especially in opposition to tradition, backwardness, 
and the historical past.14 An important feature of modernity is the division of 
the world especially into racial and gendered categories (or “constructs”) that 
allow for hierachization and silencing in ways that elevate Euro- America.15 
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Modernity has been assumed by Euro- America to be the sole lens through 
which to understand historical development (thereby, for example, constitut-
ing notions of pre- modernity and post- modernity).

Coloniality, on the other hand, includes the 

long- standing patterns of power that emerge in the context of colonial-
ism, which redefine culture, labor, intersubjective relations, aspirations of 
the self, common sense, and knowledge production in ways that accredit 
the superiority of the colonizer. Surviving long after colonialism has been 
overthrown, coloniality permeates consciousness and social relations in 
contemporary life.”16

Coloniality, then, includes oppressive conditions that continue in cultural, 
socio- economic, and epistemic practices despite the ending of formal political 
colonialism. The slash both connecting and dividing modernity and coloni-
ality indicates that they are co- constitutive: we cannot logically conceive of 
the emergence of a belief in linear progress and objective rationality without 
reference to the fact that such notions developed by way of Euro- America 
contrasting itself with the barbaric and irrational Other who exists in the back-
wards past, and practicing these distinctions through colonialism.17 Therefore, 
it is not possible to understand the Euro- American experience of modernity 
without understanding the subaltern experience of coloniality, and vice versa 
(thus Maria Lugones prefers the language of non- modernity, i.e. the notion 
that there are ways of making sense of the world that are entirely divorced 
from modernity and instead emerge from the subjects of coloniality18).

Decoloniality seeks to form solidarity among marginalized groups such that 
they can delink from the knowledges propagated by dominant groups and 
(re)evaluate their lived experiences through their own epistemes. As Ramon 
Grosfoguel argues,

The fact that one is socially located in the oppressed side of power relations 
does not automatically mean that he/she is epistemically thinking from a 
subaltern epistemic location. Precisely, the success of the modern/colonial 
world- system consists in making subjects that are socially located in the 
oppressed side of the colonial difference, to think epistemically like the 
ones on the dominant positions.19

This is a crucial reminder that even opposition to power can still fall short of 
decolonial aims by relying on dominant epistemes. It is this problem of being 
constrained by conceptualizations derived from Euro- American knowledges 
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that prompted Ngugi wa Thiong’o, the Kenyan scholar and author of the sem-
inal Decolonising the Mind,20 to dedicate himself to writing in his native language 
of Gikuyu. Practicing useful epistemes and generating radically new ways of 
conceiving of the human condition for Ngugi means utilizing native Kenyan 
constructs, which are best expressed through Kenyan languages.

At this point, it is vitally important to not conflate decoloniality with calls 
for diversity and inclusion. They reinforce each other and are usually com-
plementary. However, in very crude terms, decoloniality privileges diversity 
of epistemes over diversity of identities. It is not a perspective primarily con-
cerned with bringing more racial or gender identities to powerful positions, 
but with the inclusion of a plurality of epistemes in knowledge production (the 
latter of which is itself a vital site of power). These aims may overlap to the 
extent that diverse identities act as superficial proxies for diverse knowledges. 
However, as illustrated above, diverse racial, gendered, and socio- economic 
groups may nevertheless still share fundamental epistemes. Conversely, people 
sharing similar superficial identities may have radically different epistemic posi-
tions. Epistemes and identities, like decoloniality and diversity, must therefore 
not be conflated. While standard calls for diversity are imperative and sup-
ported by the decolonial position, they do not go far enough. It is insufficient 
to invite someone into an epistemically predetermined room to join in a con-
versation (diversity and inclusion), but rather it is crucial that they co- decide 
which epistemic room the debate should be held in and how it should be 
furnished (decoloniality).

The above account in no way suggests that decolonial scholarship is limited 
to the humanities and social sciences. In fact, decolonial scholarship also chal-
lenges the Euro- American ontologies and epistemologies that underpin much 
of the natural sciences. Again, this should not be conflated with debates about 
the representation of marginalized groups in STEM disciplines.21 Rather, 
decoloniality challenges the very notion that Euro- American epistemes in the 
natural sciences uniquely hold the keys to unlocking universal truths. Other 
knowledges must be equally engaged in questions about the natural world.22 
For example, indigenous communities have developed centuries of knowledge 
about how to understand and live with the natural world that has allowed them 
not just to survive but also to thrive.23 This chapter is thus relevant to both 
the technical and cultural wings of the debate on (in)stability in cyberspace. 
Having provided a brief outline of decoloniality, the next section will show 
the relevance of coloniality to cyberspace and will thereby position attempts to 
conceptualize (in)stability.
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Coloniality and the Question of (In)Stability in Cyberspace

This volume has the laudable objective of conceptualizing (in)stability in 
cyberspace through diverse perspectives, thereby avoiding overly simplistic 
narratives. Decoloniality can contribute important and unique insights that 
highlight non- obvious limitations and offer approaches for mitigating them. 
In this section, I use the decolonial perspective to characterize the modernity/
coloniality duality present in cyberspace debates (across government, industry, 
and academia) and the silences that are created as a result, thereby revealing the 
Eurocentric, colonial context in which conceptualizations of (in)stability are 
occurring. Reading cyberspace debates through a modernity/coloniality lens 
reveals the ways in which dominant  communities –  primarily Euro- American 
state and non- state  actors –  rearticulate modernity while at the same time 
masking the colonial underbelly that allows for their rearticulation in the first 
place.

Decoloniality, though still sparsely applied to questions of the digital age, 
potentially has much to say about cyberspace. This is because cyberspace itself 
represents a continuation of coloniality. Typically, practices in cyberspace 
privilege masculine Euro- American subject- positions and epistemes (while at 
once masking their particularity), thereby elevating the voices of a narrow 
set of dominant communities while simultaneously marginalizing, silencing, 
and delegitimizing the epistemes of a plurality of others such as indigenous 
communities, LGBTQ people, and Global South women, among others. For 
example, it has been pointed out how Massively Multiplayer Online Role- 
Playing Games (MMORPG) such as World of Warcraft create worlds that are 
coded white, not just in the racial make- up of the playable and non- playable 
characters, but in the very fact that fantasy worlds are based on European 
mythologies. Eurocentric cultural understandings of humanity are naturalized 
while non- European conceptualizations are erased or marginalized as devia-
tions through the game.24 From a decolonial perspective, this practice merely 
continues the centuries- long habit of assuming Europe as the subject, the sole 
objective perspective through which humanity in its entirety can be unprob-
lematically explored.25 There is thus a marginalization of non- European sub-
jectivities in MMORPGs. 

Syed Mustafa Ali, speaking specifically of internet governance, diagnoses 
the reproduction of coloniality in cyberspace as located in the following con-
dition:

. . . there is far too much taken for  granted –  politically, economically, 
socially, culturally, ethically etc. – in discussions about Internet  governance; 
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far too many assumptions and predispositions that remain hegemonically 
and tacitly operative in the background, shaping the boundaries (limits, 
borders) and contours (landscape, topology) of this discourse, not to men-
tion setting its terms (that is, its “logic” or grammar and “lexicon” or 
vocabulary) . . . .26

Coloniality in cyberspace, that is the silencing of the ontologies and episte-
mologies of various communities in debates about cyberspace, occurs through 
myriad taken- for- granted assumptions. Too many understandings, constructs, 
concepts, and principles are left implicit, which allows dominant voices to 
represent their epistemes, problem definitions, and technical solutions as neu-
tral, natural, and universally  valid –  as quite literally coming from the objec-
tive nowhere and therefore relevant everywhere. Thus, the fact that debates 
regarding cyberspace have focused on questions such as “network neutrality, 
openness, standards and interoperability, stability and universality (as against 
instability and fragmentation), must be understood as potentially informed 
and inflected by the . . . orientations of those generating this discourse.”27 
Notably, that includes this very volume on (in)stability, which is being con-
structed within a Eurocentric framework. Non- reflexive conceptualizations of 
(in)stability will therefore represent a continuation of coloniality in the sense 
that they reproduce the epistemes of dominant Euro- American societal groups 
who have the power to shape these debates in the first place.

Revealing these assumptions and exposing them as idiosyncratic, as 
opposed to universal and objective, requires positioning the ideas and their 
authors. This means recognizing the cultural, socio- economic, epistemic, his-
torical, and spatial contexts that have given rise to these ways of knowing and 
being. Speaking explicitly of computing, Ali states that “decolonial comput-
ing, as a ‘critical’ project, is about interrogating who is doing computing, where 
they are doing it, and, thereby, what computing means both epistemologically 
(i.e. in relation to knowing) and ontologically (i.e. in relation to being).”28 
This echoes Mignolo’s own assertions that “in order to call into question the 
modern/colonial foundation of the control of knowledge, it is necessary to 
focus on the knower rather than on the known.”29 Why (in)stability matters in 
the first place is determined by who is conceptualizing and from what position 
they are doing it. In the following, I reveal coloniality in the overwhelmingly 
Euro- American subjects present in the debates on cyberspace, the geographical 
and communal spaces in which they tend to be located, and the Eurocentric 
understandings they generate to make sense of cyberspace. I thereby contex-
tualize this volume’s focus on (in)stability in cyberspace as existing within a 
broader logic of coloniality.
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Who Dominates Cyberspace Debates and Guides our Intellectual Inquiry to 
Prioritize Questions of (In)Stability? Where are they Located?

The community that epistemically dominates cyberspace is what I call the 
transnational techno- elite (TTE). This community somewhat mirrors what 
Bhupinder Chimni calls the transnational capitalist class (TCC), a diffuse com-
munity with shared interests, ideologies, control over the means of produc-
tion, and unrivalled access to powerful institutions in the Global North and 
South.30 Another neighbouring concept may be McKenzie Wark’s “vectoralist 
class” who “control the vectors along which information circulates. They own 
the means of realizing the value of information. Information emerges as a 
concept precisely because it can be quantified, valued and owned.”31 Instead 
of land (feudal lords) or capital (the bourgeoisie), they own and commodify 
information (vectoralists). Tech (mostly male) billionaires like Bill Gates and 
Elon Musk may come to mind because of their prominence in the media.32 
However, I argue that they are mere figureheads for a general class composed 
of diverse actors aspiring to propagate certain ideals: perpetual progress, mer-
itocracy, neoliberal entrepreneurship, rationalization of processes and people 
for profit, and beliefs of technology transcending politics. Chimni’s global 
governance concept is therefore too broad from a decolonial perspective while 
Wark’s Marxist one is too narrow.

The transnational techno- elite do not just exist in Silicon Valley, they also 
populate government agencies such as foreign ministries and the military; they 
shape global governance policies at the UN and EU; they exchange ideas in 
departments in Stanford and Harvard; they spread best practices while work-
ing for consultancy firms like Deloitte; and they foster a tech- based popular 
culture as high- profile (social) media influencers.33 Moreover, this community 
includes critics within those debates who position themselves as fighting for 
privacy rights and user control. While the critics oppose the commerciali-
zation of data and the loss of rights to tech corporations and governments, 
their resistance is often fought on similar epistemic grounds as their opponents. 
For example, the founders of ProtonMail, a dominant player in the private 
email industry started in 2013, are Caltech, Harvard, and CERN alumni. Had 
Edward Snowden not created the necessary Zeitgeist for their successful busi-
ness venture, they might just as likely have worked for Microsoft, Mozilla, 
McKinsey, or MIT. They are disproportionately male, young, and English- 
speaking.34

Another less obvious example of resistance fought from within Eurocentric 
frameworks may be found in the Association for Progressive Communication 
(APC). This network of organizations has a strong focus on the Global South 
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and other marginalized communities, countering the patriarchy to support 
gender equality, and ensuring equitable access to the internet. Notably, this 
NGO, which is incorporated in the US but headquartered in South Africa, and 
has a globally diverse membership, has a vision for “people to use and shape 
the internet and digital technologies to create a just and sustainable world.”35 
These specific aims align well enough with decolonial aims. At the same time, 
the APC predominantly couches these struggles in terms of defending human 
rights as opposed to fostering non- modern forms of knowing and being in 
cyberspace that would render these injustices obsolete. What is missing from 
their core objectives is an explicit acknowledgment of the coloniality, or epis-
temic injustice, shaping cyberspace debates in the first place.36 This again sug-
gests that the framing chosen for resistance is still a decidedly Eurocentric one. 
While working to diversify and decentralize the governance of the internet 
and digital technologies, which are indispensable efforts, the APC and other 
civil society organizations like the EFF,37 Access Now,38 and Citizen Lab,39 
nevertheless reproduce the silencing of subaltern epistemes. This is not to 
argue that their work does not make an important difference in people’s lives, 
but rather that their core concerns and approaches overlook decolonial ques-
tions of epistemic violence. Indirectly, of course, their focus on giving voice 
to the dispossessed in cyberspace may open ad hoc opportunities for subaltern 
epistemes to be recognized, but such outcomes would be a by- product at best. 

While diffuse and networked, the transnational techno- elite often converges 
on important agenda- setting and decision- making bodies, such as the Internet 
Engineering Task Force (IETF) or the United Nations. The United Nations 
Group of Governmental Experts (GGE) and the Open- ended Working Group 
(OEWG) are tasked with studying and developing recommendations related 
to international law and norms on cyberspace. While the OEWG is open to all 
UN member  states –  as opposed to the GGE’s limited membership of twenty- 
five –  this has been inconsequential for the question of epistemic plurality. 
Both groups, comprised of experts from member states, and occasionally sup-
ported by consultants drawn from elite academic institutions and think tanks, 
have developed highly securitized and statist notions of (in)stability, with a 
focus on infrastructure.40 

Notable are the communities whose subjectivities are systematically mar-
ginalized or missing in those debates. Vast swathes of the Global South, 
women, LGBTQ persons, indigenous communities facing settler colonialism, 
the working class, and labor, amongst others. This is the case despite the fact 
that they make up the majority of users of the internet.
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What Knowledges do Dominant Groups Promulgate about Cyberspace and 
How do Questions of (In)Stability Cohere with these Knowledges?

This transnational techno- elite has generated particular Eurocentric under-
standings about cyberspace and its own role in it, which in turn have shaped 
practices to disproportionately benefit them while representing their actions 
as a universal benefit to humanity. These understandings have significantly 
determined the disadvantageous terms upon which marginalized commu-
nities are assimilated into cyberspace and led to their silencing in debates 
about cyberspace. Most notable (but not exhaustive) are understandings of 
linear progress that suggest Euro- America has won the (technological) race 
to the utopian future and the rest must merely catch up; a neoliberal myth of 
post- racial and gender- equal meritocracy; and, relatedly, a radical scientism 
that represents technology as a neutral solution for highly complex social ills. 
These understandings are further elaborated and demonstrated in the follow-
ing  paragraphs.

First, cyberspace is seen as a space of linear progress.41 Alfred Yen inter-
venes in the early 2000s debate on internet governance by examining the 
metaphors of the “Western Frontier,” which continue to shape thinking on 
cyberspace today. This metaphor evokes an innocent United States free of 
stifling government regulation, which generated entrepreneurship and inno-
vation and an uninterrupted forward march toward progress. For Yen, this 
metaphor is misguided as the US Wild West also harbored social ills such as 
“[g]enocide, racism, and personal exploitation in the name of progress.”42 A 
better metaphor for cyberspace, he argues, is that of a European feudal system, 
because while cyberspace is decentralized, there are overlapping local author-
ities and sites of power, including actors such as ISPs and ICANN, some of 
which may exploit the powerless. He invokes the image of a feudal cyberspace 
to argue for the importance of law in bringing justice to the disadvantaged.43 
However, both of these metaphors converge on the characterization of cyber-
space as unruly and therefore treacherous by relying on idealized images of 
the past, i.e. of tradition and backwardness. Beyond the fact that both met-
aphors project onto cyberspace specifically Euro- American constructs, they 
also reinforce the notion of linear progress and time. For the Western Frontier 
proponents, the very wildness of cyberspace fosters the seeds of future pro-
gress; for Yen, the feudal backwardness of cyberspace, its confusion of privat-
ized powers, must be tamed through (Eurocentric notions of) law, must be 
rationalized and made stable. Both mobilize the myth of modernity whereby 
an ancient and undisciplined past must or will inevitably be transcended by a 
rationalized and  superior future.
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Second, cyberspace is understood as a post- racial and gender- equal space 
where, in a sense, Rawls’ veil of ignorance has once more been restored. 
Scholars have noted the promulgation of a post- racial myth in Silicon Valley 
culture, for example.44 Post- racialism suggests that race has been effectively 
neutralized as a socio- political force shaping people’s chances in life. All this 
despite mounting evidence that, from the algorithms, to their coders, to the 
data gathered, to the business and political practices in which they are embed-
ded, racial and gender stereotypes remain pervasive.45 

Third, technology as a pure product of science, and therefore of course its 
creators, are free of bias and therefore able to take the god’s eye view of the 
world. Hubristic belief in technology as a neutral hammer for every nail is 
what allowed Google executives Jared Cohen and Eric Schmidt to assume the 
mantle of reimagining how the world could be refashioned into a tech para-
dise, from education to preventing terrorism, in their book The New Digital 
Age (as though that job were not up to citizens themselves).46 

Together, Eurocentric notions of linear progress, post- racial and gender- 
equal meritocracy, and uncritical faith in technology help to constitute and 
legitimize coloniality. For example, cyber security capacity- building has 
become one industry predicated on the discourse of a mature vs. immature 
society, the former being one that adheres to (Western) technological and 
technocratic standards.47 The dynamic generated as a result is one of outside 
expertise, predominantly from Europe, America, and also South Asia, educat-
ing Global South communities and integrating them into “advanced” ways of 
thinking about and practicing cyber security. As a result of this linear under-
standing of technological progress, the transnational techno- elite construct 
themselves as neutrally intervening to hoist backwards communities to the 
frontiers of modernity.48 Thus, from an objective epistemic stance, beneficent 
technology is created, which must then be indiscriminately applied to all soci-
eties for their own betterment.

For example, observers have noted how attempts by Big Tech to make 
inroads into Global South communities consolidate the domination of 
American tech corporations over local competitors and lead to a new “corpo-
rate colonisation.”49 Their control over the structures and networks, including 
search, major platforms, advertising, etc., that make up the main components 
of cyberspace means they not only dominate in terms of shaping the market 
but also generate dominant framings of inevitable modernity and progress that 
shape how cyberspace is understood and practiced. When, in 2015, the South 
African ANC government entered a deal with Big Tech to bring digital tech-
nologies to the country’s public schools, it was doing so within a broader logic 
characterized by a belief in teleological technological progress, the resulting 
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need to catch up with developments in the Global North, and adoption of 
technologies without critical investigation of whether they are suitable for the 
local context. Using the education of children as a channel, especially, ensures 
that a new generation of South Africans are integrated into American under-
standings of technology and therefore elevated to modernity.50 

Similarly, Facebook’s attempts to connect India’s rural poor to the internet 
through its Free Basics program illustrates the logic of applying technological 
fixes to complex problems of inequality. This practice represents underlying 
ideologies of linear progress and neoliberal understandings of market actors 
as an important moral force. Notably, even resistance to Free Basics, which 
eventually succeeded, was mobilized on countervailing principles of the elite 
that fit within this logic: appeals were made to net neutrality in a manner 
that echoed the debates in the United States and thereby empowered the 
transnational techno- elite within India over and above the rural poor.51 In this 
manner, the debate about the role of technology in Indian society was rooted 
in Eurocentric epistemes and understandings rather than framed through the 
perspectives of the rural poor who were the supposed beneficiaries. 

In this context, it is important to ask how the very act of raising the question 
of (in)stability may echo such coloniality. Eurocentric notions of objectivity 
and progress that legitimize the self- identities and practices of the transnational 
techno- elite are operating to inform questions of (in)stability, because they 
are being raised by those very same actors. One organization tackling matters 
of (in)stability in cyberspace is the Global Commission on the Stability of 
Cyberspace (GCSC), headquartered in The Hague, whose founders are secu-
rity think thanks in the Global North, and whose partners and funders include 
several states’ foreign affairs departments, the Microsoft Corporation, Google, 
the European Union (EU), and the African Union (AU), among others. Its 
recommended six norms for a stable cyberspace focus solely on maintaining 
infrastructural integrity and setting standards of responsible behavior amongst 
state and non- state actors in narrow security terms. Participants of the confer-
ence that produced these norms included an array of powerful agencies, from 
state ministries to academics to ICANN to JPMorgan Chase. 

Subaltern communities with non- modern epistemes are glaringly absent 
from the event. Especially stark is the high likelihood of (de)stabilizing cyber-
space in ways that are comfortingly familiar for this transnational techno- elite 
and adhering to their particular notions of the good life while disempower-
ing the vast plurality of communities that exist in cyberspace. We are wit-
nessing this already with Big Tech’s prioritization of platform stability over 
other values and states’ use of cyberspace to stabilize their rule, both of which 
will be discussed further in the following sections. Of course, the subaltern’s 
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continuing silence is not inevitable, but neither is simple awareness of this 
dynamic sufficient. Avoiding coloniality in cyberspace requires active dialogu-
ing amongst a plurality of epistemes. 

This section has contextualized conceptualizations of (in)stability in cyber-
space as occurring within an ongoing condition of coloniality. A useful con-
ceptualization of (in)stability should proceed from an explicit acknowledgment 
that even the choice to focus on this concept implies particular dominant 
subject- positions and epistemes, and therefore is likely to reproduce long- 
standing logics. Critically confronting the coloniality operating behind concep-
tualizations of (in)stability will strengthen the conceptual exercise. In keeping 
with the aim of decolonial approaches to foster just and pluralistic knowledge, 
the next section will explore Ali’s questions of who, where, and what as a 
means of positioning this volume’s exercise in knowledge production. By rais-
ing critical questions to expose and explore deep- seated assumptions about 
(in)stability, the aim is to at least prompt positioned conceptualizations and to 
open up space for subaltern epistemes to engage equally in conceptualizations.

Thinking Decolonially about (In)Stability in Cyberspace

In this section, I shift away from characterizing coloniality in cyberspace to 
addressing specifically the question of conceptualizing (in)stability. Given the 
coloniality inherent to many debates about cyberspace and the epistemic vio-
lence that results from them, how can conceptualizations generated from dom-
inant subject- positions integrate decolonial insights? I argue that this is made 
possible, though not necessarily easy, through continuous reflection on the 
assumptions underpinning epistemic practices and acknowledging them as par-
ticular or positioned. Conceptualizations of (in)stability should be reviewed in 
light of the ways in which they embody Eurocentrism and thereby reproduce 
the modernity/coloniality duality. I highlight two specific approaches.

First, I draw on the notion of border thinking, which is one important 
approach to decolonial knowledge production.52 It requires conceptualizing 
the world using the epistemes of subaltern communities, i.e. the knowledges of 
those struggling through the violence of coloniality.53 That is, it requires taking 
a subaltern subject- position, thereby decentring the Euro- American subject 
in knowledge production and de- linking from modernity. Hence the impor-
tance of engaging in critical dialogue with communities that embody subaltern 
epistemes in order to ensure radically new and useful conceptualizations. The 
alternative of maintaining a self- referential debate amongst Eurocentric schol-
ars, practitioners, and policymakers will worsen, and not improve, the plurality 
of lives inside and outside cyberspace.
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Second, from the position of narrowly Euro- American epistemes, an atti-
tude of self- aware  humility –  as opposed to arrogant ignorance (Eurocentrism) 
– will matter most as an initial step. Elsewhere, this has been called epistemic 
vulnerability, whereby “the safety of what is known is relinquished,”54 or the 
humbling of modernity, in the sense that modernity is understood as “a specific 
genealogy of the West, but we need to recognize that there are other worlds of 
meaning that are not reducible to modernity’s history.”55 These terms suggest 
a transformation of consciousness, such that “researchers who become aware 
of the positionality of knowledge become humble knowledge practitioners.”56 
Being self-aware means recognizing that there exists a plurality of epistemes and 
acknowledging the particularities and situatedness of Euro- American knowl-
edges; practicing humility means dialoguing with a plurality of epistemes with 
an attitude of equal co- learning instead of paternalism. By positioning knowl-
edge production and practicing self- aware humility we can enter into dialogue 
with different knowledges about cyberspace. The following three questions 
are prompts for further reflection to facilitate explicit awareness of some of the 
particularities and inherent limitations of any conceptualization of (in)stability. 

Why (In)Stability and Not Something Else?

This is not about tritely questioning the value of conceptualizing (in)stability. 
Evidently, it is useful and meaningful for the particular community of scholars 
engaged in this project, including myself, and the (largely elite Euro- American) 
target audience that may read these efforts.57 Instead, I raise this question to 
invite explicit debate about how it is that (in)stability has attracted our scholarly 
attention as opposed to alternative  constructs –  for example, justice or spiritual 
well- being or  love –  that may be important to marginalized communities that 
participate in cyberspace but are receiving less or even no attention. It is an 
invitation to not take for granted that our concern about (in)stability is natural, 
universal, and unproblematic, but to acknowledge this choice as rooted in 
our particular epistemes and our particular problem definitions. For example, 
Burton and Stevens (Chapter 4 this volume) show how NATO’s shaping of 
conceptions of (in)stability remains in keeping with the preferred framings 
of Euro- American states such as the United States and the United Kingdom. 
Furthermore, these definitions shift over time to remain in keeping with the 
interests of dominant states.

Notions of stability are related closely to notions of order, of freezing in 
place a state of being that is presumed (always by someone particular) to be good 
or adequate. However, it leaves implicit assumptions about who would bene-
fit from investigations of (in)stability and whose subject- position is  reinforced 
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through a focus on (in)stability. For example, this is likely to be well- resourced 
actors with sufficient control over the infrastructures of cyberspace to conceive 
of making it (un)stable in the first place, such as the GCSC. When we reinforce 
the salience of (in)stability amongst groups that dominate cyberspace, we must 
acknowledge that it will reinforce the silence of others who are not empowered 
to speak using their epistemes about alternative concepts that matter more to 
their lives. Using border thinking, i.e. thinking from the margins, we may find 
other concerns regarding cyberspace to be far more crucial than (in)stability. 
The possibilities regarding this are endless; the main point being that we must 
not assume (in)stability as the only important concern simply because it has 
been adopted by the transnational techno- elite. In a world where knowledge 
production is skewed in favor of dealing with the problems of Euro- American 
elites more than the rest, a conceptualization exercise that comes from a place 
of self- aware humility, and recognizes (positions) itself as emerging from some-
where and serving a specific someone, is a small but important step.

(In)Stability of What?

An important step in positioning any conceptualization of (in)stability is to 
explicitly justify what exactly should be considered (un)stable. Even in a hypo-
thetical world where (in)stability may be assumed to be an important concept 
for a plurality of communities in cyberspace, the diversity of lived experiences 
will nevertheless lead to diverging and possibly competing understandings of 
what should or should not be stable. 

In the realm of modernity, (in)stability of market conditions may be of 
special interest to corporations. Maintaining a stable user base that continually 
produces the raw data to be commodified is key to profitability. Platforms 
of various kinds, ranging from social media platforms to entire technologi-
cal ecosystems such as that belonging to Apple, aim to exploit the “network 
effect” whereby users find it difficult to leave because it also means leaving 
social networks or services that are important to them. For example, delet-
ing a Facebook account may come at the cost of exclusion and isolation. No 
longer owning an Apple device means being unable to use iMessage. The net-
work effect ensures a stable source of data, and creates a level of predictability 
and security for the corporation and a steady base from which to continue 
expansion and growth. Nevertheless, stability for the transnational techno- elite 
means significant costs for the user. A user of Facebook concerned with the use 
of their data or simply unhappy with the service as a whole may find it difficult 
to migrate elsewhere without abandoning long- established networks. Many 
discovered the challenge of migrating their entire networks after wanting to 
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leave WhatsApp for alternatives such as Telegram and Signal once the former 
updated its data sharing policies in 2021.58

Though there is high- profile contestation on this front, it is still fought 
within narrowly Eurocentric frameworks. According to the Electronic Frontier 
Foundation (EFF), a highly influential NGO located in the United States, plat-
form stability is detrimental for the majority of users and for competition in 
the marketplace. In their campaign to enshrine the principle of interoperability 
in government regulation and cyberspace norms, they argue for a package of 
changes:

“Data portability gives users the right to access and transfer their data 
from the companies that hold it. Back-end interoperability would 
require very large  companies –  those that dominate a particular market 
 segment –  to maintain interfaces that allow their users to interact fluidly 
with users on other services. Finally, delegability would require those 
large companies to build interfaces that allow third- party software to inter-
act with their services on a user’s behalf.59

Such proposals are designed to introduce greater instability and fragmentation, 
i.e. to make it easier for users to change services or become less reliant on any 
single platform and to support competitors, all of which would undermine the 
stability of powerful platforms to the benefit of users.

Even in their differences, the EFF and Facebook share many constructs 
and assumptions that render invisible the lived experiences and epistemes of 
the subaltern. The EFF still speaks the language of Western rationality and 
predicates its arguments with an assumption of technology as a unique driver 
of linear progress:

Interoperability fosters competition, and with competition comes more 
choice, and the chance to improve the quality of our online lives. An 
Internet with more competition will allow users to express themselves 
more freely and craft their online identities more deliberately.60

Their justifications rely on Eurocentric arguments about individual free-
dom, competitive markets, and win- win technological progress. Identities are 
invoked in the sense of individual privacy and security, e.g. as pertains to iden-
tity fraud. The implication is that we may occupy the position of the Euro- 
American subject and still help the marginalized. The differences between the 
principles of the EFF and Facebook mirror Yen’s narrow distinctions between 
the Western Frontier and European feudalism metaphors. 
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In the realm of coloniality, however, people may experience very differ-
ently how (in)stability interacts with their identities and exacerbates personal 
vulnerabilities. For LGBTQ youth, constructing an unstable online identity 
can be protective. The ephemerality or anonymity of the account may deter-
mine the choice of social media platform. A stable online identity can be easily 
found and publicly outed, with the threat of reprisals from family members or 
friends unaware of the individual’s sexuality. It can also risk connections being 
made across different life domains, such as work and school and friendship 
circles. LGBTQ youth may prefer a context where they may explore their 
own sexualities with an anonymous identity and via more fluid interactions. 
Maintaining different and fluid identities also makes it possible to maintain 
distinctions between different areas of life.61 

However, some platforms such as Facebook maintain a real name policy, 
which induces stability of identity. This in fact may make it more difficult for 
LGBTQ youth to express themselves authentically as they have no area of 
life that is protected. Transgender people are especially affected by demands 
for a stable and singular identity on social media, with real implications for 
their lives and livelihoods when transphobic family members or employers 
discover their true identities.62 “This design bias includes baked- in normativ-
ities that rehearse a standpoint that being- in- public is somehow neutral, low- 
risk, unraced, ungendered, and unsexed.”63 The Eurocentrism informing the 
imposition of stable identities is also predicated on the invisibility of LGBTQ 
subjects located in non- Western contexts, especially those in societies where 
trans- and homophobia are written into law, and where enforcement agencies 
use digital technologies to surveil and entrap citizens.64 Such struggles are not 
captured well by debates about (in)stability of platforms and interoperability. 
Practicing border  thinking –  that is, using the knowledges of marginalized 
 communities –  to re- evaluate cyberspace (in)stability will reshape and decol-
onize what we even believe to be at stake. All this is to say that positioning 
conceptualizations of (in)stability and practicing self- aware humility means 
being explicit about what specifically should be kept stable and what should 
not, opening up these choices to scrutiny, and not assuming that they remain 
relevant across all societal domains.

(In)Stability for Whom?

Also integral to a positioned conceptualization exercise is to justify whose life 
(located where) we want to make (un)stable. I use “for whom” to mean “from 
whose perspective,” as it is important to avoid paternalistic logics of concep-
tualizing on behalf of others whose lived experiences we do not share. In 
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sum, from whose subjectivity can we imagine this or that particular concep-
tion of (in)stability being useful? This question matters because the persons in 
whose service we place our concept will be empowered. Occupying a particu-
lar Euro- American subject- position that masquerades as objective and neutral 
means that knowledge generated to supposedly serve the world is in fact gen-
erated to reinforce the dominant position of a narrow set of powerful actors. 
Mailyn Fidler (Chapter 9 this volume) shows that even amongst states there is 
significant divergence in understandings: African states’ understandings of (in)
stability are significantly shaped by their history of colonialism, manifesting in 
greater suspicion of universalist attempts to define the concept. From a decolo-
nial perspective, however, statist responses to the question of “for whom” are 
typical of Eurocentric debates. Though rarely explicit,  statism –  that is, reduc-
ing discussion to the perspective of the modern  state –  operates as a systematic 
assumption that underpins dominant scholarship and policy recommendations 
and reproduces modernity/coloniality.65 

To offer a prominent example, speaking specifically of  deterrence –  the 
nuclear version of which was key to Cold War thinking about (in) stability – 
 Joseph Nye’s work discusses whether this may be achieved in cyberspace.66 His 
understanding of the merits, strengths, and means of deterrence in cyberspace 
is unmistakably statist and militarized: 

In 2007, after a dispute with Russia about moving a World War II memo-
rial to Soviet soldiers, Estonia suffered a series of denial- of- service attacks 
that disrupted its access to the Internet for several weeks. Similar attacks 
accompanying the 2008 Russian invasion of Georgia interfered with 
Georgia’s defense communications. In 2010 the Stuxnet virus attack that led 
to the destruction of more than 1,000 Iranian centrifuges and delayed Iran’s 
enrichment program was widely attributed to the United States and Israel.67

Government agencies such as the Pentagon and specific world leaders are 
mentioned at times. Otherwise, Nye’s conception of cyberspace in this article 
is decidedly statist. While others have pointed out the technological, politi-
cal, and normative difficulties of constructing a state- based, territorially bound 
cyberspace,68 the point I am making is more simply that too often the subjects 
of such theorizing remain the standard powerful states. We may see another 
example of this in the chapter by Goldman (Chapter 5 this volume), in which 
attempts to understand cyberspace from the perspective of the interests of the 
United States arguably lead to securitized and marketized (“competitive mind-
set”) understandings of (in)stability: primarily manifesting in the aim to keep 
the United States’ security and economic conditions stable.
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Even those who recognize a multiplicity of  actors –  through the language of 
multistakeholderism, for  example –  refer to the usual dominant players in global 
governance, including international organizations such as the UN, NGOs, and 
private companies, who are often merely alternative sites for that same transna-
tional techno- elite.69 All of these entities represent Eurocentric conceptions of 
actorness, namely rationalized, bureaucratized, and neoliberalized group actors 
that already dominate governance outside of cyberspace (instead of, say, self- 
identified communities such as ethnic groups, family groups, religious com-
munities, linguistic groups, etc.). As a result, Euro- American subjectivities are 
given voice and those of subaltern groups are rendered silent. 

The value to humanity of conceptualizing (in)stability to serve these actors 
is uncertain. There is evidence that when states try to establish stability for 
themselves in cyberspace, various societal groups experience more instability.70 
Kurowska and Reshetnikov illuminate how the Russian state mobilizes state- 
funded trolls to destabilize online discussions such that a coherent radical dis-
course that constructs the state as a threat cannot emerge amongst opposition 
groups in the first place (what the authors call “neutrollisation”). “Somewhere 
in the process, the possibility of securitizing a politically pressing issue van-
ishes. Political energy is no longer refuted or even closed down in a traditional 
authoritarian manner but is instead eroded.”71 In sum, the Russian state has 
learned to destabilize opposition discourses, as opposed to using naked repres-
sion, in order to stabilize its own rule. Further examples can be seen in Anstis 
et al.’s discussion (Chapter 8 this volume) on states’ offensive cyber operations 
such as hacking and disinformation against ordinary citizens and civil society.72 

On the other hand, subaltern epistemes are either entirely silenced or mar-
ginalized in debates on cyberspace.73 Those whose experience is one of coloni-
ality may simply not exist in the imaginations of dominant cyberspace theorists 
and policymakers, most likely because they are themselves located in Euro- 
American spaces and operate through networks of colleagues who share their 
Eurocentric epistemic positions. 

Cyberspace is partly being experienced as a destabilizing force in the social 
fabric of Innuit communities in Canada, by changing social norms and erod-
ing interpersonal relations necessary for transmitting traditional knowledge.74 
Unstable access to the internet has also ensured a trade- off between staying at 
home where internet connections are more reliable or going hunting and visit-
ing elders, social activities through which the experiential and relational Innuit 
knowledge is transmitted. Textual, video, and photographic knowledges that 
dominate cyberspace are a poor replacement for the “dynamic, interactive, 
embodied, and experiential” approach of learning by doing.75 By conceptual-
izing (in)stability from the subject- position of indigenous communities, it may 



confronting coloniality in cyberspace debates 319

be possible to ensure that cyberspace further nurtures, rather than displaces (i.e. 
erases), non- modern knowledges.

Cyberspace debates can be decolonial if they involve the knowledges of the 
subaltern. In proposing a decolonization of the digital humanities, Roopika 
Risam points to projects that explicitly engage marginalized groups such as 
Chicana feminists and indigenous groups in the development and execution 
of societal and scientific digital projects. Not only their lived experiences, but 
their very knowledges, shape the inputs and outputs.76 Taking seriously subal-
tern subjectivities, one academic article offers activist Yaseen Aslam a platform 
to recount in first- person narration his experience of fighting Uber for work-
ers’ rights for app drivers in the courts of the United Kingdom.77 Instability of 
the gig economy, in apt metaphorical language, is the feature and not the bug, 
and it interacts with racial divides to trap the already disadvantaged in a life of 
significant precarity (ethnic minorities make up 94 percent of the private hire 
cabs such as Uber while whites dominate in the more privileged black cabs’ 
industry in London).78 

These examples of border thinking, which is (re)thinking from the margins, 
reveal a powerful approach for decentring the transnational techno- elite from 
our knowledge production regarding cyberspace, instead making visible and 
un- silencing lives rendered irrelevant by dominant approaches to cyberspace. 
Future conceptualizations of (in)stability should avoid the trap of equating 
Euro- American subject- positions with universality by also positioning them-
selves and explicating for whom they are developing their concepts.

Conclusion

Why confront coloniality in cyberspace? The risk embedded in Eurocentric 
conceptualizations of (in) stability –  that is, conceptualizations that assume the 
perspective of the predominantly white, cis- male, Euro- American transna-
tional techno- elite –  is that they will reproduce forms of (in)stability that are 
comfortingly familiar for dominant communities and oppressive for the sub-
altern. From the position of Eurocentric epistemes, other ways of knowing 
the world are rendered either inconceivable or peculiarly exotic and therefore 
unworthy of participating equally in dialogues about important topics such as 
the fate of cyberspace. According to the decolonial perspective, cyberspace 
should instead be constructed in accordance with a plurality of epistemes, not 
just narrow Euro- American ones. A thriving cyberspace that supports and nur-
tures a plurality of communities will require that these various communities 
define using their own knowledges and in equal dialogue with others what 
cyberspace means and the logics by which it should operate. This reminder is 
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especially relevant for activists and other critics of domination, such as the EFF 
and other privacy and human rights advocates, who nevertheless build their 
challenges on the same epistemic foundations promulgated by the transnational 
techno- elite. 

Delinking from modernity/coloniality is a significant challenge. Future 
attempts to (re)conceptualize cyberspace will benefit from border thinking, 
i.e. adopting subaltern epistemes, and using methodologies that avoid their 
marginalization or erasure. At minimum, mitigating the epistemic violence 
caused by coloniality in cyberspace requires positioning conceptualizations of 
(in)stability: that means confronting the colonial logics in which such con-
ceptualizations are embedded and the particular subject- positions of the the-
orists, as well as explicitly justifying what it is we want to make (un)stable and 
for whom we want to generate this (in)stability. Practicing self- aware humility 
means making plain that the knowledge created comes from somewhere and 
is serving someone, as opposed to emanating from an objective nowhere. In 
doing so, we can better acknowledge the silences still left. Positioned con-
ceptualizations welcome critique and scrutiny and create space for subaltern 
communities to set their own epistemic agendas; that is, to build and furnish 
their own rooms for conversation, and to engage in equal dialogue by visiting 
rooms occupied by others across the hallway.
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