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Abstract—Range-measuring sensors play a critical role in
autonomous driving systems. While Light Detection and Ranging
(LiDAR) technology has been dominant, its vulnerability to
adverse weather conditions is well-documented. This paper
focuses on secondary adverse conditions – the implications of
ill-reflective surfaces on range measurement sensors. We assess the
influence of this condition on the three primary ranging modalities
used in autonomous mobile robotics: LiDAR, Radio Detection
and Ranging (RADAR), and Depth-Camera. Based on accurate
experimental evaluation the paper’s findings reveal that under
ill-reflectivity, LiDAR ranging performance drops significantly to
33% of its nominal operating conditions, whereas RADAR and
Depth-Cameras maintain up to 100% of their nominal distance
ranging capabilities. Additionally, we demonstrate on a 1:10
scaled autonomous racecar how ill-reflectivity adversely impacts
downstream robotics tasks, highlighting the necessity for robust
range sensing in autonomous driving.

Index Terms—Ranging Sensors, Time-of-Flight, LiDAR,
RADAR, Depth-Camera, Autonomous Driving

I. INTRODUCTION

In the context of today’s Internet of Things (IoT)-driven
world, where autonomous agents are becoming increasingly
integrated into various aspects of daily life, from self-driving
cars [1] to robotic platforms for retirement communities [2],
and collaborative drones in smart cities [3], evaluating the
robustness of these autonomous robot systems is paramount. As
such, precise and robust range measurements play a critical role
in ensuring the correct operation of the majority of autonomous
mobile robotic systems, serving as a fundamental element in
many mapping and localization algorithms [4, 5].

This principle is particularly significant in the realm of
autonomous driving, where mapping and localization function
as vital elements in the core robotics tasks of planning [6, 7]
and subsequent control strategies [7, 8], directly influencing
the safety of roads. As highlighted for the case of RADAR
sensors in [9], ensuring the accuracy and reliability of these
measurements is critical for the effective functioning of
autonomous vehicles, contributing to enhanced road safety
and overall public well-being. Consequently, the importance of
range measurements cannot be overstated, as they constitute
one of the primary exteroceptive modalities in the considered
systems [4, 10].

Among the variety of sensors utilized in autonomous driving,
LiDAR is a dominant player due to its high range and accuracy
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Figure 1. A visualization of how ill-reflective surfaces perturb the
LiDAR range measurements at different distances. The plot has been
rescaled in order to align the sensor setup (on the left) with the axes.
On the top half the range measurements are taken on ill-reflective
material, and on the bottom one on well-reflective material. A sample
of the corresponding surface is also shown on the right.

in distance measurements [10]. This is reflected by LiDAR’s
prevalent use in many autonomous driving Machine Learning
(ML) datasets: when considering the survey by Feng et al. [10],
86% of the datasets (18 out of 21) contain LiDAR data.

However, despite its wide adoption, recent studies reveal that
LiDAR sensors, although superior under nominal conditions,
are susceptible to adverse conditions [11, 12, 13, 14]. This
susceptibility implies that LiDAR sensor readings are not
entirely reliable under adverse conditions, which can, in turn,
affect downstream robotic tasks in autonomous driving due
to inaccurate range measurements. Therefore, it is crucial to
road safety and the wider acceptance of autonomous driving,
to ensure robust and reliable range sensor readings [4].

In contrast to previous robustness evaluations of autonomous
driving sensor modalities, that primarily concentrate on adverse
weather conditions [11] or explicitly adversarial attackers [15],
this work focuses on a second fundamental and pivotal concern:
the challenge of ill-reflecting surfaces. As discussed later in
Section II, the principle of active exteroceptive Time of Flight
(ToF) sensors such as LiDAR and RADAR is fundamentally
linked to the reflectivity properties of the objects being
measured. For instance, diffuse and dark-colored objects reflect
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significantly less signal, thus proving more challenging for
range measurement sensors to detect, as demonstrated in Fig. 1,
where it can be seen that the diffuse and black-colored tubes
are factually invisible to the LiDAR starting already at a close
range. Therefore, ill-reflecting objects, such as a dark-painted
car with a matt paint finish, pose a common and great challenge
to autonomous driving.

Hence, this study investigates the robustness with respect to
ill-reflecting surfaces of the three most widely used range
measurement sensors in mobile robotics: LiDAR, RADAR
and Depth-Camera. Furthermore, we explore their impact
on downstream robotics tasks, particularly the localization
of an autonomous racing car. Our study utilizes a 1:10 scaled
autonomous racing platform known as F1TENTH [16, 17]. This
platform facilitates safe, cost-effective, and rapid prototyping
and has been instrumental in illustrating the principles and
fundamentals of autonomous driving in various robotic tasks
such as perception [5, 18], planning [19] and control [20, 21].

II. BACKGROUND

In the realm of autonomous navigation, range sensors are
instrumental in providing an understanding of the environment
by creating a point cloud representation. This offers the
necessary data required for tasks such as object detection,
mapping, and localization. The following section presents the
operating principles of the employed sensors in this study.

A. LiDAR

LiDAR is a ToF sensor utilizing laser light in the Near-
Infrared Radiation (NIR) regime, hence a range estimate is
produced based on the time needed for the light to reach the
measurement target and return. It is comprised of a transmitter,
which directs a collimated beam onto an object. This beam’s
trajectory is usually manipulated by a mechanical mechanism,
utilizing a rotating mirror to sweep the beam across a specific
scene for comprehensive coverage. A receiver then detects the
portion of the reflected light, that aligns closely with the path
of emitted beam [22].

This study examined the Hokuyo UST-10LX, which scans
the environment in a 2D plane with a sampling rate of 40 Hz
and a range of 10 m [23], thus making it ideal for applications
in scaled mobile robotics and autonomous driving.

B. Frequency Modulated Continuous Wave (FMCW) RADAR

RADARs sense the surroundings by illuminating the target
with an electromagnetic signal and measuring the properties
of the reflected (echo) signal. Different RADAR categories are
defined based on the illumination signal’s properties.

FMCW RADARs utilize frequency modulation to resolve the
position and the relative velocity of the targets simultaneously,
which makes them a favorite choice in robotics and automotive
applications. They operate on the baseband signal, also called
Beat or Intermediate Frequency (IF) signal, which is obtained
by mixing the transmitted signal with the received echo.
Important characteristics of FMCW radar systems are the carrier

frequency fc, the chirp bandwidth B, and the sampling rate
of the IF signal fs.

The distance of the target can be resolved in the frequency
domain, as it is directly proportional to the frequency of the beat
signal, with a distance resolution of c

2B where c is the speed of
light. Once the object is resolved in distance, its velocity can be
estimated by measuring the phase difference of two consecutive
chirps at the corresponding range. The speed resolution is λ

4Ts
,

where λ is the wavelength of the carrier frequency, and Ts is
the time resolution on the IF signal. In practice, more than
two chirps are necessary to separate different targets at the
same range properly. When multiple antennas are available, it
is also possible to estimate the Angle of Arrival (AoA) of the
signal through the process of digital beamforming. This step,
combined with a Constant False Alarm Rate (CFAR) filter, is
essential for generating RADAR point clouds.

In this paper we evaluated the Texas Instruments IWR1443,
which operates in the frequency range 76GHz-81GHz and
offers a ranging rate of 30Hz, with a maximum TX power of
12 dBm.

C. Depth-Camera

In the context of this paper, a Depth-Camera, specifically
an Intel Realsense D455, serves as an effective tool for the 3D
reconstruction of the scene by creating a point cloud from the
calculated distances. The camera achieves range measurements
up to a distance of 6 m with a framerate of up to 90 Hz, at
a resolution of 1280× 720 pixel with a global shutter sensor
[24].

The operational mechanics of this Depth-Camera incorporate
an Infrared Radiation (IR) stereo module. Its camera projects
infrared light onto the scene, illuminating it and capturing the
reflected portion. Two cameras, situated at a known distance
apart from each other, a measure, referred to as the baseline b,
capture the scene from slightly different perspectives, similar
to how human vision functions.

In this stereo vision setup, the disparity d plays a vital role.
Disparity refers to the difference in the apparent position of an
object seen from the two cameras’ perspectives. It is directly
proportional to the distance between the object and the camera
setup. Thus, by calculating the disparity, the depth z of each
point in the scene can be derived, as shown in Eq. (1).

z =
bf

d
(1)

The focal length f , is an intrinsic camera parameter and can
be obtained by employing camera calibration techniques [25],
which assess the capability of the camera lens to focus light.

III. EXPERIMENTAL SETUP

This section provides comprehensive information on the
experimental setup designed to assess the robustness of different
sensor modalities’ range measurements. The evaluation is
organized into three primary components: reflectivity charac-
teristics measurements of the boundary materials, static range
measurements to determine the data quality under varying



reflectivity conditions, and dynamic range measurements to
analyze the impact of range measurement quality on subsequent
robotic tasks.

A. Material Evaluation

The materials selected for this analysis were exhaust tubes
made from Polyvinyl Chloride (PVC), chosen for their unique
color, surface texture, and reflectivity attributes. The materials
include a well-reflecting, white-colored, matt material serving
as a baseline, and a black-colored, diffuse material with low
reflectivity to examine sensor performance under challenging
conditions. The material in question can be seen in Fig. 1.

Figure 2. Setup to determine the power reflectivity R by measuring
the reflected power of the target material. The emitted laser beam is
directed onto the sample via two mirrors and reflected subsequently
at the target sample, whereupon the reflected component is measured
by the detector.

To characterize the power reflectivity R of these materials,
an experiment was set up, as in Fig. 2, using a helium-neon
laser, which emits continuous waves with a power of 5 mW
at a wavelength of 632.8 nm. An OPHIR PD300 UV wide
spectral range photodiode detector was used to measure the
intensity of the reflected beams. The power reflectivity of the
materials was recorded at twelve different locations on the
sample, for both s- and p-polarization states.

B. Static Experiment

For the static range measurements, a setup, similar to the
one described by Cooper et al. [26], was used. The sensor
was positioned at a fixed distance from the tube, with data
collection taking place for a consistent duration of 10 s for each
measurement. The gathered data points were then compared
to the ground truth determined through a Bosch PLR 40C
rangefinder and a rolling meter, to gauge the sensor’s accuracy.
An exemplary depiction of the static reflectivity setup can be
seen in Fig. 3.

C. Dynamic Experiment

The dynamic range measurement experiment was conducted
on an oval-shaped racetrack, designed to simulate a mix of
ideal and adverse conditions, half of the track featured well-
reflective boundaries while the other half had ill-reflective
ones. Ten consecutive laps were driven to gather data for each
sensor’s output, which was then processed by the localization,
planning, and control systems of the robotic stack. The average
lap time was computed to evaluate the overall performance.

A data-level sensor fusion approach was implemented to
combine the data from the LiDAR, RADAR, and Depth-Camera
sensors. The data from LiDAR was given priority due to its

Figure 3. Experimental setup for the static performance assessment
of the sensors, with the RADAR sensor as an example. Blue
RADAR points are illustrated as a qualitative visualization of range
measurements.

Figure 4. Oval-shaped racetrack setup designed for evaluating the lap
times of various sensor configurations. The track is characterized by
its distinct half-and-half boundary, composed of a black, ill-reflectivity
sector and a white, well-reflecting one.

superior performance in static experiments, while the Depth-
Camera and RADAR data were utilized when LiDAR data
was unavailable. The aim of this dynamic experiment was to
understand how sensor configurations and range measurement
quality can impact the racecar’s behavior under varying
environmental conditions.

IV. PERFORMANCE EVALUATION PARAMETERS

The Mean Absolute Error (MAE) and standard deviation per-
formance parameters are employed in this paper. They quantify
the accuracy and variability of the sensor measurements. The
MAE provides a measure of the average magnitude of error in
a set of predictions, without considering their direction. It is
calculated as the average over the verification sample of the
absolute values of the differences between the forecast and the
corresponding observation, as shown in Eq. (2).

MAE =
1

N

N∑
i=1

|yi − ŷi| (2)

In the equation shown, yi denotes the ground truth range,
while ŷi denotes the range measured by the sensors. N is the
total number of samples. The standard deviation, on the other
hand, measures the dispersion of the measured data. It is used
to quantify the amount of variation in a set of values. A low
standard deviation indicates that the values tend to be close to



the mean of the data, while a high standard deviation indicates
that the values are spread out over a wider range. The formula
of the standard deviation is described in Eq. (3).

σ =

√√√√ 1

N

N∑
i=1

(yi − ȳ)
2 (3)

The mean of all sensor readings is denoted by ȳ, while
each individual sensor reading is indicated by yi. N stands for
the total number of samples. A lower value for the standard
deviation σ is more desirable, as it suggests a lower variation
across the measurements.

V. RESULTS

The results of the experiments described in Section III are
presented and discussed in this section.

A. Boundary Reflectivity Measurements

The experimental data detailed in Table I highlights the
contrasting reflectivity characteristics of the black and white
colored materials under varying polarization conditions and
their implications on range sensor performance. The power
reflectivity R is the divisor of the incident and reflected power,
as seen in Eq. (4). The incident beam power P i was measured
as 4.63 mW.

R =
Pr

Pi
(4)

The standard deviation of R is calculated using Gaussian
error propagation under the assumption, that the standard
deviation of the incident beam power σPi can be neglected
and therefore simplifies to Eq. (5).

σR =
σPr

Pi
(5)

The reflected power Pr and the power reflectivity R of
the white-colored material surpass those of the black-colored
material for both p-polarized and s-polarized incident light.
For the white-colored material, the maximum observed power
reflectivity reached 9.5%, in stark contrast with the much lower
4.7% and 0.3% recorded for the black-colored material under
s- and p-polarized light respectively. Although higher than
the power reflectivities seen for the black-colored material,
the white material is still within a relatively low reflectivity
range. Interestingly, the power reflectivity of the black-colored
material is 13 times lower when exposed to a p-polarized
incident laser compared to an s-polarized laser, marking a
significant difference.

The distinct reflectivity characteristics of the white-colored
and black-colored materials express a clear comparative
advantage for the white material. These properties serve as
an optimal test bed for assessing sensor performance across
a range of conditions. The relatively higher reflectivity of
the white-colored material provides a baseline for standard
environments, while the ill-reflectivity of the black-colored
material allows for the examination of sensor performance

under more challenging, adverse conditions. This range of
reflectivities facilitates investigations into optimizing sensor
configurations to tune effectively across diverse settings.

TABLE I. Reflectivity properties of ill-reflective black-colored bound-
aries and well-reflective white-colored boundaries. Mean reflected
power Pr in µW ; Standard deviation σPr in µW ; Power reflectivity
R (dimensionless); Standard deviation σR (dimensionless).

Black mat. White mat.

p-pol. s-pol. s-pol. p-pol.

Pr [µW] 14.08 219.63 367.42 440.75
σPr [µW] 1.70 25.54 54.79 76.70

R [·10−3] 3.041 47.436 79.356 95.194
σR [·10−3] 0.367 5.516 11.834 16.566

B. Static Range Measurements

The outcomes of the static experiment conducted on the
well-reflective baseline material, are illustrated in Fig. 5. The
LiDAR sensor exhibits the most extensive range for this
material, reaching its maximum range of 10 m, achieving the
manufacturer’s specified maximum range [23]. This surpasses
the RADAR sensor’s maximum range of 7 m and the Depth-
Camera’s limit of 6 m. The LiDAR’s range measurements
maintain a MAE that is bound below 5 cm up to a distance of
8.5 m, however growing drastically beyond this mark.

The RADAR sensor’s performance is comparable to the
LiDAR’s performance. However, it achieves only a maximum
range of 7 m and shows a mostly constant but larger MAE
between 10 to 15 cm.

Contrary to the consistent accuracy of the LiDAR and
RADAR sensor, the accuracy of the Depth-Camera’s
measurements is monotonically decreasing as the distance
from the target increases. This trend is witnessed in both
the MAE as well as the standard deviation. Consequently,
the MAE is resulting in 61 cm at a distance of 6 m to the
Depth-Camera.
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Figure 5. Comparsion of LiDAR, RADAR and Depth-Camera sensor
in terms of range and MAE, when sensing well-reflective boundaries.
The standard deviation of the measurements is represented by the
shaded regions. Lower is better.



In Fig. 6, the static experiment results for the ill-reflecting
surface are shown. The LiDAR sensor’s behavior is similar
as for the other material shown in Fig. 5, maintaining a low
and mostly consistent MAE and standard deviation throughout.
However, its maximum range is significantly lower, achieving at
most a range of 3 m. Therefore, we see that now the maximum
ranging distance has been reduced to 33% of the baseline
sensing capabilities.

The Depth-Camera sensor replicates its performance pattern
observed with the baseline material, exhibiting the same
maximum range and upward MAE trend. However, the actual
error of the MAE is significantly lower at distances from the
target to the sensor higher than 3 m.

An almost constant MAE, as well as standard deviation,
is achieved by the RADAR when measuring from a distance
of 2.5 m onwards. The sensor manages to keep the MAE
remaining below an error of 10 cm for this range. Notably, the
maximum range of the RADAR is 7.5 m, the highest of all
sensors for the ill-reflective surface. Despite these strengths,
an observable anomaly occurs at shorter distances, where
false positives appear more frequently, causing both MAE
and standard deviation to surge compared to their values at
larger distances. Overall, the RADAR outperforms the LiDAR
and Depth-Camera counterparts in range and accuracy for
distances larger than 2.5 m for the ill-reflective material.
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Figure 6. Comparsion of LiDAR, RADAR and Depth-Camera sensor
in terms of range and MAE, when sensing an ill-reflecting surface.
The standard deviation of the measurements is represented by the
shaded regions. Lower is better.

C. Dynamic Range Measurements

Fig. 7 presents the mean lap times for each of the sensor
combinations. The LiDAR + Depth-Camera configuration
achieves the fastest lap times with a mean lap time of 7.686 s.
It outperforms both the LiDAR-only configuration as well as
the LiDAR + RADAR fusion. Specifically, the LiDAR-only
configuration achieves a laptime of 7.729 s and lags by 0.043 s,
hence a 0.573% deterioration, while the LiDAR + RADAR
fusion’s lap times are considerably slower with 8.011 s, hence
12.026% relative to the LiDAR + Depth-Camera setup. Notably,
the lap times variance is well contained across all configurations,
showing a maximum standard deviation of no more than 0.054 s

for all three configurations. This deviation accounts for 0.068 s
in the context of the LiDAR + Depth-Camera fusion, attesting
to the consistency of the performance across the trials.
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Figure 7. Comparsion of the mean lap times achieved by the LiDAR-
only with 7.729 s, LiDAR + Depth-Camera Fusion with 7.686 s and
LiDAR + RADAR with 8.011 s, sensor fusion configurations. Lower
is better.

VI. CONCLUSION

This paper highlights the substantial influence of ill-reflective
materials on the ranging capabilities of exteroceptive sensors,
such as LiDAR, RADAR, and Depth-Cameras. By shedding
light on the effects of ill-reflectivity on autonomous mobile
robotic systems, particularly within the realm of autonomous
driving, our study underscores the importance of robust and
precise range sensing in enhancing road safety. As we embrace
the advancements of IoT in shaping autonomous technologies,
our research contributes to the broader goal of making roads
safer and more reliable for all users. Hence, an assessment of
static ranging abilities linked to these sensor modalities exposes
that, although LiDAR yields the highest and most consistent
ranging capabilities under nominal conditions, these degrade
to a mere 33% under the adverse condition of ill-reflectivity.
Conversely, other technologies such as RADAR and Depth-
Cameras significantly outperform LiDAR in such scenarios,
retaining full-ranging distance capabilities as under nominal
conditions. Through an experimental evaluation on a 1:10
scale autonomous racing car, we demonstrate the consequential
effect of the quality of ranging measurements on downstream
robotics tasks. This underscores the importance of embracing
multimodal ranging sensors and sensor fusion to ensure robust
and reliable autonomous driving behavior.
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